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ABSTRACT

WILLIAM P. TIMMS. Aerodynamics of UAV Ground Effect Interactions. (Under
the direction of DR. MESBAH UDDIN)

With the advent of quadrotor unmanned aerial vehicles (UAV) becoming more

prevalent for military and commercial applications, gaining a better understanding of

their aerodynamic characteristics is critical. No matter the application, each opera-

tion begins and ends with vertical takeoff and landing (VTOL). Therefore, investigat-

ing the aerodynamic effects of ground proximity on thrust, wake, and vehicle stability

is required to ensure safe operation. Based on previous use in published experimental

studies, 0.240 m diameter rotor models with a rotation rate of 4860 RPM were used

in the present work. A finite volume commercial Computational Fluid Dynamics

(CFD) code STAR-CCM+ by Siemens was used to run three-dimensional implicit

Unsteady Reynolds Averaged Navier-Stokes (URANS) simulations of a Da-Jiang In-

novations (DJI) Phantom UAV utilizing dynamic meshing techniques for rotor motion

and VTOL scenarios. Model validation was achieved by first simulating single and

dual rotor cases to compare predictions of thrust and rotor-rotor interactions to pub-

lished data. Following this, a full UAV was modeled in a hovering scenario far from

solid boundaries to provide a baseline case. The single rotor simulation showed a

5.625% overshoot in thrust compared to an expected value of 3 N , and a 1.473%

overshoot compared to a comparable published RANS simulation. At a minimum tip

separation distance of 0.05D, a drop in time-averaged thrust of 1.256% and 1.186%

was found for the dual rotor and baseline UAV cases compared to an expected drop

of ∼2%. Upon successfully validating the CFD simulation framework, the baseline

UAV simulation was repeated for seven scenarios, having the UAV hover at heights

between 3.0 m and ground level with a step change of 0.5 m. These simulations were

used to compare how ground effect can change thrust and alter the wake formation.
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It was determined that ground effect was negligible beyond a height of 1.5 m for this

UAV. Thus, the hovering cases beyond 1.5 m were omitted. Finally, a dynamic sce-

nario was simulated having the UAV land from a height of 3.0 m, which was used to

assess the stability of the UAV in VTOL by monitoring the pitching moment. Future

work will be able to build from these simulations to create reduced order models and

investigate more complex scenarios such as UAV-ground vehicle wake interactions.
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CHAPTER 1: INTRODUCTION

Quadrotor unmanned aerial vehicles (UAV) have become significantly more popular

for a wide variety of applications over the past decade. They are valuable for their

small size and ability to perform vertical takeoff and landing (VTOL) operations.

UAV have been looked at for commercial operations such as package delivery, where

companies such as Amazon and Google, as well as other large e-commerce companies,

have already begun development of UAV solutions as a method of cutting the cost of

labor [1]. There have also been uses for agricultural UAV for spraying pesticides on

crops without being limited by crop growth or other landscape related restrictions [2].

There are infrastructural uses for UAV as well such as for wind harvesting at higher

altitudes [3], or even urban transportation like the NASA Quadrotor urban air taxi

concept [4]. Outside of commercial uses, small UAV have proven useful for scientific

discovery as well. A few examples of this are gathering samples of materials in difficult

to reach locations such as algae in the center of a lake [5], or carrying small sensing

payloads for airborne wind measurments [6], or even for taking long-dwell topographic

imagery for low-cost nearshore measurements [7]. Finally, UAV have been used in

military applications, such as real time surveillance [8] or all-terrain payload delivery

and retrieval [9].

Regardless of the application, the beginning and end of any operation is VTOL.

In these scenarios, ground effect has been shown to increase thrust at the expense of

stability [10]. It has also been shown to cause the formation of large clouds of dust

or snow that could lead to a lack of visibility for remote pilots and cause a crash [11].

For this reason, characterizing the UAV wake in ground effect is important. However,

using experimental methods to determine these effects could become very expensive.
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Multiple setups would be required for thrust measurements, wake characterization,

and stability measurements, and a relatively large wind tunnel would also be required

to allow for significant variations in hovering height. In contrast, Computational Fluid

Dynamics (CFD) can easily be setup to do all of these simultaneously, and can quickly

be tailored for further scenarios introducing more variables.

To quickly summarize, the goals of the present work are to build a CFD frame-

work in STARCCM+ using a URANS methodology for a Da-Jiang Innovations (DJI)

Phantom UAV by first validating a single and dual rotor case to ensure accuracy in

predictions of thrust and rotor-rotor interactions. Following this, the full UAV can

be modeled and general trends of the wake can be compared to similar UAV sim-

ulations to ensure accurate wake characterization. With the framework validated,

several simulations can be run to examine how ground effect can affect thrust, wake

formation, and UAV stability. The main contributions of this thesis are determining

the magnitude of change in thrust due to ground effect for this UAV, the change in

wake formation at several heights above the ground as well as the height in which

ground effect is negligible, and how ground effect changes UAV stability via changes

in pitching moment.

Before moving to the methodology used to investigate UAV ground effect, it is

important to describe some terminology for rotorcraft. A helicopter, or in this case

UAV, is said to be in ground effect when the rotors are less than a few rotor di-

ameters above the ground. When at this height, the proximity of the ground alters

aerodynamic characteristics of the rotors. As a rotor spins, the cross-sectional airfoil

generates lift, which is often called a rotor’s thrust. The air that is deflected down-

wards can be called the downwash, which characterizes the wake of the rotor. When

describing parts of this wake, rather than using terms like inside, outside, right, or

left, the terms retreating and advancing are used to reference the side of the rotor’s

blade being discussed. For simplification, a schematic describing what that means for
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a helicopter can be seen in Fig. 1.1 [12]. This shows that part of the blade moving

forward against the incoming air is the advancing side, while the part of the blade

moving backward with the incoming air is the retreating side. The same also applies

to UAV.

Figure 1.1: A schematic defining what advancing and retreating blades are [12].

Two important phenomena that are repeatedly discussed here are tip vortices and

shear layers. Tip vortices are vortices that occur wherever a lift producing device,

such as a wing or rotor blade, terminates in the air. The pressure differential between

the high pressure on the bottom of the blade and low pressure on the top of the

blade causes the flow to accelerate around the blade tip and generate a tip vortex

[13]. A schematic describing this phenomena can be seen in Fig. 1.2a. Shear layers

are described as a thin region of concentrated vorticity where the tangential velocity

component varies greatly [14]. This phenomena occurs in rotors when the boundary

layers from the upper and lower surfaces of the blade merge [15], and a simplified

two-dimensional schematic of this can be seen in Fig. 1.2b.
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(a) Tip vortices

(b) Shear layers

Figure 1.2: A schematic describing (a) the generation of tip vortices [13] and (b) a
2D shear layer [14].



CHAPTER 2: METHODOLOGY

2.1 Governing Equations and Turbulence Models

A three-dimensional implicit Unsteady Reynolds-Averaged Navier-Stokes (URANS)

Simulation was conducted for all following studies. The turbulence model chosen

was the k-ω Shear Stress Transport (SST) with an ideal gas model. The k-ω SST

model has been widely used in rotor investigations [2, 16, 17, 18, 19, 20, 21, 22]. In

simulations where the Mach number is below 0.3, the effects of compressibility are

negligible, and therefore allow for the use of the ideal gas model.

Two-equation models like the k-ω SST model include two extra transport equations,

where in this case the transported variables are the turbulent kinetic energy, k, and

the specific rate of dissipation, ω. The k-ω model is ideal for modeling the viscous

sublayer and boundary layer in flows with moderate adverse pressure gradients [23]

as it does not involve any damping functions, and therefore allows simple Dirichlet

boundary conditions to be specified. However, this model has difficulty accurately

predicting turbulence as it asymptotically approaches the wall [24]. In this case,

the k-ε model functions better in the wake region as the k-ω model is sensitive to

freestream values of ω [23]. This led to the definition of eddy viscosity being modified

to account for the transport of the turbulent shear stress, which resulted in the k-ω

SST model [24].

The RANS equations in Einstein notation are given in 2.1 and 2.2. Next is the

equation for the Reynolds Stresses in 2.3, followed by the definition of Kronecker

Delta, δij. Going forward, ρ is the fluid density, k is the turbulent kinetic energy, ω is

the specific rate of dissipation, µ is the dynamic viscosity, ν is the kinematic viscosity,

and S is the invariant measure of the strain rate.
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∂Ui

∂xi
= 0 (2.1)

∂Ui

∂t
+ Uj

∂Ui

∂xj
= −1

ρ

∂P

∂xi
+

∂

∂xj
(2µSij − ρu′iu′j) (2.2)

u′iu
′
j =

2

3
kδij − νt

(
∂Ui

∂xj
+
∂Uj

∂xi

)
(2.3)

δij =


1 if i = j

0 if i 6= j

The two extra transport equations specific to the SST model are then given in 2.4

and 2.5 [23].

∂(ρk)

∂t
+
∂(ρUik)

∂xi
= P̃k − β∗ρkω +

∂

∂xi

[
(ν + σkνt)

∂k

∂xi

]
(2.4)

∂(ρω)

∂t
+
∂(ρUiω)

∂xi
= αρS2 − βρω2 +

∂

∂xi

[
(ν + σωνt)

∂ω

∂xi

]
+ 2(1− F1)ρσω2

1

ω

∂k

∂xi

∂ω

∂xi
(2.5)

2.6 and 2.7 are the blending functions that allow the SST model to transition from

k-ω to k-ε depending on the distance from the wall (y), which is determined with

Equation 2.5 [23].

F1 = tanh

{{
min

[
max

( √
k

β∗ωy
,
500ν

y2ω

)
,

4ρσω2k

CDkω y2

]}4
}

(2.6)

F2 = tanh

[[
max

(
2
√
k

β∗ωy
,
500ν

y2ω

)]2]
(2.7)
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CDkω = min

(
2ρσω2

1

ω

∂k

∂xi

∂ω

∂xi
, 10−10

)
(2.8)

The turbulent eddy viscosity is given in 2.9 [23].

νt =
α1k

max(α1ω, SF2)
(2.9)

A production limiter used to reduce the turbulence build-up in stagnation zones is

given in 2.10 [23].

Pk = νt
∂Ui

∂xj

(
∂Ui

∂xj
+
∂Uj

∂xi

)
→ P̃k = min(Pk, 10 · β∗ρkω) (2.10)

Finally, 2.11 computes constants by a blend of closure coefficients (σk1, σk2, σω1,

σω2, α1, α2, β1, β2, and β∗) from the k-ω and k-ε models [23].

α = α1F + α2(1− F ) (2.11)

σk1 = 0.85, σω1 = 0.5, α1 = 5/9, β1 = 3/40, β∗ = 0.09

σk2 = 1.0, σω2 = 0.856, α2 = 0.44, β2 = 0.0828, β∗ = 0.09

An important quantity in characterizing turbulence is the vorticity, which is the

curl of the velocity vector, or the infinitesimal rotation of that vector. It is defined

in 2.12, with the tensor notation defined in 2.13. This is followed by the definition

Levi-Civita operator, εijk, as a skew-symmetric tensor. This operator serves as the

alternating tensor in the definition of ωi [25].

~ω = ∇× ~u (2.12)
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ωi = εijk
∂uk
∂uj

(2.13)

εijk =


0 for repeating indices: i = j, j = k, or k = i

1 for cyclic indices: (1,2,3), (2,3,1), or (3,1,2)

−1 otherwise: (2,1,3), (1,3,2), or (3,2,1)

Another important quantity for observing turbulent structures is the Q-criterion,

which is based on the second invariant Q of the velocity gradient tensor [26]. Ar-

eas where Q > 0 shows the existence of vortices, and the Q-criterion is defined in

2.14−2.16 where S is the rate of strain and Ω is the vorticity tensor [27].

Q = −1

2
(SijSij − ΩijΩij) (2.14)

Sij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
(2.15)

Ωij =
1

2

(
∂ui
∂xj
− ∂uj
∂xi

)
(2.16)

2.2 Geometry and Domain

2.2.1 Geometry

The rotors selected for this study were the exact models used to additively man-

ufacture the rotors for an experimental study of rotor-rotor interactions [15]. The

model was available for download from the BYU Flow Lab [28]. Fig. 2.1 shows the

top, side, and profile view for the rotor geometry used in the present work. The

rotor has a diameter of 0.240 m, which will often be referenced as D. It also uses

an E63 airfoil as the cross-sectional shape. The chord length at the tip is 0.011 m,
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and the chord lengths along the length of the blade were determined by an optimal

chord length equation given in 2.17, where Ctip is the chord length at the tip and r

is a non-dimensional radius that equals zero at the blade center and one at the tip.

The twist angle from the tip to 30% the length of the blade changes from 10° to 20°.

These rotors were reported to have similar performance to the DJI Phantom 2 rotors,

providing a 3.0 N thrust at a rotation speed of 4860 RPM [15].

Cr =
Ctip

r
(2.17)

(a) Rotor top view

(b) Rotor side view

(c) E63 airfoil profile

Figure 2.1: Rotor model used in the present study shown in (a) top view, (b) side
view, and (c) airfoil profile.

The UAV model used in the present work is the DJI Phantom 3. This model was

chosen as it is a very popular UAV with models widely available for download. This

specific model was acquired and cleaned in ANSA by a peer [29]. The initial rotors
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on the model were replaced with those discussed previously as it was valuable to use

rotors with good experimental data for comparison. Fig. 2.2 shows the top and front

views of the UAV model. The motors were removed for simplicity as the fine details

would be difficult to mesh without added computational expense. However, the rotors

remain at the height where they would be attached to the motors, where the distance

between the rotor base and the landing gear of the UAV is approximately 0.2 m.

The coordinate system is also denoted in these images, showing the x, y, and z to

represent the stream-wise, span-wise, and ground-normal directions. The x, y, and z

directions also correspond to the i, j, and k components.
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(a) UAV top view

(b) UAV front view

Figure 2.2: UAV model used in the present study shown in (a) top view and (b)
front view.

2.2.2 Domain Setup

The STAR-CCM+ documentation recommends a bullet shaped domain for flows

within the subsonic regime having Mach numbers equal to or less than 0.3 [30].
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Previous studies of rotors have achieved good results utilizing 10D for the diameter

of the spherical end of the domain, and a downstream length of 20D [30, 31]. An

image of the overall domain can be seen in Fig. 2.3a, where the small circular object

inside the domain is the rotating cylinder containing the rotor.

To prescribe motion to the rotor, the cylindrical volume seen in Fig. 2.1b extending

0.003 m past the blade tips, 0.005 m forward from the base of the rotor, and 0.015

m backward from the base of the rotor, was created. The distance extending beyond

the blade tips was recommended in existing literature [30], with the other dimensions

modified to fit the rotors used here. This image also denotes the clockwise rotation

assigned to this rotor. This creates two separate regions for the domain: the fluid

region which subtracts the rotating volume, and the rotating region which subtracts

the rotor geometry. A sliding mesh interface was created between the outer boundary

of the rotating region and the subtracted surface of the fluid region to allow informa-

tion to pass from one domain to the next via linear interpolation, creating a unified

flow field. Sliding meshes have been used in many CFD simulations for prescribing

rotational motion [2, 19, 30, 32, 33, 34].
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(a) Overall domain

(b) Rotating cylinder

Figure 2.3: (a) Bullet shaped domain used for single rotor simulations and (b)
rotating cylinder used to prescribe motion to rotor.

The same type of domain was also used for the dual rotor case. Since the effec-

tive diameter was doubled by the addition of a second rotor, the diameter of the

spherical end of the domain and downstream length were both doubled to 20D and

40D, respectively. Fig. 2.4a shows the overall domain, with both rotating cylinders

containing the rotors visible inside the domain.

Fig. 2.4b shows the two cylindrical volumes used to prescribe motion to the rotors.

Once again, these volumes extended 0.003 m past the blade tips [30], 0.005 m forward

the base of the rotor, and 0.015m backward from the base of the rotor. These volumes
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were separated such that the distance between the blade tips was 0.05D apart. This

image also denotes the clockwise rotation given to the right rotor, and the counter-

clockwise rotation given to the left rotor. This both matches what has been done in

experiments [15] and what is standard for the first two rotors in an “x” configuration

UAV [2, 4, 6, 16, 35]. This setup creates three separate regions for the domain, one

for each rotating cylinder which subtracts the rotor geometries, and one for the fluid

region which subtracts the rotating volumes. These regions were also given a sliding

mesh interface between the outer surfaces of the rotating regions and the subtracted

surfaces in the fluid volume.
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(a) Overall domain

(b) Rotating cylinder

Figure 2.4: (a) Bullet shaped domain used for dual rotor simulations and (b) rotating
cylinder used to prescribe motion to rotors.

The overall domain for the full UAV, which will be referred to as the fluid region

going forward, was left to the same dimensions as the dual rotor case as the effec-

tive diameter did not change with the addition of two more rotors in the present

configuration. The spherical end and downstream length remained at 20D and 40D,

respectively. The difference in this case is that this region no longer subtracted the

rotating cylinders and a new region was added. A cylindrical volume with a diameter

of 0.800 m was created, and set to extend 0.100 m forward the base of the rotor and
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0.350 m backward. This region, which will be referred to as the overset region going

forward, was used to subtract the fuselage of the UAV and the rotating regions in

place of the fluid volume. An overset mesh interface was then created between the

overset region and the fluid region. An overset mesh, or Chimera grid, is an over-

lapping mesh technique that allows the interior mesh to move within the stationary

background mesh. Information is passed from one mesh to the next via linear inter-

polation, connecting the meshes to become one continuous flow field. This technique

not only allows for more complex motions than standard methods, but also allows

for parts of the domain to be moved or replaced without having to remesh the other

parts [36]. This method of meshing has been used in many rotorcraft simulations

[4, 16, 20, 31, 37]. Fig. 2.5a shows the domain setup for the baseline UAV case,

where the UAV is hovering far from any surfaces.

To better understand how being in ground effect can affect the UAV, several other

configurations were necessary. Starting at a height of 3.0 m, a simulation was set

up with the UAV hovering at increments of 0.5 m until reaching ground level, for a

total of seven simulations. Following these, one more simulation was setup utilizing

the overset mesh to have the UAV translate vertically from a height of 3.0 m to

ground level within the 20 revolutions specified. The upper and lower bounds of the

simulation domains can be seen in Fig. 2.4b and Fig. 2.4c.
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(a) Hovering far from ground (b) Hovering at 3.0 m

(c) Hovering at ground level

Figure 2.5: Bullet shaped domain used for the UAV when (a) hovering far from
ground, (b) hovering at 3.0 m, and (c) hovering at ground level.

Fig. 2.6 shows the four cylindrical volumes used to prescribe motion to the rotors.

The dimensions for these volumes are identical to the previous cases. Each volume

is centered at the axis of rotation for the UAV arms. This figure also denotes the

direction of rotation for each rotor, where two opposite pairs of counter-rotating rotors

are used to counteract each rotors angular momentum. This figure also denotes the

direction of flight for this configuration. The full setup creates six separate regions
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within the domain: the four rotating cylinders which subtract the rotors, the overset

region which subtracts the four cylinders and the UAV fuselage, and the fluid region

which is the background mesh for the overset mesh interface.

Figure 2.6: Rotating cylinders used to prescribe motion to rotors with rotation
directions and direction of flow.

2.3 Boundary and Initial Conditions

The boundary conditions for the domain are also color coded within the images of

Fig. 2.3. The yellow surface is defined as a velocity inlet, the blue surface is defined

as freestream, the purple surface is defined as a pressure outlet, the red surface is the

sliding mesh interface between the two regions, and the cyan surface is defined as a

wall.

The initial conditions for the simulation were set to match a rotation rate of 4860

RPM to match that of the experiment referenced for validation [15]. The inlet ve-

locity was set to 0 m/s as the rotor is simulated in hover. The timestep for this
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simulation was set to 1.0288E-4 s, which corresponds to a recommended 3° of revolu-

tion per timestep [30] at 4860 RPM . The total number of timesteps was set to 2400,

which represents 20 full rotations. Some existing literature suggests 30 full rotations

[38] while others suggest only 10 [30], but from trial and error the simulation seemed

to fully converge within 10 revolutions. This ensured that at minimum, 10 fully con-

verged revolutions were available for time-averaging when simulating 20 revolutions.

The pressure, static temperature, and turbulence intensity were left to their default

values of 0.0 Pa, 300 K, and 0.01, respectively.

The boundary conditions for the dual rotor case were identical to that of the single

rotor case. However, it is also color coded in Fig. 2.4, where the yellow surface is

defined as a velocity inlet, the blue surface is defined as freestream, the purple surface

is defined as a pressure outlet, the red surface is the sliding mesh interface between

the two regions, and the cyan surface is defined as a wall.

The initial conditions here were also set to match a rotation rate of 4860 RPM ,

with an inlet velocity of 0m/s to represent the rotors in hover. The timestep here was

left at the value corresponding to 3° of revolution per timestep [30] at the specified

RPM . Since 20 revolutions was deemed sufficient in the previous case, this case

also used 2400 timesteps. Finally, the pressure, static temperature, and turbulence

intensity were also left to their default values here.

The boundary conditions for the baseline UAV case are nearly identical to previous

cases, where they are color coded in Fig. 2.5a. The difference for the UAV cases is that

the magenta surface inside the domain represents the boundary of the overset region

which is overlapping the background mesh. For all other UAV cases, the boundary

conditions have one more difference. The purple surfaces in Fig. 2.5b and 2.5c are set

to a wall rather than a pressure outlet. This provides the solid boundary necessary

to investigate ground effect.

The initial conditions for all UAV cases were also identical to previous cases, using
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an inlet velocity of 0 m/s to represent hover, a rotation rate of 4860 RPM for the

rotors, a timestep representing 3° of revolution per timestep [30], and a total of 2400

timesteps. The pressure, static temperature, and turbulence intensity were still left to

the default values. For the dynamic case, a translating motion specification was given

to the overset mesh and was also superposed on the rotation motion specifications

for the rotors. This translation was set to have the UAV traverse 3 m in the time it

takes for 20 revolutions.

2.4 Mesh Setup

A proper meshing strategy is extremely important for producing accurate results

with a RANS simulation. A high mesh resolution is critical in accuracy, but also ex-

ponentially increases computational time. Finding the correct balance between a fine

enough mesh and fast enough computations is key in engineering. Polyhedral meshes

are often better at capturing gradients, however they are computationally expensive

compared to trimmed cell meshes. According to the STAR-CCM+ installation guide,

the memory requirements for a coupled implicit simulation using a polyhedral mesh

is double that of a trimmed cell mesh. Reducing the memory requirements by half is

significant, and for this reason, only the rotating region directly around the rotor is

discretized on a polyhedral mesh with the rest of the domain being discretized on a

trimmed cell mesh.

Referenced literature found that a base size 0.595 m was sufficient for rotors of this

size [30]. In the interest of saving computational time, the base size for the overall

domain was doubled to a value of 1.19 m. The base size for the rotor was left at the

initial value since the doubled value had difficulty meshing the thin trailing edge of

the rotors.

The domain, rotating cylinder, refinement cylinder to be discussed later, and the

rotor were all imported with a tessellation density set to the STAR-CCM+ very

fine setting. To improve the quality of the rotor’s surface mesh, a surface wrapping
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operation was performed. The base size for the surface wrapper was set to 0.595 m

[30], with a target and minimum surface size set to 0.04% and 0.02% of the base,

respectively.

To provide more detail on the mesh for the rotating cylinder, a surface remesher

and prism layer mesher were used in addition to the polyhedral mesher. The target

surface size here was set to 10% of the base size, with the minimum surface size set to

1.0% of the base size [30]. The number of prism layers was set to 12, with the prism

layer near wall thickness set to 1.0E-5 m and a total thickness of 5.0E-4 m. Three

custom controls were set for this mesh, with the first meant to disable the prism layer

on the interface of the rotating cylinder. The second control matched the values of the

surface wrapping operation, and was meant to better resolve the boundary layer. As

before, this changed the target and minimum surface sizes to 0.04% and 0.02% of the

base, respectively. Finally, a custom volumetric control was set to improve the mesh

away from the rotor surface. For setup simplicity, the volume used for refinement

here was used as a standard refinement region for each mesh operation, and was a

cylindrical volume set to be 1.25D in diameter and extend 1D downstream. The

custom size for the surface remesher and polyhedral mesher of this region was set to

0.3% of the base [30]. The resulting mesh can be seen in Fig. 2.7a, with a side view

showing the refinement region shown in Fig. 2.7b. Fig. 2.7c shows a closeup of the

blade surface mesh with prism layers visible.
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(a) Top view mesh (b) Side view mesh

(c) Close-up of blade surface

Figure 2.7: Polyhedral mesh for the rotor seen from (a) top view, (b) side view, and
(c) close-up of blade surface.

Typically, a wall y+ value of ≤ 5 is a necessity for the SST turbulence model, with

a value below one being desirable to resolve the entire viscous sublayer. Some existing

literature achieved accurate results with an average value of 3.5 for the wall y+ [16].

Others have also relied on the all y+ wall treatment to allow for a y+ averaging around

30-50 depending on prism layer settings determined using Schlichting’s Boundary-

Layer Theory [30]. However, this theory is based upon boundary-layer growth over

a flat plate. Therefore a wall y+ averaging below 1 was used. Looking at Fig. 2.8a,

a wall y+ of ≤ 1 was gained over the majority of the surface of the rotor. The thin

trailing edges and blade tips have slightly higher wall y+, but still remain well below

3.5, which can be seen in Fig. 2.8b.
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(a) Wall y+ ≤ 1

(b) Wall y+ ≤ 3.5

Figure 2.8: Wall y+ for the rotor surface when mapped to (a) ≤ 1 and (b) ≤ 3.5.

Going into more detail for the overall domain mesh, a surface remesher was used

in addition to the trimmed cell mesher. The target surface size was set to 10% of the

base size, with the minimum surface size set to 1% of the base size. Three custom

controls were set. The first was for the cell size at the surface of the domain, where

target surface size was set to equal roughly twice the diameter of the rotor. This large

of a cell is acceptable to resolve the freestream region. The next custom control used

the refinement region to set a target surface size of 0.3% of the base to better resolve

the wake region [30]. The final custom control was for the sliding mesh interfacing

surface, which was set to 0.15% of the base size. This value was set in such a way to

match the cell size to that of the rotating cylinder that had half the base size, as this

is necessary for the interpolation between meshes. Fig. 2.9 shows the completed mesh
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for the overall domain, which shows the highest density of cells near the rotors, and

resolution being reduced incrementally when approaching the boundaries. The mesh

in this image was rotated 90° in the interest of saving space. However, the z-axis

shown in the bottom left corner of the figure is referenced as the vertical axis for all

simulations.

Figure 2.9: Cross-sectional image of the trimmed cell mesh used for the overall
domain.

A mesh dependency study was conducted on the single rotor case to ensure the

mesh was significantly resolved to accurately predict the thrust. The initial mesh will

be labeled M1 going forward. For the mesh refinement, dubbed M2, the base size for

the outer domain and the rotating cylinder was halved. This increased the number

of cells from 5,872,640 cells to 22,866,177 cells. Zhou et al. state that the rotors

used in the present work “can provide a 3.0 Newton thrust at rotation speed of 4860

RPM [15].” Similarly, another study by BYU using identical rotor models found a

thrust of 3.123 N using a RANS method [30]. Since the thrust was given in these

studies in absolute values rather than coefficients, the thrust going forward will be

reported in the same way. Table 2.1 shows the thrust time-averaged over the last 600
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timesteps when compared to the expected thrust and the BYU thrust. This thrust

is also comparable to the thrust produced by DJI rotors that these models are based

on [39]. M1 predicted a thrust of 3.169 N , resulting in a 5.625% overshoot compared

to the expected value and a 1.473% overshoot compared to the BYU simulation.

M2 predicted a thrust of 3.154 N , resulting in a 5.150% overshoot and a 0.9926%

overshoot compared to the two referenced cases. While M2 showed a better thrust

prediction, it also shows diminishing returns. With less than half a percent reduction

in error on both counts at the cost of nearly four times the number of cells, M1 was

deemed mesh independent.

Table 2.1: Mesh dependency study results.

Mesh Time-

Averaged

Thrust

(N)

Expected

Thrust

(N)

BYU

Thrust

(N)

Expected

Percent

Error (%)

BYU

Percent

Error (%)

M1 3.169 3.0 3.123 5.625 1.473

M2 3.154 3.0 3.123 5.150 0.9926

Following this, a timestep dependency study was conducted on M1, which is ref-

erenced as T1 for this study. The timestep was reduced to represent 2° of revolution

per timestep, and was dubbed T2. This corresponds to a timestep of 6.8587E-5 s.

This also required an increase in number of timesteps to 3600 to reach the 20 full

revolutions desired. Table 2.2 shows the computational thrust time-averaged over the

last 600 timesteps when compared to expected thrust of 3.0 N given by Zhou et al.

and the thrust found by BYU for both temporal resolutions [15, 30]. The overshoot

of thrust prediction slightly increased for this simulation from 5.625% to 5.891% com-

pared to the expected value, and from 1.473% to 1.729% compared to the BYU value.

However, with the change in error being on the order of a fifth of a percent, T1 was
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deemed sufficient.

Table 2.2: Timestep dependency study results.

Mesh Time-

Averaged

Thrust

(N)

Expected

Thrust

(N)

BYU

Thrust

(N)

Expected

Percent

Error (%)

BYU

Percent

Error (%)

T1 3.169 3.0 3.123 5.625 1.473

T2 3.177 3.0 3.123 5.891 1.729

As the initial mesh and timestep were deemed sufficient in the dependency studies

for the single rotor case, they were used for all following cases without repeating

the studies. Therefore, the mesh remained largely the same for the dual rotor case,

outside of the domain being doubled in size and every other meshing operation being

required to be done twice. The overall domain was discretized on a trimmed cell

mesh, with the rotating cylinder being discretized on a polyhedral mesh. The base

size for the rotor meshes and domain mesh was still set to the 0.595 m and 1.19

m, respectively [30]. All parts in this simulation were also imported with the same

tessellation density set to the STAR-CCM+ very fine setting, with the rotor surface

mesh again being improved by the surface wrapping operation discussed previously.

The mesh for the rotating cylinders utilized the surface remesher and prism layer

mesher in addition to the polyhedral mesher. All settings were set identical to the

previous case, which resulted in the mesh seen below in Fig. 2.10. The top view of the

rotor mesh can be seen in Fig. 2.10a, with a side view showing the wake refinement

seen in Fig. 2.10b.
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(a) Top view mesh

(b) Side view mesh

Figure 2.10: Polyhedral mesh for the rotor seen from (a) top view and (b) side view.

Fig. 2.11a shows the wall y+ distribution on the surface of the blade when com-

pared to a value of one. This shows that a value below one was achieved over a

majority of the surface of the blade, excluding the blade tips and some locations

along the thin trailing edge of the blades. This ensures that the mesh should still be



28

able to resolve a majority of the viscous sublayer. Fig. 2.11b shows that the entire

wall y+ distribution is well below 3.5, which was referenced from other published

work [16].

(a) Wall y+ ≤ 1

(b) Wall y+ ≤ 3.5

Figure 2.11: Wall y+ for the rotor surfaces when mapped to (a) ≤ 1 and (b) ≤ 3.5.

The mesh for the overall domain also kept most of the same settings as the previous

case. The only difference being the refinement cylinder being set to a diameter of 2.5D
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and extending 2D downstream. To ensure the difference in base size between this

mesh and the rotating cylinder mesh wouldn’t cause interpolation issues on these

sliding mesh interfaces, the percent of base size used for the custom controls on the

subtracted surface in the domain was set to half that used in the custom control for

the outer surface of the rotating cylinder. This ensured the cell sizes matched on

these interfaces in the same way as the previous case. The resulting mesh can be seen

in Fig. 2.12. This mesh setup produced a volume mesh containing 13,657,301 cells,

which is slightly more than double the mesh for the single rotor.

Figure 2.12: Cross-sectional image of the trimmed cell mesh used for the overall
domain.

While a majority of the mesh settings used for the full UAV case remained the same

as they were in the dual rotor case, the overall structure of the mesh changed in this

case. The overset region was meshed with a trimmed cell mesher and surface remesher

with the same base size and numerical values previously used for the overall domain.

However, since this region now contained the UAV fuselage, a prism layer mesher

was added. The prism layer near wall thickness was set to 1.0E-5 m, with a total

thickness of 5.0E-4m, and a total of 12 prism layers. A custom control setting the cell
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size of the interfacing surface was still set to 0.15% of the base size to match the cell

size of the rotating cylinders. Another custom control disabled the prism layer on all

surfaces except for the UAV fuselage. The final custom control used the refinement

volume to change the cells to 0.3% of the base. The polyhedral mesh for the rotating

cylinders were meshed with identical settings as the previous cases. A horizontal slice

showing the resulting mesh for the overset region and rotating cylinders overlapping

the background mesh can be seen in Fig. 2.13.

Figure 2.13: Top view of overset mesh for UAV.

For overset meshes, the background mesh that is being moved through must have

the same cell size as the overset mesh. For consistency across all UAV simulations,

the wake refinement region was extended to a length of 3.0 m to cover the maximum

range of motion for any case. Fig. 2.14a shows a zoomed vertical slice at the front

rotors of the baseline hovering case overlapping the background mesh. Fig. 2.14b

shows the same vertical slice, but for the hovering at 3.0 m case. Finally, Fig. 2.14c

shows the same slice again for the hovering at ground level case. The overset region

was made shorter for this final case to allow the UAV to be placed in a landed position
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without having part of the overset region exist outside of the background mesh.

(a) Side view of hovering far from ground mesh (b) Side view of hovering at 3.0 m mesh

(c) Side view of hovering at ground level mesh

Figure 2.14: Closeup view of overset mesh for (a) hovering far from ground case, (b)
hovering at 3.0 m case, and (c) hovering at ground level case.

Fig. 2.15 shows the wall y+ values for the UAV rotors and fuselage. The prism

layer settings resulted in a wall y+ of less than one over the majority of the surface

of the fuselage and blades, with a value of less than 3.5 [16] for the entirety of the

surfaces. This ensures that the viscous sublayer should be resolved for the rotors as

well as the fuselage of the UAV.
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(a) Wall y+ ≤ 1

(b) Wall y+ ≤ 3.5

Figure 2.15: Wall y+ for the UAV rotor/fuselage surfaces when mapped to (a) ≤ 1
and (b) ≤ 3.5.

The background fluid domain was left with identical mesh settings to the overall

domain in the previous cases, only with the larger refinement volume for the custom
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control. In each of these cases, the background fluid domain and the refinement

region are moved, while the UAV mesh remains stationary. This is because the

convenience of overset meshing allows for the more time consuming parts to mesh to

remain unchanged while the background mesh can be moved and remeshed several

times. Fig. 2.16a shows a vertical slice of the background mesh for the baseline case

where the UAV is hovering far from any solid boundaries. The increased refinement

region can be seen in this figure. Fig. 2.16a shows a vertical slice of the background

mesh for all following cases. The first configuration after the baseline case moved

only the background mesh to position the UAV 3.0 m above the ground, leaving the

refinement volume in place. Each successive scenario moved both the background

mesh and refinement region 0.5 m until the UAV was in a landed position. The top

boundary case was also used for the landing case, as the refinement region was already

in place to have the overset mesh translate vertically through cells of the correct size.

The mesh settings resulted in a mesh with approximately 83 million cells for each

scenario.
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(a) Domain mesh for hovering far from ground case

(b) Domain mesh for all hovering near ground cases

Figure 2.16: Cross-sectional image of the trimmed cell mesh used for the overall
domain for (a) hovering far from ground case and (b) all hovering near ground cases.



CHAPTER 3: MODEL VALIDATION

3.1 Single Rotor Case

Possibly the most important factor in judging the accuracy of a CFD model is

model validation. Building a simulation from the ground up requires validation at

each step, and comparisons to experiments are key. The first step in this case was to

accurately model a single rotor.

The following results are for mesh M1 with timestep T1 for the single rotor case,

as they were deemed to be sufficient for the purposes of this study. As previously

stated, a stopping criteria of 2400 maximum steps was used to represent 20 full

rotations at 3° per timestep. The maximum inner iterations were left at the default

of 5 in the interest of lowering computational time. The main parameter of interest

for this simulation was the rotor thrust, and conveniently, STAR-CCM+ has a built-

in monitor for the thrust only requiring an input part. The rotor surface was used

for the input part, and the plot in Fig. 3.1 was generated. As this is a transient

simulation, some fluctuations in thrust are expected as the blade rotates. However,

it is clear this value converged as this fluctuation is very minimal for this case.
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Figure 3.1: Thrust over ∼0.025 s showing approximately 2 revolutions of the Single
Rotor.

To determine simulation accuracy, the results were compared to an expected value

given in an experimental study by the Advanced Flow Diagnostic and Experimental

Aerodynamic Laboratory at Iowa State University. The researchers there used the

same model referenced in this paper to manufacture hard plastic rotors using addi-

tive manufacturing. They used a high-sensitivity force-moment sensor for the thrust

measurements and a high resolution Particle Image Velocimetry (PIV) system seeded

by 1 µm oil droplets to generate the more detailed flow field measurements [15]. This

method was similar to methods used in other published works [40, 41, 42, 43]. The

thrust was also compared to data found in a published RANS study by BYU that used

the same rotors as the present work [30]. The thrust gathered from the simulation

was time-averaged over the last 600 timesteps where the solution was fully converged

without question. An overshoot of approximately 5.625% was found when comparing

the computational thrust to expected thrust given by Zhou et al., and an overshoot

of approximately 1.473% was found compared to the BYU simulation [15, 30]. This

level of error is well within reason for a RANS simulation.
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Table 3.1: Comparison for computational thrust.

Mesh Time-

Averaged

Thrust

(N)

Expected

Thrust

(N)

BYU

Thrust

(N)

Expected

Percent

Error (%)

BYU

Percent

Error (%)

M1 3.169 3.0 3.123 5.625 1.473

Fig. 3.2 shows the time-averaged k-component of the velocity on a resampled

volume that is sliced at the center-plane of the rotor. The k-velocity, as well as

all following time-averaged parameters, was averaged every half rotation from 10

revolutions to 20 revolutions. This figure takes the negative z-direction to be positive.

A high velocity region is created from the root of the blade to the tip as the flow is

convected downward. The wake has a radial contraction at z/D = 0.25, denoted

by the white arrow, before beginning to expand again. This agrees well with the

experimental findings [15] and other computational works [16, 29, 35].
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Figure 3.2: Time-averaged k-component velocity contours on a resampled volume.

Fig. 3.3 shows the time-averaged k-component velocity contours on a top view.

These figures take the negative z-direction to be positive At z/D = 0.1, the velocity

contour rear of the rotor is a symmetric circle. This result is expected and matches

experimental results. Moving further downstream to z/D = 1.0, the symmetric

shape begins to break down. Experimental results show the contours take on more of

a ’horseshoe’ shape at this distance downstream [15], but this simulation shows this

beginning to happen closer to z/D = 1.5. However, other RANS studies have shown

a similar delay [30].
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(a) z/D = 0.1 (b) z/D = 1.0

(c) z/D = 1.5

Figure 3.3: Time-averaged top view k-component velocity contours at (a) z/D = 0.1,
(b) z/D = 1.0, and (c) z/D = 1.5.

Fig. 3.4 shows the instantaneous vorticity magnitude, which highlights the tip

vortices as they convect downwards as well as the high vorticity core below the rotor

hub. This also shows the formation of shear layers that occur due to the combina-

tion of boundary layers from the upper and lower blade surfaces. The first of these

shear layers is seen at approximately z/D = 0.25, denoted by the white arrow, and

the second is seen at approximately z/D = 0.7, denoted by the red arrow. This

agrees reasonably well with the experimental data, which shows the shear layers at
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approximately z/D = 0.25 and z/D = 0.5 [15].

Figure 3.4: Instantaneous vorticity magnitude contours on a resampled volume.

Fig. 3.5 shows the instantaneous i-component vorticity contours taken at the final

timestep. The vorticity field matches the trend that is seen in both experiments

[15], and other simulations [44], but the vortex cores seem less defined than the

aforementioned as they move downwards. However, they initially seem less diffused

than seen in other simulations [44]. The lowered definition of the vortex cores further

downstream is likely a result of the resolution being lower in the wake region than in

the region directly surrounding the rotor tips. This could also be a limitation of using

a RANS method. However, the vortices are expected to vanish beyond z/D = 1.0

downstream. The results of the simulation agree reasonably well with this, showing
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no localized vortex core past z/D = 1.0.

Figure 3.5: Instantaneous i-component vorticity contours on a resampled volume.

Fig. 3.6 shows the Q-criterion isosurface set to a value of 20,000 s−1 colored by

the k-component velocity contours. This figure takes the positive z-direction to be

positive. This visualizations clearly shows the advancing and retreating tip vortices

as they progress downwards, which is comparable to what is found in other published

works [18, 31, 45]. The positive velocity on the outside of the tip vortices and negative

velocity on the inside denotes the direction of vortex rotation, which is counter-

clockwise from a frame of reference based on the advancing tip. The reduction in

velocity on both sides as the tip vortices progress downwards shows that the rotation

is weakening. This image also shows the helical structure of the vortex core beneath
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the rotor hub. It seems that this helical structure is a result similar to that of tip

vortices that are forming at the flared portion of the trailing edge, which is highlighted

by the red dashed oval. Finally, Fig. 3.7 shows the instantaneous scalar Q-criterion

on the resampled volume. The opacity was lowered for this visualization to better

show the helical core and the paths of the tip vortices.

Figure 3.6: Q-criterion isosurface colored by time-averaged k-component velocity
contours.
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Figure 3.7: Scalar Q-criterion on the resampled volume with lowered opacity.

3.2 Dual Rotor Case

Before moving on to a full UAV case, it was important to ensure the present

setup could accurately model rotor-rotor interactions. In this case, two of the same

rotors were modeled with a separation distance between rotor tips set to 0.05D. This

tip distance was the minimum distance examined in the experimental case used for

comparison [15] as it most accurately represented the tip separation distance seen on

the DJI Phantom UAV model used in the later sections.

Once again, the stopping criteria of 2400 timesteps was used to correspond to 20

rotations at 3° per timestep. The maximum number of inner iterations was still left

at the default value of 5. Fig. 3.8 shows the plot of the thrust over ∼0.025 s which
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represents approximately 2 revolutions. This plot was generated using the built-in

STAR-CCM+ thrust monitor using the right rotor as the input part. A single rotor

was used as the input part as the desired parameter to be gained in this simulation is

the effect the newly introduced rotor has on the initial rotor thrust. The fluctuations

in the thrust are expected with the introduction of the second rotor. A period of the

fluctuation is highlighted using the vertical blue lines on the plot, which shows that

the period occurs over approximately 0.0062 s. With the timestep representing 3°

this period of time corresponds to roughly 180° of rotation. This means the thrust is

fluctuating each time the blade tips are passing by one another.

Figure 3.8: Thrust over ∼0.025 s showing approximately 2 revolutions of the Dual
Rotors.

The resulting time-averaged thrust from this simulation was compared to the time-

averaged thrust from the single rotor simulation in Table 3.2. The rotor in the dual

rotor case had a time-averaged thrust of 3.129 N , while the rotor in the single rotor

case had a time-averaged thrust 3.169 N . This shows a drop in thrust of 1.256%.

This matches well with the experiment referenced in the previous section, where the

measured thrust for the case with a separation distance of z/D = 0.05 dropped by

less than 2% when compared to the time-averaged thrust for the singular rotor [15].
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The conclusion that time-averaged thrust is independent of tip separation distance

at this rotation speed can be drawn from these results, which agrees with conclusions

from other published works [46]. This builds confidence in the simulation’s ability to

model rotor-rotor interactions.

Table 3.2: Thrust comparison to show effects of additional rotor on time-averaged
thrust.

Single Rotor

Thrust (N)

Dual Rotor

Thrust (N)

Percent

Change (%)

3.169 3.129 -1.256

Once again, all time-averaged parameters have been averaged every 180° for the

latter 10 revolutions. Fig. 3.9 shows the time-averaged k-component velocity contours

on a resampled volume sliced at the center plane of the rotor. This figure takes the

negative z-direction to be positive. The introduction of the second rotor seems to

cause the wake on the retreating side to be attracted to the adjacent rotor. This has

been suggested to be a result of the Coanda effect [15]. The Coanda effect is the

tendency of flow to attach to solid surfaces. As this phenomena can occur in gases as

well, this conclusion seems reasonable [47]. Interestingly, this trend seems to influence

the rest of the wake as well, pulling the central low velocity region as well as the outer

high velocity region towards the adjacent rotor. However, the radial contraction,

denoted by the white arrow, that occurs at approximately z/D = 0.25 is still evident

in this case. The location at which the wakes meet in the referenced experimental

case is approximately z/D = 0.3, where here it occurs closer to z/D = 0.4.
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Figure 3.9: Time-averaged k-component velocity contours on a resampled volume.

Moving on to the top view, Fig. 3.10 shows the time-averaged k-component ve-

locity contours on several horizontal slices downstream the rotors. These figures also

take the negative z-direction to be positive. In experiments [15] there is an induced

upwash that occurs due to the interference of the adjacent rotor that causes a flow

separation at a z/D = 0.1. However, similarly to previous downstream parameters

in this RANS simulation, this phenomena is delayed until a z/D = 0.4. Fig. 3.10b

shows the induced upwash with a white arrow, and the separated region in the white

dashed oval. Other RANS simulations see a similar delay in separation, also occur-

ring at a z/D = 0.4 [30], while higher fidelity methods seem to predict more accurate

separation [44, 45]. Moving further downstream to z/D = 1.0, the simulation shows

the flow separation on a more exaggerated scale, but similar to the single rotor case

the expected velocity field is delayed to z/D = 1.5. Here, the flow breaks down in a

similar manner to the single rotor, only with the vortex cores beginning to converge.
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(a) z/D = 0.1 (b) z/D = 0.4

(c) z/D = 1.0 (d) z/D = 1.5

Figure 3.10: Time-averaged top view k-component velocity contours at (a) z/D =
0.1, (b) z/D = 0.4, (c) z/D = 1.0, and (d) z/D = 1.5.

Fig. 3.11 shows the instantaneous vorticity magnitude contours on the resampled

volume. This further shows the trend that the wake is attracted to the adjacent rotor,

but also highlights some other interesting phenomena. The retreating tip vortices

seem to elongate as they move downwards until they inevitably begin to swirl and

combine at approximately z/D = 0.9. Even more interesting, the advancing tip

vortices shed in a somewhat oscillatory manner. It is possible this is a result of

the influence that the second rotor has on the overall trend of the wake flow being
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attracted towards the adjacent wake. The shear layers here occur at approximately

the same downstream length as the single rotor case, and are again denoted by the

white arrow for the z/D = 0.25 layer and the red arrow for the z/D = 0.7 layer. The

only difference in this case is that shear layers on the retreating sides are propagating

downwards with a slight diagonal trend. This is likely a result of the part of the shear

layer nearest to the adjacent rotor feeling the Coanda effect more greatly.

Figure 3.11: Instantaneous vorticity magnitude contours on a resampled volume.

Fig. 3.12 shows the instantaneous i-component vorticity on the resampled volume,

and this shows a similar trend to the vorticity magnitude. The retreating tip vortices

are elongated and begin to mix, and the advancing tip vortices seem to be affected

by the overall trend of the flow being attracted towards the adjacent rotor. The

phenomena of the tip vortices elongating is seen in other published works [15, 44].

All tip vortices seem to dissipate slightly faster than seen in the single rotor case.
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Figure 3.12: Instantaneous i-component vorticity contours on a resampled volume.

Fig. 3.13 shows the Q-criterion isosurface set to a value of 20,000 s−1 and colored

by the time-averaged k-component velocity contours. This figure takes the positive

z-direction to be positive. In the same way as the single rotor case, the z-velocity

being positive on the outside of the tip vortices and negative on the inside denotes the

direction of their rotation. This visualization also illustrates that the induced upwash

and flow separation is delayed until z/D = 0.4. Other RANS methods have shown

similar trends [30], with higher fidelity methods showing less delayed separation and

the formation of more smaller scale vortices [4, 44, 48]. At this distance downstream

the retreating tip vortices can be seen interacting in a similar manner to the top view

k-velocity contours seen in Fig. 3.10b. The helical center vortex beneath the rotor

hub can be seen at a slight angle in this figure, as it is being pulled towards the

adjacent rotor. This can be seen better in Fig. 3.14, where the Scalar Q-criterion

with lowered opacity is shown. This also better shows the interaction between the

retreating tip vortices beginning to occur at z/D = 0.4, and also shows that they

begin to mix and dissipate as they approach z/D = 1.0 as previously suggested.
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Figure 3.13: Q-criterion isosurface colored by time-averaged k-component velocity
contours.

Figure 3.14: Scalar Q-criterion on the resampled volume with lowered opacity.



CHAPTER 4: RESULTS

4.1 UAV Baseline Case

With the CFD framework successfully validated for single and dual rotor cases, this

method could be applied to a full UAV to observe how ground effect changes the UAV

aerodynamics. However, a baseline case far from any solid boundaries was necessary

for comparative purposes. This case, while not directly validated through experiments

using identical rotors, can be compared to general trends seen in other computational

and experimental works on quadrotor UAV. Here, the stopping criteria was also set

for 2400 timesteps, with the default 5 inner iterations per timestep. The thrust over

approximately 0.025 s can be seen in the plot shown in Fig. 3.8 using the front-right

rotor as the input part, which represents approximately two rotor revolutions. The

fluctuations happen more often than the previous two cases, however, this is also to

be expected. The period of the fluctuations occurs approximately every 0.0031 s,

which corresponds to roughly 90° of rotation at 3° per timestep. Having twice the

number of adjacent rotors means that the thrust is still fluctuating every time the

blade tips pass by one another. The fluctuations vary every 0.0031 s, but a trend

can be observed when looking at the period highlighted by the vertical blue lines.

This period covers approximately 0.0062 s or ∼180°, and can be seen repeated in the

other three 180° periods. It seems that the change in thrust for the selected rotor

varies between the two different tip interactions occurring every 90°, but the change

in thrust is consistent between the same tip interaction occurring every 180°.
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Figure 4.1: Thrust over ∼0.025 s showing approximately 2 revolutions for UAV Base-
line rotors.

The resulting time-averaged thrust was compared to the single rotor case here as

well, which can be seen in Table 4.1. The rotor monitored for the UAV baseline case

produced a time-averaged thrust of 3.132 N , which gives a drop in thrust of 1.186%.

This still matches well with experiments, where the thrust dropped by ∼2% [15].

While these experimental findings are for a dual rotor case, they can be applied to

a quadrotor case if the time-averaged thrust is independent of rotor tip separation

distance.

Table 4.1: Thrust comparison to show effects of additional rotors on time-averaged
thrust.

Single Rotor

Thrust (N)

UAV Baseline

Thrust (N)

Percent

Change (%)

3.169 3.132 -1.186

The time-averaged parameters were averaged every 180° over the last 10 revolutions

here as well. Fig. 4.2 shows the k-component velocity contours on a vertical slice

at the center of the front two rotors. The resampled volume was not used for the
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following cases as the focus is extended to the wake region as well. This figure takes

the negative z-direction as positive. This image shows the same initial trend as the

dual rotor case, with the retreating tip vortices being attracted towards the adjacent

rotor via the Coanda effect [15, 47]. However, at approximately z/D = 0.5, the wake

regions seem to begin to separate. This is likely a result of additional interactions

between the back two rotors. The UAV arms disrupt the start of the helical core seen

in previous cases, but it seems to reform near z/D = 0.2. Near z/D = 1.5, the flow

being convected downwards begins to become more turbulent, and at a downstream

length ∼2.0D, it begins to diffuse into the still air.

Figure 4.2: Time-averaged k-component velocity contours on a vertical slice.

Looking at the top view of the time-averaged k-component velocity contours seen

in Fig. 4.3 better illuminates the cause of the phenomenon seen in the previous figure.

The UAV fuselage was hidden in this image as it covers much of the area of interest.

A downstream distance of z/D = 0.4 and z/D = 1.5 were used here as they were

the delayed locations that best matched the separated regions found in experimental

data and other published simulations[15, 30, 44]. It seems that the induced upwash

from two adjacent rotors causes the wake to separate and move towards the center

of the four rotors. Similar phenomena is observed but not focused on in comparable



54

simulations for other quadrotor UAV [2, 4, 16]. This explains the phenomena seen in

the previous figure, where the flow on the retreating side of the wake is pulled more

towards the center of the UAV and thus away from the center plane of the rotor hub.

This figure also illustrates the diffusion of the velocity that starts near z/D = 1.5.

(a) z/D = 0.4 (b) z/D = 1.5

Figure 4.3: Time-averaged top view k-component velocity contours at (a) z/D = 0.4
and (b) z/D = 1.5.

Fig. 4.4 shows the instantaneous vorticity magnitude contours on the vertical

slice. This further shows that the retreating tip vortices are being disrupted as they

are pulled towards the center of the UAV fuselage, and this causes these to mix

and dissipate faster than the previous cases. However, this visualizations still shows

the propagation of the shear layers downstream, which occur roughly at the same

distances downstream as the dual rotor case. This also better shows the interference

of the UAV arms in the central vortex under the rotor hub. It seems that the vorticity

actually increases as secondary tip vortices flow over the surface of the arms, seemingly

causing the helical shape to be more tightly coiled as it reforms. The increase in

turbulent mixing that begins at ∼1.5D downstream can also be seen better in this

figure. This also shows that the wake expands to nearly double its initial size further

downstream.
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Figure 4.4: Instantaneous vorticity magnitude contours on a vertical slice.

The instantaneous i-component vorticity contours can be seen on the vertical slice

in Fig. 4.5. This image shows the same general trends as the vorticity magnitude,

where the retreating tip vortices are weaker at the center plane as they are pulled

towards the center, and seem to dissipate faster. Once they reach ∼2.0D downstream,

these vortices seem to disappear as they mix and no longer maintain their original

structure. The trend seen for the advancing tip vortices is not too dissimilar from the

dual rotor case and other published works [15, 44].

Figure 4.5: Instantaneous i-component vorticity contours on a vertical slice.
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Fig. 4.6 shows the Q-criterion isosurface at a value of 20000 s−1 colored by the

time-averaged k-component velocity contours. The positive z-direction is considered

positive here. This figure better shows the phenomena of the retreating tip vortices

being pulled towards the center of the UAV fuselage and away from the center plane

of the rotors themselves. It also illustrates the mixing occurring within these tip

vortices. The general shape of the wake is similar to what is seen in other published

works [37], but with less of the smaller scales seen in higher fidelity methods. Another

interesting phenomena is the turbulent region created on the top of the UAV fuselage,

presumably from the convergence of the front two retreating tip vortices with the back

two advancing tip vortices. Similar phenomena is seen in similar works [4, 48]. Finally,

Fig. 4.7 shows the Q-criterion from a top view. This image better shows the width

of the wake region as it spreads and diffuses without any ground effect. This clearly

shows that the wake does nearly double in diameter by the time the vortices lose

energy and diffuse into the still air.

Figure 4.6: Q-criterion isosurface colored by time-averaged k-component velocity
contours.
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Figure 4.7: Q-criterion isosurface colored by time-averaged k-component velocity
contours seen from the top.

4.2 UAV Ground Effect Cases

Ground effect plays an important role in VTOL and for near ground flight. When

very close to the ground, the rotor downwash is turned which leads to an effect similar

to an upwash created by the re-circulation zone that can affect rotor dynamics [11, 10].

This can also affect thrust in some cases [49]. Ground effect for rotorcraft has been

investigated in many published studies [11, 10, 49, 50, 51, 52, 53, 54]. To observe these

effects in the present study, the baseline case was repeated seven times simulating the

UAV at ground level up to 3.0 m above ground level with a step change of 0.5 m.

Ground effect was observed to be negligible beyond a height of 1.5 m when measured

from the landing gear, and those cases were omitted. Normalizing the landed, 0.5 m,

1.0 m, and 1.5 m cases for the rotor’s height above the ground by their diameter make

them the 1D, 3D, 5D, and 7D cases. For all cases, the same stopping criteria of 2400

timesteps and 5 inner iterations per timestep was used to have 20 full revolutions for

the rotors. Looking at Fig. 4.8 shows the plots for the thrust over approximately 0.025

s showing roughly two rotations for each case when looking at the front right rotor.

A period of 180° is denoted by the blue vertical lines on each plot, which is shown
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to contain two tip interactions that cause thrust fluctuations. While it is observed

that the thrust is unaffected by ground effect by the time the UAV reaches 3D above

ground level, there is significant change in the 1D case. The period of fluctuation

has shifted backwards by approximately 0.0085 s, showing that the ground effect is

affecting the tip interactions. The thrust peaks at a higher value, and in contrast

to the other cases where the minimum thrust fluctuates between the two types of

tip interactions, the minimum thrust here is more consistent. It is likely that the

minimum thrust in this case is held at a more steady value based on the increase in

thrust from the ground-induced upwash.

(a) 1D above ground (b) 3D above ground

(c) 5D above ground (d) 7D above ground

Figure 4.8: Thrust over ∼0.025 s showing approximately 2 revolutions for (a) 1D
above ground, (b) 3D above ground, (c) 5D above ground, and (d) 7D above ground.

Table 4.2 shows the comparison of the time-averaged thrust for the near ground

cases when compared against the baseline case. This shows that the time-averaged

thrust is increased by nearly 3% for the 1D case, but is relatively unaffected once the
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UAV reaches a height of 3D above the ground. The increase in thrust is likely a result

of the additional air pushing on the bottom of the blades as the rotor downwash is

redirected upward by the ground. An increase in efficiency has been observed as a

result of ground-induced upwash [10], which is in agreement with the increased thrust

seen here. Experimental findings show that ground effect changes the thrust the most

when the rotor is below 1.0D above the ground, and the effect on thrust seems to

become significantly lower when nearing a rotor height of 3.0D above the ground [49],

meaning these findings are in agreement.

Table 4.2: Thrust comparison to show how ground effect changes time-averaged
thrust.

Rotor Height

Above Ground

Near Ground

Thrust (N)

Baseline

Thrust (N)

Percent

Change (%)

1D 3.224 3.132 2.868

3D 3.133 3.132 0.05095

5D 3.135 3.132 0.1034

7D 3.137 3.132 0.1725

While the thrust is relatively unaffected by ground effect by the time the UAV is

3D above the ground, the wake reacts differently. Fig. 4.9 shows the time-averaged

k-component velocity contours on a vertical slice at the center plane of the front two

rotors for the four cases. This figure takes the negative z-direction to be positive.

Looking at the 1D case, the rotor downwash is turned outwards due to ground effect,

significantly increasing the width of the wake at this height. This could also be

described as a result of Coanda effect [47], where the downwash is attaching to the

ground and following its shape. This agrees well with what is seen in published works

[11, 50, 52]. The velocity in the center of the UAV on the retreating sides of the rotor

wakes is significantly lower in the 1D case, which is likely a result of the recirculating
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flow opposing the rotor downwash. This reinforces the reasoning behind the increase

in time-averaged thrust seen in this case. For the 3D case, the wake is relatively

unchanged until it reaches the point where the velocity begins to diffuse into the

freestream air. The gradients here are sharper, and the wake wider, which shows the

wake here is still being influenced by ground effect. Reaching a height of 5D shows a

large reduction in ground effect on the velocity, where the wake is only slightly wider

here with only the very end of the diffusing velocity interacting with the ground. At

a height of 7D the velocity field is nearly indistinguishable from the baseline case,

which shows that change velocity due to ground effect ceases entirely when the rotors

are beyond 7D above the ground.

(a) 1D above ground (b) 3D above ground

(c) 5D above ground (d) 7D above ground

Figure 4.9: Time-averaged side view k-component velocity contours on a vertical
slice for (a) 1D above ground, (b) 3D above ground, (c) 5D above ground, and (d)
7D above ground
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Fig. 4.10 shows the time-average k-component velocity contours on a horizontal

plane at z/D = 0.4. This image also takes the negative z to be positive. This shows

similar phenomena to the previous figure. For the 1D case, the vertical velocity is

significantly lower near the center of the UAV. This is also a result of the ground-

induced upwash creating competing velocity as the flow is turned upwards [10]. This

once again reinforces the conclusion that the increase in thrust for this case is a result

of the upturned flow acting on the bottom of the rotor blades. The horizontal slices for

the other 3 cases are nearly indistinguishable, which agrees with what was observed

in the vertical slices, where the ground effect is only seen in the far wake region.
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(a) 1D above ground (b) 3D above ground

(c) 5D above ground (d) 7D above ground

Figure 4.10: Time-averaged top view k-component velocity contours at z/D = 0.4
for (a) 1D above ground, (b) 3D above ground, (c) 5D above ground, and (d) 7D
above ground.

Fig. 4.11 shows the time-average k-component velocity contours on a horizontal

plane at z/D = 2.0. As this distance downstream does not exist in the 1D case,

it is omitted here. This image takes the negative z to be positive as well. This

visualization is in agreement with the vertical slices seen in Fig. 4.9, where the far

wake region is wider and contains higher velocity flow in the 3D case as the wake is

seemingly pulled towards the ground, but the other two cases show little change in

the velocity field due to ground effect.
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(a) 3D above ground (b) 5D above ground

(c) 7D above ground

Figure 4.11: Time-averaged top view k-component velocity contours at z/D = 1.5
for (a) 3D above ground, (b) 5D above ground, (c) 7D above ground.

Fig. 4.12 shows the instantaneous vorticity magnitude contours on a vertical slice

at the center plane of the rotors for the four cases. This once again shows that the

wake for the 1D case is spread due to the ground effect, and the recirculation zones

can be clearly seen under the UAV arms. The tip vortices on the retreating side of

the blades are stretched downwards and dissipate almost immediately as they are

caught in the re-circulating flow. This phenomena is in agreement with referenced

works [11, 53]. It also shows the formation of vortices on the ground. For the 3D

case, a large region of vorticity is created in the wake region. It seems the ground
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effect has a greater effect on vorticity than it does on velocity. This also shows a

small region of high vorticity on the ground beneath the wake, showing that there are

ground vortices forming in this case as well. The next two cases follow a similar trend

as the k-velocity contours, however a bit more difference can be observed between

the two. The vortices near the bottom on the 5D case spread further and there is

even some small amount of vorticity on the ground in this case, showing that at this

distance there is still some interaction of the wake with the ground. The 7D case

again is largely the same as the baseline case, showing that the change in vorticity

due to ground effect also ceases by a rotor height of 7D.

(a) 1D above ground (b) 3D above ground

(c) 5D above ground (d) 7D above ground

Figure 4.12: Instantaneous vorticity magnitude contours on a vertical slice for (a)
1D above ground, (b) 3D above ground, (c) 5D above ground, and (d) 7D above
ground.
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Fig. 4.13 shows the instantaneous i-component vorticity contours on the same ver-

tical slice for the four cases. This figure shows that a large portion of the re-circulating

flow is coming from the secondary tip vortices created by the flared portions of the

rotor blades on the retreating side. This figure also shows the same effect on the

retreating tip vortices as the vorticity magnitude contours. The ground vortices are

also present on this visualization as well for the 1D, 3D, and 5D cases. However

the in-plane vorticity on the ground for the 5D case is still very weak, showing that

at heights any further than this and approaching 7D would experience little to no

ground effect.

(a) 1D above ground (b) 3D above ground

(c) 5D above ground (d) 7D above ground

Figure 4.13: Instantaneous i-component vorticity contours on a vertical slice for (a)
1D above ground, (b) 3D above ground, (c) 5D above ground, and (d) 7D above
ground.
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Fig. 4.14 shows the Q-criterion isosurface with a value of 20,000 s−1 colored by

the time-averaged k-component velocity for the four cases. The positive z is taken as

positive in the Q-criterion figures. The 1D case here shows the tip vortices on both

the retreating and advancing sides combining as they near the ground and spread to

create the ground vortices, which is similarly observed in rotors in other works [53].

This also shows that the turbulent area in the top center of the UAV has increased

in size and vertical velocity which is possibly a result of the effect that the induced

upwash has on the tip interactions. This could be why the phase of thrust fluctuations

was shifted for this case. Moving on the 3D case shows that the ground does indeed

still have a significant effect on the wake at this height. A large circular vortex can be

seen surrounding the wake at ground level. The high vertical velocity on the outside

of this vortex and low velocity on the inside suggests that it was created by the

combination of tip vortices as they reached the ground. The structure of Q-criterion

for the 5D and 7D cases looks nearly indistinguishable from the baseline case, with

the only difference being that the vortices near the bottom of the 5D case have slightly

higher vertical velocity. This suggests that the ground is still redirecting some of the

flow back upwards for this case, but the effects are only seen in the far wake region.

Fig. 4.15 shows the top view of the Q-criterion isosurface to show the full width of

the wake for each case. Clearly the 1D case shows the wake spreading the furthest,

with ground vortices forming far from the UAV. However, surprisingly the 3D case

shows the large ground vortex spreading to a width approaching the size of that of

the 1D case. This further reinforces the conclusion that the ground effect still has a

significant effect on the wake for this height above the ground. Finally, the 5D and

7D cases show the same trend as the previous view.
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(a) 1D above ground (b) 3D above ground

(c) 5D above ground (d) 7D above ground

Figure 4.14: Q-Criterion isosurface colored by time-averaged k-component velocity
contours for (a) 1D above ground, (b) 3D above ground, (c) 5D above ground, and
(d) 7D above ground.
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(a) 1D above ground (b) 3D above ground

(c) 5D above ground (d) 7D above ground

Figure 4.15: Q-Criterion isosurface colored by time-averaged k-component velocity
contours seen from the top for (a) 1D above ground, (b) 3D above ground, (c) 5D
above ground, and (d) 7D above ground.

4.3 UAV Dynamic Case

While ground effect can be beneficial in the form of increased thrust, it has been

known to affect handling, and thus stability, negatively [11]. In the case of quadrotors

it is likely a result of the increased thrust across each of the four rotors not being

necessarily the same [54]. To capture this phenomena, a dynamic case having the

UAV land utilizing the overset mesh was performed. For this case, the UAV was

made to translate a distance of 3 m over the course of 20 rotor revolution while the

pitching moment was monitored. As the vertical velocity was not considered for this

case, it can be considered quasi-stationary. Fig. 4.16 shows the plot of the pitching
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moment over the course of the 3 m translation towards the ground. A log scale was

used on the x-axis of the plot due to the large number of data points gained over the

full range of time. This plot shows that the UAV begins to become unstable during

descent as it enters its own rotor downwash and is subject to more unsteady flow [55].

However, this effect is significantly more pronounced once the UAV rotors reach a

height 7D above the ground (denoted by the vertical blue line on the plot), showing

that as the UAV is approaching the ground it becomes inherently more unstable due

to ground effect.

Figure 4.16: Pitching moment vs. the distance translated for the dynamic UAV case
with log scale on the x-axis.

Fig. 4.17 shows the Q-criterion isosurface at a value of 20,000 s−1 colored by the

time-averaged k-component velocity. This figure takes the positive z-direction to be

positive. The Q-criterion shows that as the UAV lands, tip vortices seem projected

upward as they are left behind by the descending blades. This is in agreement with

studies showing rotorcraft traveling through their own downwash [55]. The separation

between the tip vortices is lowered in this case, and they begin to mix and breakdown

more quickly. Finally, Fig. 4.18 shows a view of the Q-criterion from below, which

shows vortices beginning to shed from the landing gear and UAV fuselage. It is likely
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that the quicker breakdown of tips vortices observed in the previous image is a result

of the interactions with these shedding vortices.

Figure 4.17: Q-Criterion isosurface colored by time-averaged k-component velocity
contours.

Figure 4.18: Q-Criterion isosurface colored by time-averaged k-component velocity
contours zoomed to better show tip vortices.



CHAPTER 5: SUMMARY

5.1 Conclusions

The aim of the present work was to build and validate a CFD framework to inves-

tigate UAV ground effect. A combination of trimmed and polyhedral cell meshes was

used in conjunction with dynamic mesh techniques like sliding and overset meshes to

simulate the UAV. A single rotor was simulated as an initial case to observe accuracy

of thrust predictions, which was followed by a simulation of dual rotors with a tip

separation of 0.05D to investigate the ability to predict rotor-rotor interactions. The

results showed an approximate error below 6% in the thrust, with less than 2% drop

in thrust for the dual rotor case. A limitation of using a RANS method was found in

the form of the delayed separated region caused by the induced upwash from rotor-

rotor interactions, where the flow separation was delayed from an expected distance

downstream of 0.1D to 0.4D. However, this was comparable to other RANS simu-

lations, and with the accuracy of the thrust predictions, the framework was deemed

successful. A baseline UAV case was then modeled, and was compared to both the

rotor interactions for the dual rotor case and the trends seen in comparable UAV

simulations. Once the conclusion was made that the framework could successfully

model a full UAV, several cases were run with the UAV hovering near the ground. It

was determined that the thrust of the UAV was increased in the 1D case from the

rotor downwash being reflected back towards the rotors as a ground-induced upwash.

However, when at a height of 3D the thrust was unaffected by the ground effect.

Vorticity scenes showed significant changes in the wake for the 1D case, where large

ground vortices were created and the wake was spread much wider. This began to

dissipate when reaching a height of 5D, where the shape of the wake was significantly
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less affected, only showing an increase in vertical velocity from some of the flow in

the far wake region being reflected upwards. Beyond a height of 7D, ground effect

was seen to be negligible. Finally, a dynamic case having the UAV translate a dis-

tance of 3.0 m towards the ground was conducted, monitoring the pitching moment

to determine UAV stability in VTOL. The UAV was shown to become somewhat

unstable due to traveling through its own downwash, with this instability increasing

significantly when approaching 7D above the ground. This shows that the ground

effect plays a significant role in vehicle stability.

5.2 Future Work

There are many ways that this work can be expanded upon. The first could simply

be to repeat the near ground simulations with a lower step change in height. This

would allow for a more accurate determination of when ground effect no longer changes

the thrust. It would also be interesting to vary the phase of the rotor blades to see how

rotor-rotor interactions would change. In real world scenarios, the UAV rotors may

not always been in phase with one another, so varying the phase in this framework

could provide insight into more real world phenomena. Another direction that could

be expanded into is testing higher-fidelity methods of turbulence modeling like LES or

DES. These methods tend to show less delayed separation than simpler two-equation

models like k-ω. There are also plans to use the current framework to investigate the

interaction between UAV rotor downwash and ground vehicle wake to gain insight

on the possibility of launching UAV from moving vehicles. To lower simulation time

for such complex interactions, the development of a reduced order model based upon

this framework has been considered as well. Reduced order modeling would allow for

a much larger breadth of studies to be performed in a more reasonable timeframe.
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