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ABSTRACT

NEELESH MUNGOLI. Exploring the Technological Benefits of VR in Physical Fitness.
(Under the direction of DR. AIDONG LU)

In the contemporary world, we can find a plethora of fitness solutions ranging from

personal training to mobile application-based training. However, any given solution fails to

provide a balance between the benefits of personal training and the cost efficiency of web

and mobile-based solutions.

To contribute to this topic, we conducted an extensive survey for this project. Our re-

search included a survey of 45 people to gather their feedback on the adaptability of VR.

The survey results indicated that first responders and millennials would be among the early

adopters of VR technology. Secondly, we reviewed ongoing research in the field of VR.

Lastly, we looked into the ten most popular commercial applications for personal training

on different platforms and assessed the features they offered.

The VR Gym we developed consists of around 20 exercises categorized by body parts

such as back, legs, arms, and chest. The user’s workout data is recorded and can be used to

replay the user’s history.

Keywords: virtual trainer, VR.
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CHAPTER 1: INTRODUCTION

For many decades now, personal training has been embraced by people. Studies have

confirmed [13] the benefits of personal training, such as offering faster and better results,

reducing the chances of injury, and overcoming plateaus. Studies on devices such as HTC

Vive and Kinect have indicated the potential of these platforms to improve fitness [10].

Games such as beat saber and boxVR are very popular with the masses, but the availabil-

ity of full-body motion tracking in VR has enabled games such as VRchat to gain a con-

siderable following. The major offerings of platforms such as VRchat are hyper-realistic

environments and the ability to play as a character.

A personal trainer tends to provide more personalized feedback as compared to the feed-

back provided by current applications on devices like the Microsoft Kinect and Nintendo

Wii.

We created a VR gym game prototype. Some of the features of our game are: i) About 20

exercises categorized by back, arms, legs, and chest. ii) The user’s motion data is recorded

during the workout and can be used to replay the user’s action.



CHAPTER 2: SURVEY

In this chapter, we review the related work on VR/AR technology for creating virtual

environments, virtual training, and interactions in VR. We survey the current most popular

commercial applications on different platforms.

2.1 Survey of Research Papers

We review the related work on virtual training and its efficiency and look into the benefits

of the virtual environment for training.

2.1.1 Virtual Training in AR/VR

This section describes related work in the field of VR and AR. Previous research projects

have explored multiple facets of virtual training. Some of the works have a virtual envi-

ronment setting with different devices like Oculus, Vive, and Hololens. A study of these

papers has been useful in understanding VR and AR capabilities for virtual training.

Virtual training [10] extends the use of a virtual environment for hand hygiene. The

prototype system developed using a virtual environment gives feedback about microorgan-

ism transmission among healthcare workers. Different parts of the environment, such as

the patient’s behavior, are varied for better training.

While still in its early stages, immersive environments have attracted the interest of many

researchers. The systems developed utilizing the virtual and physical space. CAVE [12]

provides the user with a virtual environment consisting of 3D projections on the walls of a
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room, floor, and ceiling to provide an immersive environment. It is used to provide people

with a simulation of training in an offshore oil platform with multiple procedures.

VR is more suitable for training when compared to desktop-based solutions. For exam-

ple, VR techniques were used to train medical students and novice surgeons to perform

biopsies [30], which was followed by an evaluation study to test the effectiveness of this

approach.

Jin et al. [24] presented a system that utilizes the skeleton tracking capability of Mi-

crosoft Kinect to create a system that provides real-time feedback for different data tasks

and interactions, including personal training. Also, Hoang et al. [19] showed a similar

virtual trainer for rehabilitation.

Furthermore,Yildiz et al. [32] presents a VR training model to integrate with a virtual and

physical factory, which has been shown to have significant potential for efficient training in

the industry. According to our knowledge, we are among the early efforts for developing

virtual trainers for motion analysis in VR.

2.1.2 Interactions in VR trainer

Augmented reality(AR) and virtual reality(VR) are used to create virtual environments,

allowing users to interact with other objects in real time [5] [14] [20].

We found three techniques for VR interactions to be especially valuable. The first tech-

nique uses a GUI based trainer [5] to restore proper breathing in patients with damage to

their respiratory system. The user data is obtained from the pulse monitor attached to the

patients is used to provide feedback and instructions to improve their lung capacity.

The second technique [31] presents an immersive visualization approach for investigat-
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ing complex medical procedures. The final technique [4] proposed for endoscopy uses foot

control instead of hands for some of the equipment, thereby replacing the need for a second

doctor. The user study discussed the validity of the new procedure using a virtual environ-

ment. Overall, Some advantages of this technique have been demonstrated for intrusive

procedures such as endoscopy.

Specifically related to the immersive environment, several recent studies have been per-

formed, and the results are still mixed. Esmaeili et al. [14] focuses on creating a virtual

environment to train users for various activities such as sports, martial arts, playing in-

struments, and acting. The authors compare the immersive training to traditional methods

such as using 2D videos in a user study. It showed that immersive environments are more

effective for certain tasks.

Recently, virtual collaboration among multiple users has been identified as one of the

challenges [20]. Some advantages of immersive environments have been demonstrated,

especially favorable to address spatial constraints and replicate the actions that are generally

observed in other human interactions. Also, [22] and [23] supports the use of a virtual

environment for the development of training simulations. Our work also provides users

with an exercise history for analyzing and review.

2.1.3 Effectiveness of training in VR

VR creates sensory experiences that may include sight, touch, and hearing. VR allows

the users to train in realtime under various scenarios [34]. A similar system [18] for En-

dotracheal Intubation replicates the real physical setup of the procedure and can be used to

improve user interfaces and design choices [34]. Furthermore, [39] [17] compare train-
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ing in VR for baseball and golf against traditional methods. Overall, Some advantages of

immersive training have been demonstrated, especially favorable for sports training.

Studies of performance in VR using the recent HMDs [27] , have shown no difference

with expensive cave-style environments and in alleviating boredom, fear, and obtain a more

immersive training experience. A similar system [33] aims at using virtual reality to create

a fitness application. The system provides features to keep the user motivated and monitor

the training history. The user’s motion is captured using Microsoft Kinect and displayed

in virtual reality with the help of Oculus Rift. Our system has similar methods to assist

training in VR.

2.1.4 Virtual applications for training

Kouris et al. [25] presented a system to help older adults suffering from balance disor-

ders. The system uses an AR headset to monitors the person’s activity throughout a day

and provides the user with a real-time virtual 3D augmented reality avatar that is projected

in front of him and provides real-time guidance for the correct exercise execution.

A similar system [36] proposes training for medical procedures such as thoracentesis,

lumbar puncture, bone-marrow puncture. The user trains in a 3D virtual scene, and his

action data is put into the database for analysis. Moreover, [16] suggests the use of virtual

environments for a variety of purposes, such as cognitive training in the elderly. Nguyen et

al. [29] and Vaughan et al. [35] propose VR applications for disaster response and recovery.

Similarly, Chang et al. [9] developed a system for virtually training gynecology students.

The training modules identified key challenges and opportunities, followed by a user study

evaluating conventional methods using LCD with virtual training using HMD.
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The system [37] highlights a training system followed by a user study to determine the

improvements based on the legacy training procedures. The system compared the user cen-

tric approach to adaptive training, where the style of training dynamically changed based on

the user’s performance. Overall, Some advantages of adaptive systems have been demon-

strated.

Additionally, Clifford et al. [11] compares the use of virtual environments in training

Air Attack Supervisor (AAS) pilots in terms of stress, which is comparable with radio-

only exercises. Yu et al. [26] and Jin et al. [38] propose similar results for health training

and cockpit simulation. Our work also provides immersive virtual environments for VR

training.

2.2 Application Survey

This section describes the state of the most popular applications on different platforms

such as the App Store and Google Play Store. The applications are primarily divided into

weight training, cardiovascular training, and calorie tracking categories. We survey the

features they offer.

Table 1: Application categories

Index Applications Feature Missing Features

Weight Training 7 Personalized exercises Users data not tracked

Cardiovascular 2 Workout tracking Immersive Environment

Calorie Tracking 1 Calorie tracking User data not tracked
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2.2.1 Weight training applications

JEFIT, which is among the popular training applications, provides users with exercises

and instructions in the form of animations and videos. The application lets the user track the

number of sets and repetitions for each exercise and comprehensively track their workouts.

A similar application Stronglift 5 X 5 provides the user with exercises and weights that they

should be lifting based on their fitness goals. The new users are asked to enter their lifting

statistics at signup and the application progressively increases the weights they should be

lifting every week to develop better strength and conditioning.

Skimble recommends exercises based on the programs designed by fitness trainers.

Users can enter the specific body parts to train and get exercise suggestions. They can

select training programs from numerous certified trainers and sync their calendars with

trainers to track their progress. Similarly, Fitness Builder provides its users with a large

number of instructional videos and live streams from personal trainers and helps them build

custom fitness and meal plans.

GAIN provides 350+ exercises to the user for different programs like calisthenics and

strength training. This application is primarily used by the trainers to track their client’s

workout schedules and calendars. Additionally, Nike Training Club provides a rewards-

based system for the users, where they can unlock exclusive workout sessions and medals.
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Figure 1: JEFIT Application

Figure 2: Nike Training Club Application

2.2.2 Cardiovascular applications

CardioTrainer is a popular fitness application that focuses on running. It allows the

user to compete with one another and track their running statistics such as distance covered

and pace. A similar application Zombies, Run provides a post-apocalyptic version of the

world, where the users run from the zombies to survive, creating an engaging experience.

It also tracks user data, such as the distance covered and calories burnt.

Nike+ Running is a dedicated running application available as a smartphone and smart-
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watch application. It tracks user data like heart rate(smartwatches only), distance traveled,

pace, and calories burnt. It has different running modules such as beginner, amateur, and

professional and allows sharing your running data in platforms like Facebook.

Figure 3: Zombie Run Application

Figure 4: Nike+ Running Application

2.2.3 Calorie tracking applications

My fitness pal is an application designed to help the user build meal plans by tracking

calorie intake. The pro version also allows tracking of nutrients and planning workouts.
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Figure 5: My Fitness Pal Application

2.3 Survey of current state of VR in the industry

2.3.1 VR/AR for Sports

This section describes the state of virtual reality in the sports industry. NFL teams are

using virtual reality to train their players in gameplay using an immersive environment.

NBA is using VR to improve shooting and playoff skills among players. We survey the

effects VR training might have on the sports industry.

2.3.1.1 American Football

Virtual reality has become immensely popular in the NFL with teams and college pro-

grams. Dallas Cowboys, New England Patriots, and colleges like Auburn University and

Clemson University are using VR technology to create a realistic game like conditions for

training. Also, VR headset eye tracking data is being used to detect early signs of concus-

sion in football players.
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Figure 6: VR in NFL

2.3.1.2 NASCAR

NASCAR is using VR to train amateur and professional drivers. The immersive and

realistic nature of the environment is used to train drivers for long endurance races. It is

also being used to provide fans with pre-race events and 360 videos, drawing many people

towards the game.

Figure 7: VR in NASCAR

2.3.1.3 Soccer and Basketball

Major League teams are using VR to train the players by providing them with realis-

tic game experiences, which helps to make their training more efficient using immersive
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environments. VR is also being used to allow fans to interact with their favorite players

virtually. Similarly, NBA teams are using VR to train players in different scenarios. Teams

such as Lakers and Bucks are using VR to teach different strategies and playoffs.

2.3.2 VR/AR for Rehab and Recovery

A million people in the United States suffer from stroke and other traumatic injuries each

year. These injuries require some rehab and recovery. The current estimation puts around

12 million people in the rehab system. These individuals go to physical therapy for the

treatment of a disease or an injury. There can be different reasons for rehab ranging from

muscle soreness to recovering from post-surgery complications.

The rehabilitation community is actively looking for intuitive and cheaper ways to pro-

vide people with rehab, and VR is one of the newer areas that a lot of new companies are

exploring.

Figure 8: VR for Rehab and Recovery

Companies like neuro-rehab are using VR devices such as the Oculus Quest to provide

realtime feedback and immersive environments to the people undergoing therapy. They use
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various VR simulations such as grocery shopping and walking to make the rehab process

immersive and add a sense of engagement. Different scenarios can be built onto the VR

environment and modified based on the requirements. The affordability of headsets like

the Oculus Quest has opened up the possibilities for using virtual reality. The doctors can

access their patient’s data and closely observe their performance, which can lead to quick

feedback and, ultimately, better recovery. This builds the case for the effectiveness of VR

for physical therapy.



CHAPTER 3: VR ADOPTION SURVEY

This section describes our survey to assess the adaptability of VR. Researchers have

traversed different approaches to virtual training using devices like Oculus, Vive. Our

survey consisted of interviewing around 45 people to assess the situation of VR adaptability

for personal and commercial purposes.

3.1 Week One Customer Survey

In week one of our survey, we aimed to evaluate the customers belonging to the working

class and gym owners about the acceptance of VR. We interviewed a total of 11 people

consisting of 6 working-class people and 5 gym owners and trainers, to establish the cur-

rent state of VR adaptability for personal and commercial purposes. Our questionnaire

consisted of asking the working-class people about their current fitness regime. Also, we

interviewed gym trainers and owners to get their opinions on the adoption of technologies

in the health and fitness industry.

• Questionnaire for the personal use of VR

– What is your current fitness regime?

– What are your fitness goals?

– What prevented you from achieving these goals?

– How knowledgable are you about VR?
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– How willing are you to incorporate VR into your fitness regime?

• Questionnaire for the commercial use of VR

– How knowledgable are you about VR?

– How willing are you to incorporate VR into your fitness regime?

– How willing are you to integrate VR into your business?

• Adaptability of VR for personal use response

– Availability of time and motivation are the significant factors preventing people

from achieving their fitness goals.

– Acceptance of VR from working-class people is high, and they want to adopt

new technologies into their lifestyle.

– Working class people were self-decision makers. Their friends and families

were the main recommenders for new technologies.

• Adaptability of VR for commercial use response

– Gyms have a high acceptance of new technologies.

– Gym trainers were the prominent influencers for new technologies, and gym

members were among the decision-makers to adopt new technology.

The conclusion derived from week one of the survey put the adoption of VR high among

the working class and gym owners. Gym owners were needed to be interviewed further to

get a better idea about the adoption of technologies.
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Figure 9: Customer Ecosystem

3.2 Week Two Customer Survey

In week two of our survey, we aimed at further mapping our customer ecosystem. We

interviewed 5 students from UNC Charlotte and 3 firefighters. We intended to develop a

generalized idea of fitness solutions used by students to achieve their fitness goals. We also

surveyed firefighters from the training academy about the current training methods and how

they could incorporate the new technologies.

• Questionnaire for UNC students

– What are the current technologies you are using for health and fitness?

– What do you think about personal training?

– Do you own a VR headset or plan on purchasing one?

– What is holding you back from achieving your fitness goals?

– What do you think about our solution?
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• Questionnaire for firefighters

– What are the current technologies used for training?

– Do you have a VR headset? If yes, then do you incorporate it into training?

– What part of the training can benefit from our solution?

• Adaptability of VR for students response

– Most of the students used YouTube or Instagram or got help from their friends

regarding fitness.

– They used fitness apps such as MyFitnessPal or Nike+ to achieve their goals.

– The factors that prevented them from achieving their fitness goals were lack of

motivation, time, food choices.

– Students had a positive response to our solution. They had a few questions such

as the pricing of the solution.

• Adaptability of VR for firefighters response

– Acceptance of VR from firefighters is high, and they want to adopt new tech-

nologies into their training.

– They had questions about the initial setup cost.

The conclusion derived from week two of the survey was that students are pliant to newer

technologies, and firefighters are open to incorporating new technologies in their workout.
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3.3 Week Three Customer Survey

Based on our interviews in week one and week two, we determined that gym owners

and millennials would be the early adopters of VR Technology. We interviewed fitness

chains and gym customers to arrive at the problems our solution addresses and the customer

segments it targets. Based on these responses and third week questionnaire, we were able

to discover the value propositions(problems our solution might solve).

• Questionnaire for week three

– Factors that prevent people from achieving fitness goals?

– Have you opted for personal training?

– Reasons why people are not interested in personal training?

– How important is having fun in fitness?

– How do you deal with the changing needs of customers?

• Week three questionnaire response

– Time and money are of the utmost importance to people.

– Gyms are optimistic about adapting to new technologies for fitness classes and

martial arts.

– Cost is a significant factor that prevents people from enrolling for personal train-

ing.

– Businesses are willing to adopt new technology (metabolic training newest ad-

dition to gyms).
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– Coming up with new workouts and techniques are big challenges for businesses.

The conclusion derived from week three survey is that our solution can help traditional

gym customers save time by providing flexibility for working out from home and reducing

the travel time to and from the gym. Additionally, it can help save money by eliminating

the need for personal training. It can also help customers learn new fitness techniques such

as Yoga, Olympic lifts, and CrossFit.

Figure 10: Value Proposition Week Three

3.4 Week Four Customer Survey

In week four of our survey, we aimed at expanding our target customer base. We inter-

viewed 10 more people between the ages of 30 and 52. We were able to get a better idea

of how the people were able to incorporate fitness into their lives. Further, we were able to

device the current problems people have regarding their current fitness solutions and how

our solution can help them.

• Questionnaire for week three

– How much does personal training cost?
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– Have you opted for personal training?

– Are you interested in learning new fitness techniques?

• Problem with current fitness solutions

– Personal training session cost somewhere between 50-100 USD.

– Learning new techniques are difficult, and training classes might not be the best

solution.

• Gains our solution can provide

– Save people time and money.

– Proper training where people can learn at their own pace.

Based on our value proposition, week four of our survey concluded that people between

the ages of 13 and 30 could use VR training to learn new fitness techniques such as martial

arts, weight lifting, and yoga. Our solution can also help people learn new techniques at

their own pace from the comfort of their homes.

3.5 Weeks Five and Six Customer Survey

In weeks five and six of our survey, we aimed at comparing the adoption of VR tech-

nology by different sections of society. We interviewed 12 more people, pushing our total

respondents to 45.

• Questionnaire for week five and six

– How valuable is saving time and money for you?
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– Rank the top two things that prevent you from achieving fitness goals?

– What are your likes and dislikes about our solution?

– Reasons why people are not interested in personal training?

– Reasons why people are behind in achieving fitness goals?

– What are your likes and dislikes about our solution?

• Week five and six questionnaire response

– Money is a significant factor that prevents people from signing up for personal

training.

– Coming up with new workouts and techniques is a big challenge for businesses.

– Businesses want to adopt new technologies, but we cannot be sure until we

interview upper management.

– All the respondents gave positive reviews about the solution; however, we don’t

know that for sure and require further questioning.

After the combined interview of 45 people, we were able to conclude that for businesses,

gyms are the early adopters, and they can easily implement the new system. Millennials are

the main source of adoption for personal use. The other source of VR training’s adoption

would be the first responders, such as firefighters and police. VR Training can save both

time and resources, which can lead to faster adoption of new training environments.

The conclusion derived from week five and six surveys is that acceptance of VR among

firefighters and police is high. First responders are adopting VR and AR technologies

for training purposes. Secondly, millennials would be the biggest adopters of our solution,
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amounting to up to 58 percent. Lastly, fitness centers are looking to adopt new technologies

to provide new techniques and workouts for their customer base.

Figure 11: Findings for First Responders

Figure 12: Findings for Businesses and Millenials



CHAPTER 4: IMPLEMENTATION OF THE PROTOTYPE SYSTEM

This thesis focuses on creating a virtual environment for training using Unity. A scene

in Unity is where we have the world setup. Similar to a class with different functions, a

scene in Unity has gameobjects that form different components of it. These gameobjects

can be arranged in either 2D or 3D since we are creating a virtual environment; we choose

a 3D arrangement to provide an immersive environment. The Unity product hierarchy

consists of objects inside a scene. These objects can be players, buildings, and other things

like GameManagers. Each object has a transform component that represents its position,

rotation. In the next few sections, we look at the implementation of our prototype system.

4.1 VR GYM Setup

The project demonstrates how virtual environments can be used for training. Also, as

mentioned earlier, this thesis focuses on creating an immersive environment since we were

among the early efforts for developing a virtual gym, we had to build some of our prefabs

and gameobjects using Blender. The assets we needed for creating a basic gym were bar-

bells, dumbbells, benches, treadmills, punching bags, other gym equipment such as pull-up

bars, dip bars, and a boxing ring. Some of these assets were made from scratch, and others

were imported from the Unity store.



24

Figure 13: Asset Creation in
Blender

Figure 14: Barbell Creation in
Blender

Figure 15: Gym Setup Figure 16: Boxing Gym

Figure 17: Gym Environment

Cassola et al. [8] presents a virtual gym for elderly people. We followed a similar setting

for our VR gym. One of the users said: ”gym looked realistic, the lighting was adequate,

and gave a perception of openness”. This re-enforces the claims of [8] that well-designed

spaces can have a positive effect on the user.
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4.2 Gym Trainer Setup

In a user study, Donne et al. [13] mention personal training to be beneficial. The results

proved that people that were given personal training had more progress than their training

counterpart who did not receive any personal training. Thus for our project, we wanted to

provide the user with some of the benefits of personal training.

In the VR Gym, there are two types of coaches

• Primary Coach

• Secondary Coach

The primary coach function is to guide the user through the exercise. This was backed

up by a user study [15], which stated that having a virtual training partner facilitates the

user to have the motivation and work towards goals. The other feature of the primary coach

is to keep the user in sync with the exercise session.

Figure 18: Primary and Secondary Coaches Setup
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Figure 19: Main Coach Workflow Figure 20: Secondary Coach Workflow

The secondary coaches have two views. The first one is the linear view, and the second

one is the lateral view that gives the side view of the coach. The secondary coach gives the

exercise instructions to the users. This was helpful to observe complex movements such as

jumping jacks and side laterals, and it may be beneficial for other exercises.

The two coaches are interdependent. This means the primary coach check the user’s

range of motion, and the secondary coach provides exercise instructions to the user. In a

popular VR game, instruction for the next step is given by a 2D picture, which may cause

confusion. Therefore one of the aims of this project was to have a simplified UI to give

instructions to the user.

In order to make the gym realistic, we designed AI to emulate a public gym. The two AI

in the scene perform their exercises and walk around the gym.
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Figure 21: AI in VR Gym

4.3 Motion Capture in VR

Motion tracking is the process of transposing your movement from real life to a digital

VR avatar. As the paper [10] suggests using a virtual controller gives the users sense of

immersion in the virtual environment, we looked into two preferred ways to track motion.

• Optical tracking

– Image capture used to track motion. Eg. Optitrack motion capture.

• Non- optical tracking

– Sensors attached to the body used to track motion. Eg. Vive motion trackers.

Conventional optical tracking methods use cameras and markers with high reflectivities.

There are certain disadvantages to this method. The multiple cameras may track single dots

as two separate dots, which may lead to incorrect data tracking. Optical motion tracking is

not popular with the consumers owing to the cost associated with such a system. A small

setup of Optitrack with 24 cameras may cost between 150,000 and 300,000 dollars.
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Figure 22: Lighthouse Trackers SteamVR

Microsoft Kinect is among the popular motion capture devices for Xbox 360 and Xbox

One. Jin et al. [24] use motion capture from Kinect to build their virtual trainer. The

precision of such devices is questionable in the motion tracking industry. Similarly, AR

devices such as Leap Motion create scans of the user’s hand in high resolution, which

allows the digitized version of their hands to be visible in VR when wearing the HMD.

The lighthouse tracking system that is used by SteamVR is compatible with devices such

as Vive, Steam gear. The lighthouse system uses laser-based tracking, which offers precise

tracking of the VR sensors in our virtual gym. The VR trackers contain electromechanical

sensors such as accelerometers and gyroscopes. The gyroscope measures the rotation(360

degrees), and the accelerometer measures the movement along the XYZ axes.
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Figure 23: Optitrack Motion Capture

The accuracy of the lighthouse sensors and the ease of development in the VR platform

made it our preferred sensors for motion capture. The tracking systems use electromechan-

ical tracking and run at 1000 Hz. The accelerometers track the acceleration. Integral of

the acceleration gives us the velocity, which in terms gives us the position of the object we

need to track. These devices contain an array of IR photodiodes, which measures the time

between the IR flashing, and gives us the position in the room.

• Lighthouse Advantages

– Accurate tracking.

– Doesn’t require a computer or connection.

• Lighthouse Disadvantages

– Expensive.

– Reflective surface causes glitches.
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4.4 Skeleton Reconstruction

After selecting the tracker for motion capture, the next step was to translate the motion

data captured from the sensors to the VR avatar. For this translation, we use the IK algo-

rithm from [21] [28]. The algorithm in [21] uses a three-point IK to get the position of

the virtual avatar’s joints.

• Three Point IK algorithm:

– IK problem is the calculation of the angles and positions of the joints in between

the two endpoints. E.g., In order to calculate the position of the elbow when

the positions of the wrist and the shoulder are given. Most of the time an IK

problem has more than one solution.

– A three-point IK is IK with three joints. This has only one solution to the angle.

– If the positions of the ankle and the hip are known (tracked), there’s only one

solution for the knee angle, as shown in the figure.

To check the accuracy of the IK algorithm, we use another program Mocap VR [28].

This motion-capture technique uses Unity Mecanim IK to translate the motion-captured

from the sensors to the movement of VR avatar.
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Figure 24: Three Point IK

4.5 Three Point IK vs Mechanim IK

In our project, we used both of these motion captures to translate the data from sensors

to VR avatar and compare the two algorithms.

• Three-point IK

– It supports an array of 6 vive sensors (3 body sensors + 2 hand sensors + HMD).

– The data collected is assigned to the inverse kinematic algorithm that syncs the

person’s movement with avatar in VR.



32

Figure 25: Three Point IK motion capture

This algorithm was reasonably accurate for most of the actions except for the hand move-

ment. Hands have a relatively extensive range of motion, and the algorithm’s prediction of

the elbow joint was not very accurate in our testing.

• Mocap VR

– It supports an array of 10 vive sensors (7 body sensors + 2 hand sensors +

HMD).
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– The data collected is assigned to Unity’s Mechanim IK algorithm that syncs the

person’s movement with its avatar in VR.

Mechanim Ik supports up to 10 sensors on parts such as hips, elbows, feet, and knees.

It was more accurate than Three-Point Ik [21], which had a couple of anomalies for hand

movement. Mocap VR had better motion tracking hand movements were fairly more accu-

rate that the three-point IK discussed earlier.

Figure 26: Mocap VR motion capture

4.6 Body Tracking and Reconstruction

After designing the virtual gym and skeleton reconstruction, the next step was to intro-

duce the recording of history data and replay it in VR. The VR avatar used in our system

consisted of 122 body parts and joints(game objects). To record the game data, we created

a script that records the data from each of these joints, such as rotational and positional

data. It was written to a data file that can be used to replay history.
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Figure 27: Writing Data to a File

Figure 28: History Data written on a File

Once we have the motion data in a file, the history replay script takes the data from the

file and assigns it to the avatar on every frame, which recreates the user’s motion history.



35

Figure 29: Script for Reading Datafile

Figure 30: Seeing your history in VR

4.7 VR Game

As pointed out by Bian et al., there are many aspects to be looked at [7] while designing

a VR game. Similarly, Cassola et al. [6] in the game for firefighter training, design a

comparable easy to explore environment. In our game, we incorporated similar features
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to make the environment easily explorable. The canvas displayed in the VR environment

allows the user to choose the specific menu items, and the type of exercise they want to

perform. Further, users can select the body part they want to train. The native steam laser

pointer inspired the design for the VR pointer. These pointers were modified to interact

with the canvas and select the menu items.

Figure 31: Pointer for Canvas
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Upon entering the game, the user is asked to select a workout in the main window of

the game. In the secondary menu, the user can select exercises focussed on particular body

parts such as the chest, arms, back, legs, or can select random exercises. Each category

has 5 exercises and the random category groups any 5 exercises. The system has inbuilt

exercises such as curls, air squats, pistol squats.

Figure 32: Main VR menu

Once the user selects the exercise, the next step is to calibrate with VR avatar. The final

version of our game utilizes [28] for motion capture. This supports up to 7 VR sensors

along with the hand sensors and HMD for precise tracking. The user can press the menu

button on the controller to recalibrate a VR avatar in case the calibration is not perfect.

Figure 33: Calibrating with VR avatar
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Figure 34: Recalibration with VR avatar

Once the calibration is complete, the primary and secondary trainer guides the user for

various exercises. The primary trainer follows the user’s range of motion to keep user

motivated. The secondary trainer shows various exercises to the user. It uses both linear

and lateral views to give the user instructions regarding the next set of exercises. For

example, in the pictures below, the primary trainer follows the user’s range of motion, and

the secondary trainer gives instructions for the various exercises such as kettlebell swings,

overhead squats, and pistol squats.

Figure 35: Overhead Squat
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Figure 36: Kettlebell Swing

Figure 37: Pistol Squat

In the screenshots below, the user can be seen performing an air squat. The air squat is

a three step exercise. The first part of the squat is the upright position this is the starting

position of the squat, the second part of the squat is when the user gets into the squat stance,

and the third part is where the user is in the lowest part of the squat having the thigh parallel

to the ground. The primary trainer follows the user throughout range of motion to keep the

user motivated.
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Figure 38: Air squat range of motion - Upright

Figure 39: Air squat range of motion - Mid

Figure 40: Air squat range of motion - Low
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4.8 Exercise Statistics

One of the fitness applications essential features is to track the calories consumed by the

user during the workout session. Our game has a fixed number of repetitions for every ex-

ercise. We designed an algorithm that predicts the average calories consumed in a workout

session. In our finding, the exercises in our list, such as squats, hand raises, and jumping

jacks, burn an average of 3 to 5 calories based on a person’s body weight, as pointed out by

[2] [1] [3]. The algorithm required further testing for the measure of its accuracy.

Let us assume the user selects the leg exercise. Leg exercise module consists of pistol

squats, air squats, kettlebell swing, jump squat, and overhead squat. The total time for the

session was around 10 minutes.

Average calories burnt = 4 calories/minute(pistol and air squats)

Average calories burnt = 3 calories/minute(kettlebell swing and overhead squat)

Average calories burnt = 5 calories/minute(jump squat)

Time for the session = 4 minutes(pistol and air squats)

Time for the session = 4 minutes(kettlebell swing and overhead squat)

Time for the session = 2 minutes(jump squat)

Average calorie burnt for the session = 4*4 + 4*3 + 5*2 = 38 calories

Calories burnt per minute = 38/10 = 3.8 calories

Calories burnt per hour = 3.8 * 60 = 228 calories
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Figure 41: Final Screen Counting Calories



CHAPTER 5: CONCLUSION AND FUTURE WORK

The game that we developed uses Unity and SteamVR to provide an immersive virtual

reality experience. The application can provide an immersive training experience to its

users with the ability to choose exercises based on specific body parts. The application also

stores user motion data in a file that can be used to replay user motion history. The project

uses VR sensors and devices like Vive, which shows that it is pretty easy to develop virtual

training environments. The use of SteamVR makes the project portable to Vive, Steam

gear, and many other VR devices.

The benefits of VR cannot be unseen. The technology is new and exciting for the users,

and real-world use cases of virtual reality are expanding across various industries such as

entertainment, fitness, military, etc. The introduction of new devices, such as oculus with

low hardware cost, enabled developers to explore the field easily. Looking from a personal

standpoint, it had been a great experience to learn Unity. VR is visually appealing to its

users and we can use machine learning and AI to add more capabilities to the application

as needed. This project also emphasized collecting motion data that can be utilized by

different devices. It enables the system to be similar across devices running on SteamVR,

which is a crucial part of developing apps that supports multiple devices.

In the future, apart from improvements on the trainer feedback. I want to make the vir-

tual trainers capable of providing real time assessment to the users based on the exercises.

Also, I would like to see virtual training spread to different fields, such as sports medicine,
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basketball. In our case, training in VR is just the beginning. As the devices in the future

get smaller and more efficient, the sensors should be on par with the dedicated hardware

such as Optitrack to track the human body.
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