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ABSTRACT

AKSHITH SUBRAMANIAN. Prediction of Diffraction Forces on a Wave Energy
Converter using BEM and CFD approach. (Under the direction of

DR. NAVID GOUDARZI)

Alternative energy sources address concerns about fossil fuels such as environmental

degradation, public health, and finite energy source. Compared to wind and solar

powers, wave power has a higher energy density and is easier to forecast. However,

non-linear, complex, and turbulent nature of oceans necessitate a more in-depth flow

field analysis before the deployment of wave energy converters (WECs). This research

explores the performance of a two-point body absorber WEC, Reference Model 3

(RM3) introduced by the Department of Energy (DOE), to be deployed in North

Carolina shores. The wave data from US 192 and US 430 buoy stations were used to

calculate the hydrodynamic forces, with focus on the diffraction and Froude-Krylov

forces in this work, on the RM3 using

1. DOE WEC-Sim, a boundary element method-based (BEM) approach

2. Computational fluid dynamics (CFD), a finite volume method-based approach

In the first approach, a full-scale model of RM3 was studied. In the second approach,

using the wave characteristics and ocean depth along the North Carolina shores,

three scalded RM3 models: 50th, 100th, and 200th, were studied. The developed

CFD model based on the volume of fluid (VoF) Eulerian multiphase flow was initially

validated with published computational and experimental literature. The realizable

k − ε turbulence model was employed to study the effects of ocean wave turbulence.

The validated model was used to study the generated 5th order approximation Stokes

wave on the RM3. The grid analysis, using cell sizes ranging from 2.8 million to

9.4 million, verified the appropriate mesh resolution of 7.2 million on the floating

part of the RM3. The main challenges faced during the computational domain setup

such as free-surface mesh refinement, boundary conditions, preventing wave reflection,
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and scaling the model are elaborated and appropriate solutions are stated. Next

step of this research includes modeling the radiation forces to determine the total

hydrodynamic forces on the RM3 when deployed as a stand-alone or an array along

the North Carolina shores. Also, ongoing experimental testing within the NADGOD

research group on scaled RM3 models will validated and verify the developed CFD

model.
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CHAPTER 1: INTRODUCTION

To reduce the growing concerns on the global warming due to human activity or

tropical deforestation, there is a significant need to reduce the heat-trapping emis-

sions. Over 80 percent of the global energy requirement comes from fossil fuels [7].

Although there has been a significant increase in efficiency of energy being extracted

from fossil fuels, the rate of increase in global warming is rapidly reaching irreparable

stages. If steps and measures are not taken immediately to shift the dependency from

non-renewable to renewable sources of energy, the climate change taking place might

be irreversible. The Remote Sensing Systems (RSS) satellite actively used to measure

global temperatures, has measured an increase of 2◦ Celsius in the 20th Century [1].

Figure 1.1: Global temperature change over the 20th century [1]
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These statistical data played a critical role in accelerating the change from non-

renewable sources of energy to renewables. The total world renewable energy capacity

had a 9% increase in 2017 as compared to that in 2015. Many countries have started

changing their energy policies and are striving to ensure a shift towards renewable

energy sources [8]. More than half of the population of the US is currently living

near coastlines [9]. Marine and hydrokinetic (MHK) energy resources would be a

suitable form of renewable energy resource for power production in these regions. In

2016, 78% of the US energy needs were met from non-renewable sources of energy

such as natural gas, petroleum and coal. Renewables contributed to just 12% of the

total energy dependence and 6.5% of this was attributed to hydro-power [10]. Since

hydro-power also comprises of dams built to harvest energy, there is a tremendous

scope for improvement in wave and tidal energy harvesting techniques.

Wave energy converter (WEC) devices are gaining rapid popularity amongst the re-

newable energy sector due to the advantages of predictability and stability of wave

energy when compared to other forms of renewables. Wave energy is a vastly un-

tapped source of energy for power generation. It is estimated that the theoretical and

technical wave energy resource potentials are nearly 1594-2460 TWh/yr and 898-1229

TWh/yr, respectively [11]. Hence, there have been increased efforts to promote the

development of innovative designs for wave energy converters. For this purpose, the

DOE in collaboration with Sandia National Laboratory (SNL) and National Renew-

able Energy Laboratory (NREL), developed an open-source code WEC-Sim based on

MATLAB which allows users to validate new designs for WEC devices. In addition

to this, they also defined a Reference Model Project (RMP), which aimed at setting

up RM performance specifications benchmarks based on studied sites, as shown in

Table 1.1:
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Table 1.1: DOE definded Reference Models [5].

Reference Model Number Type

1 Tidal current turbine

2 River current turbine

3 Wave point absorber

4 Ocean current turbine

5 Oscillating surge - wave

energy converter

6 Floating oscillating surge -

wave energy converter

The RM1 is a variable-speed variable-pitch (VSVP) axial flow tidal turbine device,

developed for Tacoma Narrow tidal current. There are several other types of WEC

devices tested at different locations over the years. A few examples of those can be

seen in Table 1.2.

The RM3 was used in this research. RM3 is a two-body point absorber device with

a float oscillating on a vertical spar (column), while the whole device is moored to the

seabed to prevent roll and yaw movement of the device [12]. As the body interacts

with waves, the float moves vertically on the spar.

These devices based on their deployment site, implement different power conversion

chains (PCC). PCC’s convert the mechanical energy from ocean waves into clean

usable electrical energy. Most WEC’s convert a linear motion, rotatory motion, or

fluid capture method to generate electric power.

Figure 1.2 illustrates different PCCs. The left side of the figure shows an intel-

lectualized energy conversion flow. The black arrows show the possible energy flow

paths and the color legends have been used to determine the technological readiness

levels as of 2016 [2]. The Direct drive method makes use of the principles of electro-
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Table 1.2: Deployed WEC devices [6]

Name Structure Classification Energy mode PTO
Rated
power
(kW)

Reference

AquaBuoy
Two-body
floating
system

Point
absorber Heave High-head

water turbine 250 [13]

AWS
Two-body
submerged
system

Point
absorber Heave Linear

generator 2470 [14]

Langlee

Semi-
submerged
three-body
structure

Oscillating
wave surge
converter

Surge Hydraulic
motor 1665 [15]

OEbuoy
Single-body
floating
system

Oscillating
water
column

Surge Bidirectional
air turbine 2880 [6]

Pelamis
Four-body
floating
system

Attenuator Heave and
Sway

Hydraulic
motor 750 [16]

Pontoon
Multi-body
floating
structure

Multiple
point
absorber

Heave High-head
water turbine 3619 [6]

SeaPower Two-body
platform Attenuator Pitch

Pump or
hydraulic
motor

3587 [6]

magnetic induction to convert the mechanical energy from the wave motion to clean

electrical energy; the surface float of the device comprises of a magnetic core and the

spar (vertical column) has winding coils, the electrical output is produced due to the

relative motion of the surface float with respect to the spar [5]. In an indirect drive

PCC system, as the float moves to a lower position on the vertical column, water

enters into the created low-pressure zone. This water is allowed to pass through to

the bottom of the system where its potential energy is used to drive a turbine to pro-

duce the electrical energy [2]. The whole system is moored to the seabed to prevent

movement and the surge of the device [17].

Experimental testing of WEC devices in wave tanks, trying to recreate environmen-

tal conditions followed by prototype testing in seas is inevitable, but with the increase

in computational processing power over the years has made it possible to run CFD
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Figure 1.2: Power conversion chains (PCC) from mechanical to electrical energy [2]

simulations on these devices while simulating environmental conditions to give an

initial validation for the design before proceeding to expensive and time consuming

experimental testing. Numerical wave tanks (NWT) are developed using different

techniques including boundary element method (BEM) and finite volume method

(FVM). Numerical waves being generated are generated at the inlet boundary and

damped near the outlet boundary [18]. Wu and Hu (2004) [19] made use of a finite

element method (FEM) NWT to simulate the nonlinear interaction between water
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waves and a floating cylinder. Hadzic et al. (2005) [20] simulated a 2-D NWT to

determine the motion of a floating rigid body with up to six degrees of freedom as

it is subjected to large amplitude of waves. Agamloh et al. (2008) [21] made use

of a commercial CFD package to develop a 3-D NWT, to model the fluid-structure

interaction between water waves and a cylindrical ocean wave energy converter.

Performance testing of RM3 has been done only to validate the WEC-Sim code

and no reliable source of data exists for performance validation of the RM3 for North

Carolina shore. The aim of this thesis is to use StarCCM+, a commercial CFD

package, to calculate the hydrodynamic forces on the RM3 using North Carolina

wave data. This computational platform facilitates the testing of innovative designs

for WEC’s at a reduced cost and risk of experimental testing. Long-term Wave data

were collected from two buoys (US430 and US192) of the North Carolina shore from

National Data Buoy Center (NDBC). A MATLAB code was developed to filter the

data and estimate the average output power density and wave characteristics [22].



CHAPTER 2: HYDRODYNAMICS

The hydrodynamic forces acting on a floating body can be classified into seven

force components:

• wave diffraction forces.

• wave radiation forces.

• viscous damping forces.

• buoyancy restoring forces.

• mooring forces

• power take-off forces

• morrison element forces

The wave diffraction forces are the forces being experienced by the body as the in-

cident wave is dispersed in the direction of wave motion and can be estimated by

assuming potential flow theory which simplifies the numerical calculations. In accor-

dance with potential flow theory, the potential of a floating body in wave motion is

a superposition of the potential due to the radiation potentials due to the six body

motions Φj, the undisturbed incoming wave Φw, and the potential due to diffraction

of the undisturbed incoming wave Φd [23]. The wave radiation forces are due to the

vertical oscillatory movement of the body in the wave motion. These forces include

the viscous damping forces and the nonlinear Froude-Krylov forces. The nonlinear

forces are calculated by integrating the static and dynamic pressures over each panel

along wetted body surface at each time step. Since linear wave theory is applied to

calculate the flow velocity and pressure field, there is a need for a correction. This
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is done by applying Wheeler’s stretching method, which corrects the instantaneous

wave elevation (wave height) and makes it equal to the water depth while calculating

the new flow velocity and pressure [24]. The mooring forces experienced by the body

are due to the mooring lines which restrict the movement of the body in the sea. The

mooring forces help to determine the stress on the mooring cables and assist in de-

termining suitable materials for the mooring system [17]. The power take-off (PTO)

forces are the forces experienced by the body while there is conversion of mechanical

energy to electrical energy. The PTO forces are maximum when a hydraulic power

conversion system is used due to the entry of water into the system [2]. The Morison

Equation assumes that the fluid forces in an oscillating flow on a structure of small

cylinders or other similar geometries arise partly from pressure effects from potential

flow and partly from viscous effects. A small cylinder implies that the diameter, D,

is small relative to the wave length, λw , which is generally met when D/λw<0.1-0.2.

If this condition is not met, wave diffraction effects have to be accounted for. Pro-

vided the geometries are small, the resulting force can be approximated by a modified

Morison formulation [25].

According to the potential flow theory, the total potential on a body can be defined

as in equation 2.1:

Φ =
6∑
j=1

Φj + Φw + Φd (2.1)

Applying the kinematic boundary conditions for free-surface of the water to the space-

dependent part of the velocity potential results in:

Φ0 =
ζ0g

ω
.
cosh k(h0 + z)

cosh kh
.eik(x cos(µ)+y sin(µ)) (2.2)

where Φ0 is the velocity potential

ζ0 is the amplitude of undisturbed wave (m)

k = 2π/λ is the wave number (rad/m)
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λ is the wavelength (m)

ω is the wave frequency (rad/s)

µ is the wave direction (rad); zero for wave travelling in positive x-direction

h0 is the instantaneous water depth (m)

h is the water depth (m)

The diffraction forces are then calculated from the velocity potentials.

Radiation forces are the reaction forces of the body to the incident wave potential.

The radiation potential tends to zero as the distance R of the radiated wave from the

body increases [23].

lim
R→∞

Φr = 0 (2.3)

The radiation hydrodynamic forces can be written as

~Fr = ρ

∫∫
S

(
∂

∂t

6∑
j=1

Φjvj)~n.dS (2.4)

And the Moments can be expressed as

~Mr = ρ

∫∫
S

(
∂

∂t

6∑
j=1

Φjvj)(~r × ~n).dS (2.5)

where, ρ is the density of the fluid, vj is the oscillatory velocity of the body, ~n is the

outward normal vector on the surface dS and ~r is the position vector of surface dS

with respect to the coordinate system. The components of force and moments are

given by [23] ~Fr = (Xr1, Xr2, Xr3) and ~Mr = (Xr4, Xr5, Xr6) respectively.

where

Xrk =
dvj
dt
ρ

∫∫
S

Φj
∂Φk

∂n
.dS (2.6)

for k = 1, ...6.

2.1 WEC-Sim

The analysis of wave diffraction and radiation by a body at or near free surface

requires the solution of a boundary value problem based on Laplace’s equation. Since
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the problem involves an unbounded domain, the integral equation method gives cer-

tain advantages to the solution. For a boundary element method (BEM) approach,

the submerged body is discretized by a set of quadrilateral or triangular flat panels

[26]. To use BEM to solve boundary value problem, the problem needs to be trans-

formed into an equivalent boundary integral equation problem. Green theorem is

used to transform the fundamental solution to set of intergral equations which are

solved using BEM [27]. Recent studies by Liu [28] [29], Eatock Taylor and Chau

[30], and Eatock Taylor and Teng [31] have shown higher order element methods to

provide more accurate results than a constant panel method. With the frequency do-

main problem of wave interaction with a device in the horizontal unbounded domain,

integrations on the free surface, device, and seabed can be eliminated by the appli-

cation of Green function satisfying the scattering wave boundary condition on those

surfaces. Thus, with Green function being applied with the BEM approach, only the

body surface needs to be discretized to distribute the unknowns on the body surface

which helps to reduce the computational load [32]. DOE in collaboration with Sandia

National Laboratory (SNL) and National Renewable Energy Laboratory (NREL), de-

veloped an open-source MATLAB code, called WEC-Sim that allows users to validate

different designs for WEC devices. A frequency-domain boundary element method

(BEM) solver uses linear coefficients to solve the system dynamics in the time do-

main. It divides the hydrodynamic forces into radiation and diffraction components

and solves the Laplace equation (assuming the flow is inviscid, incompressible, and

irrotational) for the velocity potential for each of them individually.



CHAPTER 3: METHODOLOGY

The diffraction forces are calculated for the RM3, a two-body floating point ab-

sorber, using the North Carolina wave data. Figure 3.1 illustrates the RM3 with its

two main components: the surface float and spar, which has a reaction plate at the

end. The float can have a 4 m displacement on the vertical column/spar. The RM3

is intended for deployment in 40 m to 100 m water depth and moored to the seabed.

It uses a hydraulic power conversion system inside the spar with a rated power of 300

kW when the system is operating at resonance with the incoming wave [5].

Figure 3.1: Reference Model 3



12

3.1 WEC-Sim Approach

Figure 3.2 illustrates the four major steps in implementing WEC-Sim:

1. Pre-processing

2. WEC-Sim inputs

3. Creating Simulink model

4. Running WEC-Sim

Figure 3.2: WEC-Sim methodology [3]

In pre-processing, a BEM-based code, WAMIT, is used to calculate the hydrody-

namic force coefficients. WAMIT is one of the well-known codes for analyzing wave

interactions with offshore platforms and floating bodies such as RM3. The body ge-

ometry is imported as a geometric data file (.GDF), along with a potential control

file (.POT) and force control file (.FRC) are input to the BEM solver [33]. The body

mass, water depth, wave heights, wave time-periods, and degrees of motion of the

body are specified. The BEM solver then calculates the hydrodynamic force coeffi-
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cients which are then inputs to the step 2, WEC-Sim inputs. In the WEC-Sim inputs

step, the RM3 configuration specifications such as mass, moment of inertia, center of

gravity, as well as the hydrodynamic force coefficients are inserted. Next, a Simulink

model is created with the help of an inbuilt library of WEC components and the

degrees of freedom of the device are set. The input parameters are set such that they

overlay those specified in the input file. In step 4, WEC-Sim output, the desired plots

are specified. The use of WEC-Sim is limited to visualization of the hydrodynamic

forces on the body. There is very little that can be done in terms of post-processing of

the data gathered from WEC-Sim. Hence, in this work, a CFD model was developed

for determining the hydrodynamics forces on RM3.
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3.2 CFD Based Approach

In this Section, the diffraction forces on RM3 due to incoming one-directional waves

is studied numerically in StarCCM+, a commercial CFD software. The CFD simu-

lation were conducted on 50th, 100th, and 200th scaled-RM3 models. The governing

equation for a CFD simulation is based on Navier-Stokes Equation (NSE) given by

conservation of mass (continuity), given by equations 3.1, 3.2, 3.3 respectively.

∂ρ

∂t
= ∇.(ρv) = 0 (3.1)

conservation of momentum,

∂ρv

∂t
+∇.(ρv ∗ v) = ∇.σ + fb (3.2)

and conservation of energy

∂(ρE)

∂t
+∇.(ρE ∗ v) = fb +∇.(v.σ) +∇.q + SE (3.3)

The pressure fields are calculated from the pressure poisons equation (PPE) which is

derived from the NSE given by equation when written in its primitive form as follows

[34]. Equation 3.4 gives the momentum equation

ut + (u.∇)u = µ∆u−∇p+ f (3.4)

Equation 3.5 is the divergence free constraint which is derived from the conservation

of mass, as under incompressible conditions the net flux through the boundary must

be zero.
∇.u = 0 (3.5)

where ut(x, t) is the velocity, µ is the kinematic viscosity of the fluid, p(x, t) the

pressure, f(x, t) is the body force, ∇ is the gradient operator, and ∆ is the Laplacian

operator (∆ = ∇2).

Divergence of equation 3.4 is taken and the divergence free condition from equation

3.5 is used, and it can be written as follows

∇.(ut + (u.∆)u) = ∇.(µ.u−∇p+ f) (3.6)
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The LHS can be written as follows

∇.(ut + (u.∆)u) =
∂

∂t
(∇.u) +∇.(u.∇)u = ∇.(u.∇)u (3.7)

The RHS can be written as follows

∇.(µu−∇p+ f) = µ∆(∇.u)−∆p+∇.f = −∆p+∇.f (3.8)

Rearranging equations 3.7 and 3.8 we get the pressure poisson equation (PPE).

∆p = ∇.(f − u.∇)u) (3.9)

Dimensional analysis was required to reduce the number of variables as well as in-

terpreting data obtained from the CFD model to the full-scale prototype. For deter-

mining the hydrodynamic flow characteristics of the scaled model, the Froude (Fr),

Reynolds (Re), and Weber (Wb) numbers given by equations 3.10 [35], 3.11 [36] and

3.12 [37], respectively, were studied. The Re number should be studied in almost all

different flow regimes. The Fr andWb numbers become important in free-surface flow

analysis. Since the RM3 is assumed to be located in an intermediate water depth,

the variation of Fr number becomes more important than the Wb number. In other

words, the gravitational effects are considered to be more important than viscosity

and surface tension of water [36].

Fr =
U√
gL

(3.10)

Re =
UL

ν
(3.11)

Wb =
ρU2L

σ
(3.12)

where U is the free-stream velocity of the fluid, g is the gravitational acceleration, L

is the characteristic/hydrodynamic length, ν is the kinematic viscosity of the fluid,

and σ is the surface tension.

Figure 3.3 illustrates the numerical wave tank (NWT) or computational domain.
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Figure 3.3: Numerical wave tank (NWT)

Using the RM3 location as the reference, the NWT is 20D to the front, 40D to the

back, 16D wide and 4D in height. The water surface is at 60% of the computational

domain height. A symmetry plane at the RM3 location was used to reduce the

computational cost (mesh size and computational time). An Eulerian multiphase

with a volume of fluid (VoF) method and a segregated flow solver was applied for

this case. An implicit unsteady time discretization with time steps to be 200th of the

wave time-period was used. Realizable k − ε turbulence model was employed.

The non-linear hydrodynamic analysis method from the work of Adian et al. [38]

was developed and validated first. Following the validation stage, the numerical model

was modified to consider the RM3 model geometry and North Carolina wave char-

acteristics in this research. To calculate the hydrodynamic diffraction forces on the

body and neglect the effects of non-linearity due to the incident waves, the interme-

diate depth water conditions and a stokes 5th order wave were used. The wave data

for this work was derived from National Oceanic and Atmospheric Administration

(NOAA) buoys (US 192 and US 430) off the North Carolina Shores. A predictive

method was employed on the data and average wave heights and time periods were

estimated for the above mentioned sites [39]. The stokes 5th order wave is derived

from solving the Laplace’s equation [40]:
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u =
∂ψ

∂y
(3.13)

v =
∂ψ

∂x
(3.14)

where ψ is the streamline function and u and v are the free-stream velocity com-

ponents along x- and y- axis. For an irrotational motion, ψ satisfies the Laplace’s

equation throughout the fluid

∂2ψ

∂y2
+
∂2ψ

∂x2
= 0 (3.15)

On a free surface, applying the kinematic boundary condition on equation 3.15 gives

1

2
[(
∂ψ

∂y
)
2

+ (
∂ψ

∂x
)
2

] + gη = R (3.16)

where R is a positive constant denoting the total volume flow rate underneath the

stationary wave per unit length and η is the instantaneous water depth [40].

The meshes for the simulations were created on StarCCM+ using the automated

mesh feature. A trimmed cell mesh was used for the volume mesh and a volume

refinement was performed for the interface between the air and water. Trimmed cell

mesh provides a good quality of robustness and provides a high quality mesh for

analysis of simple as well as complex problems. Most notable advantages of using

trimmed cell mesh include [41]:

• predominantly hexahedral cells with minimum skewness.

• refinement based on surface mesh size and user-defined inputs.

• surface quality independency.

• alignment with user-specified coordinate system.

The surface mesh on the body was refined and also prism layer mesh was modelled to

be able to capture the effects of turbulence accurately. 12 prism layers were modelled

with a first layer thickness of 0.001 mm. The first prism layer thickness is pivotal in

maintaining a wall y+ value within the acceptable range for solution accuracy.
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The simulations were 3-D and the time scheme was an implicit unsteady scheme.

3-D simulation was chosen as it helps to capture the forces experienced by the whole

body in all directions. The implicit scheme helps to increase the rate of convergence

of solution as compared to an explicit scheme. Table 4.1 provides a complete overview

of the physics setup.

Table 3.1: Physics models implemented

Group Physics Model

Phase 3 Dimensional

Time Implicit Unsteady

Material Eulerian Multiphase

Multiphase Interaction

Eulerian Multiphase Volume of Fluid (VoF)

Gradient

Segregated Flow

Multiphase Equation of State

Viscous Regime Turbulent

Turbulence Model Realizable k-ε and SST k-ω

Optional Model Gravity

VoF Waves

The Eulerian multiphase model solves the momentum, enthalpy, and continuity

equations for each phase and tracks volume fractions. Also, since there is a free

surface of water which is constantly deforming, the Lagrangian method cannot be

used [42]. It also uses a single pressure field for all the phases. The advantages of the

Eulerian model can be stated as the following [43]:

• Covers the full range of volume fractions (0-1).

• Mean quantities are obtained directly.
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• is capable of modelling mixing and separation of phases.

The VoF method makes use of marker cells to indicate where the free surface lies

(cells with volume fraction between 0-1) and enables the solver to identify the free

surface and solve for the pressure field variation accordingly [42].

3.2.1 Challenges

There were different challenges in developing the CFD model. This Sub-Section

reviews some of the major challenges and implemented solutions.

To reduce the computational cost, scaled models of the RM3 should be modeled.

Hence, there is a risk in accurately setting up the computational domain to capture

the wave motion effects accurately. To address this risk, different scaled-down models

were studied and dimensional analysis were applied to the body, the domain and the

wave characteristics.

To be able to capture the effects of the incident waves on the body, the cell size on

the refinement area is kept to be at 40th of the wavelength in the direction of wave

propagation and 20th of the wave height in the vertical direction. These guidelines

were stated by International Towing Tank Conference and used as a starting point for

the free surface refinement [44]. Also the surface mesh on the body is refined to help

capture the hydrodynamic forces accurately. The size for this refinement is achieved

by trial and error, where the surface mesh was refined up to a point where the force

results between two meshes within the tolerance limits.

A slip wall boundary condition was set for the top boundary of the domain. This

type of boundary condition reduces the computational time from that with a pressure

outlet condition at the top. The slip wall boundary condition does not disturb the

flow of fluid in the domain and instead acts as a pathway directing the flow of the

fluid.

To prevent wave reflections into the domain, various methods such as creating a

coarser mesh towards the outlet or using the inbuilt wave damping zone feature in
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StarCCM+ were applied. In this study, the wave damping zone feature was utilized

set at the outlet of the domain.

One of the most challenging aspects of this multi-phase problem, is the water-air

interface meshing. An isosurface on the water surface was set-up to monitor the

wave-height of the waves being simulated to establish if they are the same as those

specified. The time-step for the simulation was chosen with respect to the wave time

period and was set at 200th of the wave time period.

At the ocean surface there is a momentum transfer from the wind to the water

surface. The momentum enters first the surface wave field and then us transmitted

to the surface current field mainly by wave breaking [45]. There is an increase in

turbulent kinetic energy close to the sea surface and this is responsible for mixing of

momentum down through the water, thus determining the shape of the near-surface

current profile [46]. This calls for the need for a turbulence modelling technique. The

Realizable k − ε model is able to capture the near wall effects in the boundary layer

region and provide the free stream independent of k− ε model and the SST kω model

performs better in the near wall region; both these models were used in this study.



CHAPTER 4: RESULTS

4.1 WEC-Sim

The RM3 body geometry specifications and incident wave inputs were passed

through the WAMIT BEM code. The hydrodynamic force coefficients were calcu-

lated. The force coefficients obtained from WAMIT is then used to run WEC-Sim

and obtain the pitch and surge forces on the body and reaction of the body to these

forces. The waves were generated by JONSWAP spectrum, which is widely used to

model multi-directional waves. The spectral analysis provided a framework to decom-

pose individual harmonics and helped understanding their behavior separately [47].

The RM3 body forces with respect to time are illustrated in figure 4.1 and 4.2. It

is noted that for a ramp time of 100 seconds as chosen for the considerations of this

simulation, the body response is gradually increasing. The fluctuation s seen are due

to the non-linear behavior of the waves.
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Figure 4.1: Pitch force on float [4]
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Figure 4.2: Surge force on spar [4]

From the heave and surge response of the float and spar, the total amount of wave

force experienced by the body is estimated. The various forces which are calculated

from the Cummins equation are the total force experienced by the body. The wave

excitation forces, namely; buoyancy and non-linear Froude-Krylov forces account for

close to 80% of the total force and are calculated by locating the position of each

body and integrating the hydrostatic and hydrodynamic pressure force for each time

step over the wetted body surface [48]. The radiation damping and added mass

force account for the inaccuracies in calculating the wave excitation forces. The body

responses to these forces show an expected behavior of having peaks at time with the

high total pitch forces. The response of the float to the incident waves in pivotal in

calculation of performance of the system.
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4.2 Validation Case

The methodology for the validation case was followed as per the findings of Aidan

et al. [38]. The CFD simulations were set-up and solved in StarCCM+. Figure 4.3

shows the volume mesh over the domain and figure 4.4 shows the mesh refinement

on the free surface to capture the effects of the wave interaction on the body and

the surface mesh on the body. The mesh skewness angle was found to be less than

80 which is a good measure to check for quality of mesh [49]. A mesh independency

analysis was conducted for this case with mesh sizes varying from 2.8 million to 9.2

million cells. The variation of resultant force in x and y direction was found to be

less than 2% between 7.2 million cells and 9.2 million cells; it was considered as a

converging point for the mesh Independence analysis. This can be further seen in

figure 4.5.

Figure 4.3: Volume mesh result on the studied computational domain

The X-direction force results were compared with those from Aidan et al. It was

found the calculated forces were 3.5 times lower, but, followed a very similar trend as

it can be seen in figure 4.6. This deviation in results was attributed to the pressure

outlet boundary condition used by the reference as opposed to the slip wall boundary
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Figure 4.4: Mesh refinement at air-water interface

condition used in this study. This change in boundary condition was made to reduce

the computational cost and eliminate the need for a finer mesh in the domain.

Figure 4.5: Mesh sensitivity analysis
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Figure 4.6: Heave force

The wall y+ scene showed values less than 5 throughout the sphere. This is illus-

trated in figure 4.7

Figure 4.7: Wall y+ value for the sphere
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4.3 Reference Model 3

The RM3 device was scaled to 50th, 100th and 200th to be able to analyze their

behavior accurately given the computational restrictions involved with the study. The

scaled down dimensions for the model can be seen in the table 4.1.

Table 4.1: Scaled RM3 Dimensions

Scaled 50th Scaled 100th Scaled 200th

Float inner diameter (m) 0.12 0.6 0.3
Float outer diameter (m) 0.4 0.2 0.1

Spar length (m) 0.76 0.38 0.19

Mesh over the NWT for RM3 was created using the same methodology as that of

the validation case. This can be better illustrated in figure 4.8.

Figure 4.8: The mesh refinement along the free surface

To ensure there were no wave reflection in the NWT, the simulation was run for

20 seconds. The results show that there are no drastic changes in the forces, thus

confirming that there are no wave reflections in the system.

The pitching forces on scaled 50th, 100th, and 200th RM3 models are shown in figure

4.9, figure 4.10, and figure 4.11 respectively.
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Figure 4.9: Pitch force on 50th scaled RM3
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Figure 4.10: Pitch force on 100th scaled RM3
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Figure 4.11: Pitch force on 200th scaled RM3



31

The heave force on the device for each scaled model is shown in figure 4.12, figure

4.13, and figure 4.14 respectively.

Figure 4.12: Heave force on 50th scaled RM3
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Figure 4.13: Heave force on 100th scaled RM3
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Figure 4.14: Heave force on 200th scaled RM3

The sinusoidal behavior of the forces are due to those of the incident wave on the

stationary body. Mesh independence analysis was carried out for each case with mesh

sizing determined by the domain and scaled RM3 sizes. The sizes ranged from 3.3

million cells to 7.4 million cells for 50th scaled model to 1.2 million cells to 3.6 million

cells for 200th scaled model.
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Figure 4.15: Wall Y+ over 50th scaled RM3 model

The solution accuracy was checked with the wall y+ scene and consistency in forces

was validated as seen in figure 4.15.

4.4 Conclusion

WEC-Sim helps the user to understand the hydrodynamic forces on a WEC device,

but does not let one to tabulate the results and hence eliminates the chance of per-

forming post-processing on the resultant forces. This major drawback minimizes the

applicability of WEC-Sim. A CFD based approach helps to eliminate this drawback

and it also gives a better understanding of the forces as it accounts for the turbulent

behavior of incident waves; not simply solving for the Laplace equation.

The diffraction force results from this study completes half of the total hydrody-

namic forces acting on the WEC device. The diffraction study combined with the

radiation study would account for the total hydrodynamic force distribution on the

RM3 model and the addition of these forces would help to assess the performance of

the RM3 device. The pitch forces vary in x-direction and the heave forces vary in the

y-direction. These also account for any mooring force acting on the system as the
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movement of the device is constrained.

4.5 Future Scope

Future scope of this work would be studying the radiation forces from the sphere

oscillating vertically in a still water. Subsequently, each case can be run with dif-

ferent turbulence models and the difference in force estimation for each turbulence

model can be visualized. A water flume with the purpose of testing WEC prototypes

was designed and validated along this thesis [50]. Water flumes promote relatively

inexpensive prototype testing of contemporary designs for WEC devices which would

in turn help moderate faster deployment of WEC devices.

Experimental prototype testing on scaled WEC devices can be performed along

the North Carolina shore using the wave heights and time periods as those in the

simulations are derived from NOAA buoys data. Once the size of the prototype for

experimental testing is determined, using dimensional analysis utilized in this study,

the site characteristics for the testing can be determined; the vice-versa approach is

doable too. As a part of another ongoing project at NADGOD research group, a

wave tank with 0.5 m depth, 3.5 m length and 1 m width is under construction. The

scaled RM3 prototype has the following dimensions: float diameter of 0.0625 m and

thickness of 0.015 m, the spar length of 0.125 m and a diameter of 0.018 m. Wave

heights of 30 mm and a time period of 1 s will be generated. The experimental data

from this test will be pivotal in validating the CFD results from this study.
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