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ABSTRACT

KATHRYN LEIGH SMITH. The use of fractals and non-Foster circuits for
wideband metamaterials and antennas.

(Under the direction of DR. RYAN S. ADAMS)

Implementations of two methods for broadening the performance bandwidth of

resonant electromagnetic structures are presented. The �rst method is the use of

non-Foster loading elements, and the second method is the use of fractal geome-

tries. Non-Foster loading is used in the context of negative permittivity and negative

permeability metamaterials. A capacitively loaded strip unit cell with non-Foster

loading is presented and the e�ects of parasitic resistances in the non-Foster element

are explored, as well as the e�ect of variations in the test �xture. The unit cell is

shown in simulation and measurement to exhibit sub-unity permittivity over a 133%

bandwidth. A split ring resonator unit cell with non-Foster loading is presented next.

The e�ects of parasitic resistance in the non-Foster element and variations in the test

�xture are demonstrated for this unit cell, and the structure is shown in simulation to

exhibit negative permeability over a bandwidth of 100%. Fractal geometries are uti-

lized next, �rst in the context of a negative permittivity metamaterial unit cell, and

then in the context of 3D-printable monopole antennas. The fractal metamaterial unit

cell is shown to exhibit negative permittivity over a bandwidth of 6.4% in a coaxial

test �xture, which is estimated, based on simulations, to correspond to a bandwidth

of 32.9% in free space. Two fractal antennas are presented. The �rst is based on a

branching cube pattern and is shown in simulation to have 181% bandwidth and poor

polarization at high frequencies. The other is based on a branching cone pattern and

shown in simulation and measurement to have 180% bandwidth, and in simulation

to have considerably better polarization than the cubic version.
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CHAPTER 1: INTRODUCTION

The desired behavior of many electromagnetic structures is closely tied to the res-

onant frequency of those structures, which results in a very narrow bandwidth of

performance. This thesis presents three applications of two band-broadening tech-

niques. The �rst utilizes non-Foster circuit elements to achieve broadband perfor-

mance of negative permeability and permittivity metamaterial unit cells, the second

utilizes fractal geometries to achieve broadband performance of a passive negative

permittivity unit cell, and the third utilizes fractal geometries to achieve broadband

performance of a monopole antenna.

1.1 Motivation

The development of broadband electromagnetic metamaterials has been driven by

the potential they hold to provide otherwise unattainable control over electromagnetic

�elds. This control will enable the development of technologies such as magnetic

conductors [1], electrically small antennas [2], perfect �at lenses [3], and invisibility

cloaks [4].

The unique properties of materials having both negative permeability and nega-

tive permittivity were �rst presented by Veselago in 1968 [5]. At the time of his

publication, no double-negative materials were known. Still, Veselago made several

mathematical predictions about the behavior of such materials, such as a reversal

of Snell's law and negative phase velocity. These predictions, and their potential

applications, prompted the research community to begin investigating methods for

achieving negative-index materials. The majority of the progress in this area has been

in the development of electromagnetic metamaterials - materials composed of periodic

arrays of electrically small but super-atomic structures that are used to deliberately
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induce electromagnetic interaction ordinarily determined by the unalterable atomic

properties of matter.

In November 1999, Pendry presented the �rst negative-permeability metamaterial

[6]. This metamaterial was composed of an array of concentric C-shaped conductive

resonators, or split rings, and displayed negative permeability over a narrow band

of frequencies near resonance. The �rst measurement of a double-negative material,

composed of split ring resonators to provide negative permeability and conductive

strips to provide negative permittivity, was presented less than a year later, in May

2000 [7]. However, the frequency range of the negative index behavior was very narrow

(approximately 4.70 GHz to 5.15 GHz, or 9%).

Since the utility of many metamaterial applications, such as cloaking and beam

focusing, would be severely hampered by the naturally narrow bandwidth of these

metamaterials, many researchers have turned their attention to developing methods

for widening the band of operation. One method that has been proposed to achieve

broadband metamaterials is to include non-Foster loading in each unit cell to cancel

the intrinsic reactance of the structure [8]. As will be shown, the result of such load-

ing is to maintain the performance of the unit cell over a band limited only by the

quality of the match between the non-Foster load and the intrinsic impedance of the

unit cell [9]. Another method for achieving broadband performance is the inclusion of

fractal geometries. This allows multiple resonances to appear at various frequencies,

repeating the desired behavior at each resonance and collectively resulting in broad-

band performance. Fractal geometries can also be used to increase the operating

bandwidth of antennas.

The driving force behind broadband antenna development is the increasingly ubi-

quitous use of wireless communication. Thousands of everyday applications, from ra-

dio and cellular communication to bluetooth and wi-�, require antennas to send and

receive information. Every application has an assigned frequency spectrum, within
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which individual signals must �nd frequencies where noise from other nearby users

will not drown the signal. Multiple closely-spaced antennas will con�ict with one

another, as cross-talk between the various systems creates noise and even changes the

antenna radiation patterns. The ability to integrate multiple communication systems

and consolidate to a single antenna resolves these issues, however, it requires that the

single antenna be able to operate over a broad range of frequencies.

1.2 Topic Overview

Chapter 2 of this thesis provides some general background information about meta-

materials, non-Foster loading, and fractals in electromagnetics. Reversal of Snell's law

and opposing phase and group velocity are demonstrated for double-negative mate-

rials through simulation.

Chapter 3 presents research results for non-Foster loading of two unit cell geome-

tries: the capacitively loaded strip and the split ring resonator. The capacitively

loaded strip, or CLS, is a resonant structure �rst suggested by Ziolkowski in [10].

The structure produces a negative electric susceptibility over a very narrow band of

frequencies above resonance. A detailed mathematical analysis of the structure is

given in [10], and a very similar three-dimensional structure is analyzed in [8]. This

chapter will present a simulated CLS unit cell loaded with an ideal negative induc-

tance, to show the wideband response, and also to show that negative permittivity is

tunable by varying the load impedance. A mathematical model for a unit cell loaded

with a non-Foster circuit having parasitic resistances is developed, and calculated,

simulated, and measured results for the unit cell with a non-ideal load are presented.

Portions of this material have been published previously, in [9].

The split ring resonator, or SRR, is a resonant structure �rst suggested by Pendry

in [6] that produces a negative magnetic susceptibility over a very narrow band of

frequencies above resonance. This was the negative permeability structure utilized

in the �rst measurement of a double-negative material, presented in [11]. A detailed
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mathematical analysis of the structure is given in [10] and [12]. To overcome the

bandwidth limitations of this structure, [8] suggests loading the resonator with a non-

Foster circuit designed to nullify the intrinsic reactance of the unit cell. This chapter

will present a simulated split ring resonator unit cell loaded with an ideal negative

capacitance, to show the wideband response, and also to show that the permeability of

the unit cell is tunable by changing the load impedance. A mathematical model for a

unit cell loaded with a non-Foster circuit having parasitic resistances is developed, and

calculated and simulated results for the unit cell with a non-ideal load are presented.

This chapter will also present a novel nearly-hollow coaxial metamaterial test �x-

ture. This �xture and its calibration standards are made up of a set of 3D printable

pieces, which are covered with copper foil to achieve conductivity over the surfaces

of the inner and outer tubes. The speci�c details of the printed pieces are presented,

along with several control measurements, to demonstrate the continuity of measured

and simulated results.

Chapter 4 introduces a novel negative permittivity unit cell that utilizes fractal

methods to achieve broadband performance. Portions of this material have been

published in [13]. One of the most e�ective unit cell geometries to achieve nega-

tive permittivity is the electric disk resonator (EDR) [8]. This structure provides a

large surface to interact with the incident electric �eld, and often exhibits a moderate

frequency range over which an e�ective negative permittivity is attainable. Unfor-

tunately, this structure is not easily manufactured because of its three dimensional

shape. To simplify manufacturing and implementation, this structure may be ap-

proximated with a capacitively loaded strip [10], which is simply a two-dimensional

rendering of the three-dimensional geometry. This 2D structure has been explored

and found to e�ectively induce negative permittivity, although its bandwidth is nar-

rower, and the �eld interaction is weaker, than the three-dimensional version.

To broaden the bandwidth of the CLS structure, [14] proposed a fractal expansion
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of the basic I-shape with additional replicas of this shape that would resonate at

di�erent frequencies. Unfortunately, the proposed fractal structure lacked continuous

bandwidth, instead exhibiting multiple bands over which the desired response was

achieved. In this chapter, the work of [14] and [15] is combined, with modi�cation of

the individual lengths of each part of the geometry, as well as the addition of discrete

capacitively coupled resonators that broaden the bandwidth of this structure.

This chapter also presents a comparison of several results in parallel plate, coaxial,

and rectangular waveguide test environments, and explains in detail the key attributes

of each case. Measurement results for metamaterials located in coaxial and rectan-

gular waveguides are related to parallel plate results via simulation.

Chapter 5 presents a broadband fractal tree monopole antenna. Portions of this

material have been published in [16]. Dipole antennas are widely utilized in commu-

nication applications, because they have excellent cross-polarization and a symmetric

radiation pattern. They radiate over a very narrow band, typically at the frequency

where the length of the antenna is half of the wavelength. However, dipoles typically

require complicated feed structures, such as baluns, to balance the feed to the two

sides of the antenna [17]. Monopole antennas overcome this complication by using a

ground plane to mirror a single radiating element, emulating the behavior of a dipole

without the necessity of feeding two sides. Monopole antennas are attractive alter-

natives to dipoles because of their simple construction and because they are smaller

than dipoles without sacri�cing a dipole's excellent cross-polarization and symmetric

radiation pattern. However, like dipoles, they also are extremely narrowband. The

antennas presented here have a monopole con�guration, but use fractal methods to

improve the bandwidth.

Chapter 6 concludes this document with a summary of presented results for each

of the topics covered in the preceding chapters. Several recommendations for further

lines of inquiry are also presented.



CHAPTER 2: BACKGROUND

2.1 Metamaterials

Relative electric permittivity and magnetic permeability are macroscopic material

parameters that are derived from atomic scale phenomena (the electric and magnetic

moments of atoms). The relative permittivity εr of a given material is modeled as [18]:

εr = 1 + χe (2.1)

where χe is the electric susceptibility, de�ned by the following equation:

~Pe = ε0χe
~Ea. (2.2)

In this equation, ~Pe is the electric dipole moment per unit volume, or polarization, ε0

is the electric permittivity of free space, equal to 8.854 × 10−12 C2

N ·m2 , and ~Ea is the

applied electric �eld. Similarly, the relative permeability is can be modeled by:

µr = 1 + χm (2.3)

where χm is the magnetic susceptibility, de�ned by the following equation:

~M = χm
~Ha (2.4)

where ~M is the magnetic dipole moment per unit volume, or magnetization, and ~Ha

is the applied magnetic �eld [17]. The permeability and permittivity of a normal

material thus depend only on the atomic properties of that material, and cannot be

changed at will. The premise of metamaterial engineering is that the scale of the unit
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that produces ~Pe and ~M need not be atomic - indeed, that the absolute scale of that

unit is irrelevant. Rather, the only limit on the size of the unit cell is relative to the

wavelength of the applied �eld. Engineered �materials� of this sort, constructed of

periodic arrays of electrically small unit cells, are called �metamaterials�.

Maxwell's equations, which govern the behavior of electric and magnetic phenom-

ena, are given below, assuming time harmonic �elds (∼ ejωt).

∇× ~E = −jω ~B (2.5)

∇× ~H = jω ~D + ~J (2.6)

∇ · ~D = ρ (2.7)

∇ · ~B = 0 (2.8)

where ~E is the electric �eld in Volts per meter, ~H is the magnetic �eld in Amperes

per meter, ~J is the electric current density in Amperes per square meter, and ρ is the

electric charge density in Coulombs per square meter. The magnetic �ux density ~B

and electric �ux density ~D are related to the relative permeability and permittivity

through the constitutive relations, which for a non-dispersive medium are given by:

~B = µ0µr
~H (2.9)

and

~D = ε0εr
~E (2.10)

where µ0 is the magnetic permeability of free space, equal to 4π × 10−7 T ·m
A
, and ε0

is the electric permittivity of free space, equal to 8.854× 10−12 C2

N ·m2 [18].

If the values of µr and εr may be either positive or negative, there are four possible

combinations, as shown in Fig. 2.1. Note that both µr and εr may also potentially
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Figure 2.1: The four possible sign combinations of µr and εr.

be complex, which introduces many other possible combinations. For the sake of this

discussion, only the lossless case is considered, where µr and εr are purely real. Quad-

rants I and III of Fig. 2.1 represent materials in which an electromagnetic wave may

propagate, and quadrants II and IV represent materials in which an electromagnetic

wave may not propagate.

To demonstrate this point, consider the case of a plane wave traveling in a lossless

dielectric, with electric �eld given by ~E = E◦e
−jβr ~aE , where E◦ is the amplitude of

the electric �eld, r is the spacial dimension in which the wave is propagating, ~aE is a

unit vector perpendicular to the direction of propagation, pointing in the direction of

electric �eld oscillation, and β is the propagation constant, given by β = ω
√

µrεr/c,
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where c is the speed of light in a vacuum, approximately equal to 3×108 m/s. Clearly,

if both µr and εr have the same sign, as in quadrants I and III of Fig. 2.1, β is a

real number, and ~E represents a propagating wave. However, if either µr or εr is

negative, while the other is positive, as in quadrants II and IV of Fig. 2.1, β is purely

imaginary, and the wave represented by ~E becomes evanescent. No known naturally

occurring materials fall in quadrant III [11].

In 1964, Veselago posited that if a material could be created that had simultan-

eously negative permeability and permittivity, such �double-negative� materials would

have several unique properties, such as a left-handed ~E, ~H, ~k triplet, negative index

of refraction, and phase velocity in the opposite direction of the Poynting vector [5].

The index of refraction of a given material is de�ned by:

n = ±√µrεr (2.11)

where µr and εr are the relative permeability and permittivity of the material. Vese-

lago showed that for a left handed medium, in which both µr and εr are negative

(quadrant III of Fig. 2.1), the negative root of n must be chosen. The time-averaged

pointing Poynting vector, which indicates the direction of power �ow, is given by:

~Sav =
1

2
Re{ ~E × ~H∗} (2.12)

where ~E is the electric �eld vector, and ~H∗ is the complex conjugate of the magnetic

�eld vector. The phase velocity ~vph of a plane wave travelling in a medium is given

by:

~vph =
c

n

~Sav

|~Sav|
(2.13)

where c is the speed of light in a vacuum. The propagation vector ~k is given by:

~k =
ω

|~vph|2
~vph (2.14)
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where ω is the angular frequency, equal to 2π times the frequency in Hz.

It can be seen from these equations that, for a plane wave traveling in a medium,

changing the sign of n will change the direction of phase velocity, but not the direction

of power �ow. This principle is demonstrated in Fig. 2.2. This �gure shows the

magnitude of the electric �eld in a parallel plate waveguide. The waveguide is divided

into three sections. The left-hand and right-hand sections are �lled with a vacuum,

where εr = 1, µr = 1, and n = 1. The middle section is �lled with a material where

εr = −1, µr = −1, and n = −1. The phase of the excitation is varied from 0◦ (top)

to 180◦ (bottom), in steps of 30◦. The wave is excited at the left side of the plot, and

it can be observed in the progression from the top plot to the bottom plot that the

phase moves from left to right (positive phase velocity) in the left-hand and right-

hand sections, but from right to left (negative phase velocity) in the center section.

Power �ow, indicated by the direction of ~Sav, is consistently directed to the right.

Snell's law for refraction of light at an interface between two materials is given by:

sin θi

sin θt

=
n2

n1

(2.15)

or

θt = sin−1

(
n1

n2

sin θi

)
(2.16)

where n1 is the index of refraction in the �rst medium, n2 is the index of refraction

in the second medium, θi is the incident angle, measured between the direction of

propagation in the �rst medium and the normal to the plane of incidence, and θt is

the transmitted angle, measured between the direction of propagation in the second

medium and the normal to the plane of incidence. The direction of propagation is

given by the Poynting vector. By de�nition, positive θt is located on the opposite

side of the normal from the incident wave. There is also a re�ected wave, at angle

θr = θi on the opposite side of the normal from the incident wave. This is visually
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Figure 2.2: E�ect of a chunk of n = −1 material on vph.

depicted in Fig. 2.3, where ~Si, ~Sr, and ~St are the time-averaged Poynting vectors of

the incident wave, the re�ected wave, and the transmitted wave, respectively. The

range of θi is [0
◦, 90◦), because of the way that θi is de�ned. The range of sin(θi),

then, is [0, 1), and the range of θt for n1, n2 > 0 or n1, n2 < 0, is [0◦, 90◦]. In order to

bend light past the normal, into the range θt = [−90◦, 0◦), transmission must be from

a left-handed material (n < 0) into a right-handed material (n > 0), or vice versa.

Figure 2.4 demonstrates this phenomenon. Figure 2.4 (a) shows a plane wave

propagating in a vacuum, where θi = 45◦, incident upon a n = 1 : n = 2 boundary.

The magnitude of ~E is plotted as a color gradient, and the direction of ~Sav is plotted as

a grid of black arrows. Based on (2.16), the transmitted wave should have θt = 20.7◦.
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Figure 2.3: Snell's law diagram for transmission and re�ection of a ray of light at a
dielectric interface.

Though the exact numerical analysis is lacking in the �gure, it is clear that the

direction of propagation in the second medium has bent toward the normal, when

compared to the direction of propagation in the �rst medium. Figure 2.4 (b) shows a

plane wave propagating in a vacuum, where θi = 45◦, incident upon a n = 1 : n = −2

boundary. Again, the magnitude of ~E is plotted as a color gradient and the direction

of ~Sav is plotted as a grid of black arrows. From (2.16), we expect the transmitted

wave to propagate at an angle of θt = −20.7◦, at the same magnitude as the previous

�gure, but on the opposite side of the normal. It is clearly shown in Fig. 2.4 (b)

that transmission from a n > 0 material to a n < 0 material caused the direction of

propagation to bend past the normal, into the θt < 0 region. It is also noted that the

~k vector in the second medium points opposite to propagation, as predicted.

Figure 2.5 shows the behavior of a wave travelling in a vacuum incident upon a

single-negative medium. Figure 2.5 (a) shows a wave with θi = 45◦ incident upon a

medium with µr = −2, εr = 2, so that n = −j2. Figure 2.5 (b) shows a wave with

θi = 45◦ incident upon a medium with µr = 2, εr = −2, so that n = −j2. These are

quadrant II and quadrant IV materials, which do not support wave propagation. As
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(a)

(b)

Figure 2.4: (a) A plane wave incident upon a n = 1 : 2 boundary. (b) A plane wave
incident upon a n = 1 : −2 boundary. The time-averaged Poynting vector is given by
the grid of small black arrows

shown, in both cases the wave quickly decays upon incidence with the imaginary-index

material, and ultimately re�ects back into the �rst medium, creating the interference

pattern shown.

Double-negative materials are shown to enable heretofore impossible manipulation
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(a)

(b)

Figure 2.5: (a) A plane wave incident upon a n = 1 : j2 boundary, where µr = −2
and εr = 2 (Quadrant II). (b) A plane wave incident upon a n = 1 : j2 boundary,
where µr = 2 and εr = −2 (Quadrant IV).

of electromagnetic �elds. Many practical applications for such materials have been

proposed, such as perfect �at lenses [3], electromagnetic cloaking [19], and wideband
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arti�cial magnetic conductors [1], as well as more speculative applications, such as

time reversal [20] and history editing [21].

Since no known double-negative materials exist in nature to allow realization of

these propositions, the development of metamaterials to achieve negative permittivity

and negative permeability has become a topic of extensive research. Several resonant

structures have been proposed that exhibit negative parameters. One such struc-

ture is the split ring resonator, which exhibits negative permeability at frequencies

slightly above resonance [6]. Another is the capacitively loaded strip, which exhibits

negative permittivity at frequencies slightly above resonance [10]. A double-negative

metamaterial was �rst measured in 2000, using SRRs and copper wire strips [7].

2.2 Non-Foster Loading of Metamaterials

Because the desired behavior of the structures being used to achieve negative per-

meability and permittivity is so closely tied to the resonance of the intrinsic capac-

itance and inductance of the structure, it naturally occurs over a tightly limited

frequency band. It is desireable for many applications to �nd means of broadening

the band of performance.

Foster's reactance theorem states that the reactance of any passive, lossless network

composed solely of inductors and capacitors strictly increases with frequency [22]. A

non-Foster element such as a negative capacitor or negative inductor is an active

circuit that provides a port across which reactance decreases with frequency. Such a

circuit operates by inverting the impedance of a loading element, and is characterized

as a negative capacitor or a negative inductor, depending on the nature of the loading

element [23].

In theory, non-Foster circuits lend themselves quite naturally to the problem of cre-

ating broadband metamaterials. By inserting negative inductance and capacitance

into a metamaterial structure, the intrinsic reactance of that structure may be mini-

mized across a wide band, rather than solely at the natural resonance [8]. Thus, the
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desired behavior can be achieved across a frequency band that is limited only by the

quality of the match between the natural impedance of the metamaterial structure

and the non-Foster load impedance. In practice, the appropriate non-Foster values

are often di�cult to ascertain, and the non-Foster circuits themselves are prone to

instability and variation over frequency. Such circuits also inevitably possess parasitic

resistance, which further limits the bandwidth of the desired performance [9, 24�26].

2.3 Fractal Metamaterials and Antennas

Another method that has been proposed for creating broadband metamaterials is

to utilize the self-similarity of fractals. A fractal is a shape that is formed of an

in�nite succession of progressively smaller iterations of some geometric motif. The

word �fractal� was coined by Mandelbrot, from the Latin fractus, meaning �broken�.

However, the existence of in�nitely jagged, non-di�erentiable geometries in nature

had been noted decades earlier by Jean Perrin, who found such geometries in the

path of particles undergoing Brownian motion [27], and by Lewis Fry Richardson,

who found that the measured length of a coastline depends on the length of the unit

with which it is measured [28].

Fractals also occur quite often in plant growth patterns. For example, Fig. 2.6

shows a head of Romanesco broccoli, which exhibits fractal behavior in the repetition

of the vaguely conical shape of the broccoli head in smaller conical elements repeated

in a spiral around the head. Each of these conical elements are likewise composed of a

spiral of conical components that are smaller yet. Figure 2.7 shows a fern frond, which

exhibits similar repetition of the overall shape of the structure at several increasingly

minuscule scales.

Several mathematical algorithms have been proposed to generate various numer-

ical fractals, such as the Koch [31], Sierpinski [32] and Mandelbrot [27] fractals. A

true mathematical fractal has an in�nite number of iterations, and is in�nitely long,

though it �ts in a bounded space. This space-�lling property of fractal geometries
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Figure 2.6: A head of Romanesco broccoli [29].

Figure 2.7: A fern frond [30].

has often been utilized in electromagnetics to miniaturize resonant structures, both

metamaterials and antennas. The property of self-similarity is also useful, since it

allows currents to set up in the entirety of the structure (at low frequencies) or in

part of the structure (at high frequencies) while maintaining similar radiation and

resonant properties. This property is demonstrated quite clearly in [33], using a Sier-

pinski monopole antenna. These multiple resonant bands may be engineered to occur

at closely spaced frequencies. The desired behavior, being repeated at each reso-
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nance, is thus maintained across the band. This property is exploited in [14, 34, 35],

among others, to achieve wideband and multiband performance in metamaterials.

Fractal geometries are also exploited to miniaturize or improve the bandwidth of loop

antennas [36], monopole antennas [37�39], and dipole antennas [40].



CHAPTER 3: NON-FOSTER LOADED METAMATERIALS

The development of wideband metamaterials has been driven by the potential they

hold to provide otherwise unattainable control over electromagnetic �elds. This con-

trol will enable the development of technologies such as wideband magnetic conduc-

tors [1], electrically small antennas [2], perfect �at lenses [3], and invisibility cloaks [4].

One method that has been proposed to achieve wideband performance is the inclusion

of fractal geometries, to provide resonance at several closely related frequencies [41].

Another is to use non-Foster loading to cancel the intrinsic reactance of the unit

cell [8], which is the method explored in this chapter. As will be shown, the result of

such loading is to maintain the performance of the unit cell over a band limited only

by the quality of the match between the non-Foster load and the intrinsic impedance

of the unit cell [9]. Two unit cell geometries are explored: the capacitively loaded

strip and the split ring resonator.

The CLS is a resonant structure �rst suggested by Ziolkowski in [10]. The structure

produces a negative electric susceptibility over a very narrow band of frequencies

above resonance. A detailed mathematical analysis of the structure is given in [10],

and a very similar three-dimensional structure is analyzed in [8]. To overcome the

bandwidth limitations of the structure, [8] suggests loading the CLS with a non-Foster

circuit designed to cancel the intrinsic reactance of the unit cell. This chapter will

present a simulated capacitively loaded strip unit cell loaded with an ideal negative

capacitance, to show the wideband response, and also to show that the negative

permittivity is tunable by varying the load impedance. A mathematical model for a

unit cell loaded with a non-Foster circuit having parasitic resistances is developed,

and calculated, simulated, and measured results for the unit cell with a non-ideal load
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are presented. Portions of this material have been published previously, in [9].

The SRR is a resonant structure �rst suggested by Pendry in [6] that produces a

negative magnetic susceptibility over a very narrow band of frequencies above reso-

nance. This was the negative permeability structure utilized in the �rst measurement

of a double-negative material, presented in [11]. A detailed mathematical analysis

of the structure is given in [10] and [12]. To overcome the bandwidth limitations of

this structure, [8] suggests loading the resonator with a non-Foster circuit designed to

nullify the intrinsic reactance of the unit cell. This chapter will present a simulated

split ring resonator unit cell loaded with an ideal negative inductance, to show the

wideband response, and also to show that the permeability of the unit cell is tun-

able by changing the load impedance. A mathematical model for a unit cell loaded

with a non-Foster circuit having parasitic resistances is developed, and calculated and

simulated results for the unit cell with a non-ideal load are presented.

3.1 Metamaterial Parameter Extraction Methods

In [42], a method for extracting relative permeability and permittivity from mea-

sured S-parameters is presented. This method assumes that the material under inves-

tigation (MUI) is embedded in free space having characteristic impedance 377 Ω, but

is easily adjustable for various embedding materials, as long as their characteristic

impedance is known. Once the S-parameters are obtained, this extraction method is

as follows. First, the characteristic impedance of the MUI is obtained by:

ηs = ±η◦

√
(S11 + 1)2 − S2

21

(S11 − 1)2 − S2
21

(3.1)

where η0 is the characteristic impedance of free space. It is noted in [42] that the

choice of the positive or negative root of ηs will change several intermediate values,

but will not a�ect the �nal values of extracted permeability and permittivity. If the
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positive root of ηs is chosen, the transmission term is given by:

e−jksd =
S21(ηs + η◦)

(ηs + η◦)− S11(ηs − η◦)
(3.2)

where ks is the wavenumber in the MUI, and d is the thickness of the MUI in the

direction of propagation, in meters. The wavenumber is obtained from (3.2) by:

ks =
j

d
ln(e−jksd) (3.3)

where `ln' denotes the complex natural logarithm. Because of the periodic nature

of the complex exponential, (3.3) does not result in a single solution for ks. All the

possible values of ks are given by:

ks =
j

d

[
<e{ln

(
e−jksd

)
}+ j

(
=m{ln

(
e−jksd

)
}+ 2pπ

)]
(3.4)

where p is an integer. Note that the �rst term in the right hand side of (3.4) cor-

responds to the imaginary part of ks, and is unambiguous. This is because, unlike

phase, loss can be measured absolutely. The value of p in the second term must be

zero at low frequencies (ksd ≈ 0), and as frequency increases p must be chosen to

enforce continuity of relative permeability and permittivity over frequency. Finally,

the permeability and permittivity of the MUI are given by:

µs =
ksηs

ω
(3.5)

and

εs =
ks

ωηs

(3.6)

where ω is the frequency of the wave, in radians per second. It should be noted that

the relative permeability and permittivity are obtained from µr = µs

µ◦
and εr = εs

ε◦
.
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A second extraction method is presented in [43]. This method follows a very similar

procedure, except that the material is assumed to be causal, and the Kramers-Kronig

relations are used to calculate the ambiguous real part of ks from the unambiguous

imaginary part. This paper was accompanied by a published script that automated

the extraction process for comma separated S-parameter data �les. This script forced

the imaginary parts of permeability and permittivity to be positive for passive mate-

rials. In this document, a modi�ed version of that script is used, where the imaginary

parts of permeability and permittivity are negative for passive materials.

3.2 Validation of Measurement Fixture

All the measurements presented in this chapter are made using a measurement

�xture consisting of a coaxial line section with a length of 76.2 mm, an outer radius of

57.5 mm, an inner radius of 28 mm, and a characteristic impedance of approximately

52 Ω. The outer conductor is supported by a 1 mm thick pipe of ABS plastic. This

coaxial line section also includes tapering sections of 77.1 mm in length on either end,

transitioning from N-type connectors, but these are mathematically eliminated from

the measured results using TRL calibration.

Unless otherwise noted, all extractions performed in this chapter are according to

the method described in [43], modi�ed so that negative imaginary parts indicate loss.

The characteristic impedance of the embedding material was also adjusted for the

measurement cases, using the measured phase of S21 for an empty �xture and the

assumption that the permeability of the empty �xture was equal to one.

The �xture and calibration pieces were fabricated of ABS plastic using a Makerbot

Replicator 2X, and copper foil was used to achieve conductivity over the surfaces of

the inner and outer conductors. Detailed diagrams of the measurement �xture and

its calibration pieces are presented in Appendix A.
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(a) (b)

Figure 3.1: (a) Simulation results from HFSS for an empty test �xture. (b) Measured
results for an empty test �xture.

3.2.1 Control Measurement 1: Empty Fixture

Since this �xture constitutes a new measurement methodology, it is appropriate

to �rst present a few control measurements, to validate the subsequent results. The

�rst such measurement is of the empty measurement �xture. This measurement is

expected to have relative permeability equal to one, since the �xture is almost entirely

empty.

The extracted relative permeability and permittivity for an HFSS simulation of the

empty �xture is shown in Fig. 3.1 (a). Here, and throughout this chapter, the real

and imaginary parts of permittivity and real and imaginary parts of permeability are

shown in solid red, dashed blue, dotted magenta, and dash-dotted green, respectively.

This simulation shows an extracted relative permittivity of 1.01 + j0.00, and an

extracted relative permeability of 1.01+j0.00 across the band. The extracted relative

permeability and permittivity from the measurement of the empty �xture is shown in

Fig. 3.1 (b). This extraction shows relative permittivity of approximately 1.06+j0.00

and relative permeability of approximately 0.99+j0.00 across the band, though there

is some visible noise at the low end of the frequency spectrum. The slight di�erence

between the simulated and extracted values of permittivity is probably due to the
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(a) (b)

Figure 3.2: (a) Relative permeability and permittivity for the HFSS simulation of the
metal rectangle on an FR-4 substrate. (b) Relative permeability and permittivity for
the measurement of the metal rectangle on an FR-4 substrate.

ABS plastic of the support material having a slightly higher dielectric constant than

was used in simulation.

3.2.2 Control Measurement 2: Metal Rectangle

The second control measurement is of a copper rectangle having a thickness of

0.035 mm, a length of 70 mm, and a width of 22 mm, on an FR-4 substrate with

dimensions 76.2 mm × 32 mm × 0.79 mm. Figure 3.2 (a) shows the extracted

values for this simulation in HFSS. As shown, the simulated relative permittivity is

1.11 + j0.00 across the band, and the simulated relative permeability is 0.97 + j0.00.

Figure 3.2 (b) shows the extracted values for the measurement of the metal sheet.

As shown, the measured relative permittivity is approximately 1.18 + j0.00, and the

measured relative permeability is approximately 0.96 + j0.00.

3.2.3 Control Measurement 3: Passive CLS

The third control measurement is of the CLS unit cell that will be discussed in

Section 3.3, having a passive load of 820 nH in series with 80.6 Ω located at the

end of the extending traces. The left-hand graphs of Figure 3.3 show the parameters

extracted using the method described in [43], and the right-hand graphs show the
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(a)

(b)

(c)

Figure 3.3: Extracted parameters for the CLS with a load of 820 nH in series with
80.6 Ω, obtained from (a) simulation in ADS, using CLS S-parameters from HFSS.
(b) simulation purely in HFSS. (c) measurement in the �xture. The left-side �gures
are extracted using [43], and the right-side �gures are extracted using [42].
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parameters extracted using the method described in [42]. Figure 3.3 (a) shows the

extracted values for a simulation conducted in ADS, using 4-port parameters from

HFSS for the CLS. This simulation shows a small rise in the real part of permittivity,

followed by a small dip. These �uctuations in the real part of permittivity are ac-

companied by a dip in the imaginary part of permittivity. The maximum real part of

permittivity is 1.24 at 94 MHz, and the minimum is 0.99 at 110 MHz. The minimum

of the imaginary part of permittivity is -0.26 at 102 MHz. The extracted value of

permeability is approximately 1.01 + j0.00 across the band.

This same structure was simulated entirely in HFSS, using lumped element RLC

boundaries on two series sheets at the ends of the protruding traces. The results from

this simulation, using a modi�ed version of the extraction method presented in [43],

are shown in Fig. 3.3 (b). As in the ADS simulation, the HFSS simulation shows

a small rise then dip in the real part of permittivity, accompanied by a dip in the

imaginary part of permittivity. The maximum value of the real part of permittivity in

the HFSS simulation is 1.22 at 94 MHz, and the minimum value is 0.99 at 110 MHz.

The imaginary part of permittivity has a minimum at 102 MHz of -0.23. The extracted

permeability is approximately 1.01 + j0.00 across the band. These values are almost

identical to those resulting from the ADS simulation.

This structure was measured in the �xture, and Figure 3.3 (c) shows the result-

ing values of permeability and permittivity. As in the simulations, the real part of

permittivity shows a local maximum followed by a local minimum, while the imagi-

nary part of permittivity shows loss. The maximum measured value of permittivity

is 1.22 at 90 MHz, and the minimum is 1.03 at 100 MHz. The minimum value of

the imaginary part of permittivity is -0.20 at 96 MHz. The extracted permeability is

approximately 0.99 + j0.00 across the band.



27

(a)

(b)

(c)

Figure 3.4: Extracted parameters for the SRR with a load of 18 pF in parallel with
301 Ω, obtained from (a) simulation in ADS, using SRR S-parameters from HFSS.
(b) simulation purely in HFSS. (c) measurement in the �xture. The left-side �gures
are extracted using [43], and the right-side �gures are extracted using [42].
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3.2.4 Control Measurement 4: Passive SRR

The fourth control measurement is of the single split ring resonator that will be

discussed in Section 3.6, loaded with a passive 20 pF capacitor in parallel with a

300 Ω resistor. Figure 3.4 (a) shows the extracted values for a simulation conducted

in ADS, using 4-port parameters from HFSS for the ring. This simulation shows a

small rise and then dip in the real part of permeability, accompanied by a dip in the

imaginary part of permeability. The maximum real part of permeability is 1.04, and

occurs at 74 MHz. The minimum real part of permeability is 0.95, and occurs at

104 MHz. The minimum of the imaginary part of permeability is -0.084, at 89 MHz.

The permittivity is approximately 1.12 + j0.00 across the band.

This same structure was also simulated entirely in HFSS, using a lumped RLC

boundary on a sheet at the ends of the two protruding traces. The results from this

simulation are shown in Fig. 3.4 (b). As in Fig. 3.4 (a), this �gure shows a small rise

in the real part of permeability, followed by a small dip. This behavior is accompanied

by a dip in the imaginary part of permeability. The maximum value of the real part

of permeability is 1.05, and occurs at 85 MHz. The minimum value of the real part of

permeability is 0.93, and occurs at 115 MHz. The minimum value of the imaginary

part of permeability is -0.11, and occurs at 100 MHz. The extracted permittivity is

approximately 1.12 + j0.00 across the band.

Finally, this structure was measured in the �xture. These results are shown in

Fig. 3.4 (c). As in simulation, the real part of permeability demonstrates a slight rise,

followed by a small dip. The imaginary part of permeability displays a dip in the same

frequency region. The maximum measured value of permeability is 1.03, at 73 MHz.

The minimum real part of permeability is 0.93, at 93 MHz. The minimum value of

the imaginary part of permeability is -0.10, at 84 MHz. The measured permittivity

is approximately 1.18 + j0.00 across the band.

These control measurements show very good correlation between measured and
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simulated results, as well as between parameters obtained through application of two

di�erent extraction techniques.

3.3 I-shaped Resonator Theory

The I-shaped metamaterial unit cell presented in this section is based on the CLS

presented in [10]. The CLS is formed of copper traces with a thickness of 0.035 mm

and a width of 1 mm on a 76.2 mm × 32 mm × 0.79 mm FR-4 substrate. The

length of the metal arms of the CLS is 70 mm, and the separation between the arms

is 20 mm, as shown in Fig. 3.5. The CLS also has two traces that extend away from

the structure itself, to provide support for an external circuit, such as a non-Foster

or other load.

A CLS unit cell may be modeled as a very small electric dipole with capacitance Cd

and length `d loaded with inductance Ld, in an e�ective volume Vd, with narrowband

negative electric susceptibility given by:

χe =
`2
d/ (ε◦Vd)

s (sLd + 1/ (sCd))
=

(Cd`
2
d) / (ε◦Vd)

1 + s2LdCd

, (3.7)

Figure 3.5: The dimensions of the CLS unit cell on a 1/32 slab of FR-4. All traces
have a width of 1 mm.
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where s is the Laplace s = jω and ε◦ = 8.85×10−12 F/m is the permittivity of free

space [10]. By replacing the inductive post in the CLS with capacitance Cp having

both a series parasitic resistance Rs and a parallel parasitic resistance Rp, as shown

in Fig. 3.6, the result of (3.7) becomes

χe =
`2
dCd (s (Rs + Rp) Cp + 1) / (ε◦Vd)

s2RsRpCdCp + s (Rp(Cp + Cd) + RsCp) + 1
. (3.8)

For Rp = ∞ and Rs = 0 the result in (3.8) becomes independent of frequency at low

frequencies and can be approximated as

χe ≈
`2
d

ε◦Vd

CpCd

Cp + Cd

, (3.9)

where (3.9) has the same wideband form as the result in [8] for a similar unit cell.

Note that χe can become a relatively large negative value when Cp < 0, Cp + Cd > 0,

and |Cp + Cd| << |CdCp|.

As demonstrated in (3.8) and (3.9), the theoretical e�ective electric susceptibility

χe and e�ective relative permittivity εr = 1 + χe of the non-Foster loaded CLS unit

cell is bandlimited by the parasitic resistances Rp and Rs that lead to the quadratic in

Figure 3.6: The non-Foster capacitance with parasitic series and parallel resistance.
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Figure 3.7: Theoretical relative permittivity for the case where Rs = −133 Ω, Rp =
220 kΩ, Cd = 2.7 pF, Cp = −2.4 pF, ld = 0.02 m, and Vd = 4.24× 10−4 m3.

the denominator of (3.8). The real and imaginary parts of εr = 1+χe calculated from

(3.8) for the case where Rs = −133 Ω, Rp = 220 kΩ, Cd = 2.7 pF, Cp = −2.4 pF,

ld = 0.02 m, and Vd = 4.24 × 10−4 m3 are shown in Fig. 3.7. The real part of εr

is shown to be sub-unity over a band from 2 MHz to approximately 300 MHz, a

bandwidth of 196%. The minimum value of permittivity occurs at 12 MHz, where

εr = −1.288 − j0.0219. Loss, indicated by the negative imaginary part of εr, is

observed from approximately 0 MHz to 12 MHz. Gain, indicated by the positive

imaginary part of εr, is observed from approximately 12 MHz to 300 MHz. This is

understandable, given that the parallel parasitic resistance, which dominates at low

frequencies, is positive and absorbs power, while the series parasitic resistance, which

is negative, dominates at high frequencies and injects power (see Fig. 3.6).

For contrast, Fig. 3.8 shows the real and imaginary parts of εr calculated from

(3.8) for the case where Rs = 0 Ω, Rp = 220 GΩ, Cd = 2.7 pF, Cp = −2.4 pF,

ld = 0.02 m, and Vd = 4.24 × 10−4 m3. As shown, this eliminates the e�ects of the
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Figure 3.8: Theoretical relative permittivity for the case where Rs = 0 Ω, Rp =
220 GΩ, Cd = 2.7 pF, Cp = −2.4 pF, ld = 0.02 m, and Vd = 4.24× 10−4 m3.

parasitics (except at very low frequencies, where the impedance of Cp begins to have

the same scale as Rp), and results in wideband negative permittivity. Across the

entire band of interest, the permittivity is given by εr ≈ −1.300 + j0.00. It must be

noted that this calculation assumes that in the presence of non-Foster loading the

intrinsic impedance of the CLS can be perfectly modeled as a single capacitor, which,

while a good approximation at low frequencies, is not entirely accurate.

3.4 Simulation of I-shaped Resonator

The CLS unit cell was �rst simulated in a parallel plate waveguide, using Ansys

HFSS software. Figure 3.9 shows the simulation con�guration. The waveguide is

formed of a box with a width of 165.3 mm and a height of 33.7 mm. The two sides

normal to ~z were de�ned as PEC; the two sides normal to ~y were de�ned as PMC,

and the two sides normal to ~x were de�ned as waveports. The two lines extending

from the main body of the CLS protruded from the top side of the waveguide into a
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vacuum box with radiation boundaries, and an ideal non-Foster negative capacitance

was positioned at their end, with the current line de�ned from one trace to the other.

Figure 3.10 (a) shows the extracted values of permeability and permittivity for the

CLS unit cell with an ideal lumped capacitor load of -2.8 pF. As shown, this results

in a high dielectric constant (∼3) at low frequencies. From (3.9), this corresponds

to expected behavior for values of |Cp| slightly larger than Cd. This simulation also

exhibits negative permittivity from 155 MHz to 220 MHz. The minimum value of

εr is −1.654 − j2.535 at 170 MHz. Figure 3.10 (b) shows the result for an ideal

lumped capacitor load of -2.7 pF. This simulation shows negative εr from 10 MHz to

170 MHz, and sub-unity permittivity across the range of the simulation. From 10 MHz

to 120 MHz, the real part of εr is approximately �at, with an average value of ap-

proximately -1.25, which topologically matches the behavior shown in Fig. 3.8. This

indicates that the intrinsic capacitance Cd of this CLS is most likely approximately

equal but slightly greater than 2.7 pF. Figure 3.10 (c) shows the extracted values for

an ideal lumped capacitor load of -2.5 pF. This graph shows εr sub-unity across the

simulated band, from 10 MHz to 300 MHz, but never negative. The minimum value

of εr exhibited by this simulation is 0.5859− j0.0647 at 50 MHz. Comparison of this

graph with (3.9) leads to the conclusion that, in this case, Cp + Cd is a positive value

Figure 3.9: HFSS model of a CLS unit cell in a parallel plate waveguide.
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(a) -2.8 pF (b) -2.7 pF

(c) -2.5 pF

Figure 3.10: HFSS simulation results for the CLS in a parallel plate waveguide loaded
with (a) an ideal -2.8 pF capacitor. (b) an ideal -2.7 pF capacitor. (c) an ideal -2.5 pF
capacitor.

only slightly smaller than |CpCd|, which results in a small negative value of χe, and

thus to a weak response. These three simulations show that the value of εr can be

tuned by changing the value of the non-Foster loading capacitance.

Next, the CLS was simulated in the same parallel plate waveguide with non-ideal

non-Foster loading. The value of Rs is set to −133 Ω, and the value of Rp is set

to 220 kΩ. Figure 3.11 (a) shows the extracted permeability and permittivity for a

load capacitance of -2.5 pF. The low-frequency dielectric constant of ∼ 2.5 indicates

that the value of Cp + Cd is negative. Figure 3.11 (b) shows the extracted results for

a load capacitance of -2.4 pF. As shown, the real part of permittivity is sub-unity
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from 5 MHz to 38 MHz, corresponding to a bandwidth of 153%. The minimum

value of εr is −1.784 + j0.5646, at 18 MHz. As predicted, loss is observed at low

frequencies, from 5 MHz to 18 MHz, and gain is observed at higher frequencies,

from 18 MHz to 300 MHz. Figure 3.11 (c) shows the extracted results for a load

capacitance of -2.3 pF. This simulation exhibits sub-unity permittivity from 5 MHz

to 70 MHz, which is a bandwidth of 173%. It is interesting to note that, though

weaker, this is a wider reponse than is seen in Fig. 3.11 (b). The minimum value of εr

is 0.3280+j0.08655, at 20 MHz. Loss is observed from 10 MHz to 18 MHz, and gain is

(a) -2.5 pF (b) -2.4 pF

(c) -2.3 pF

Figure 3.11: HFSS simulation results for the CLS in a parallel plate waveguide, loaded
with (a) a non-ideal -2.5 pF load, where Rs = −133 Ω and Rp = 220 kΩ. (b) a non-
ideal -2.4 pF load, where Rs = −133 Ω and Rp = 220 kΩ. (c) a non-ideal -2.3 pF
load, where Rs = −133 Ω and Rp = 220 kΩ.
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Figure 3.12: The CLS unit cell in a coaxial line section.

observed from 18 MHz to 300 MHz. Comparing the results of Fig. 3.11 to the results

of Fig. 3.10, the band-limiting property of the added parasitic resistance is clearly

demonstrated. It is also interesting to note that the addition of parasitic resistance

shifted the value of negative capacitance needed to achieve the optimal result from

∼ −2.7 pF to ∼ −2.4 pF. Up to this point in the discussion, all simulations and

calculations have been conducted using a parallel plate waveguide. However, the

structure was measured in the 3D printed coaxial �xture discussed in Section 3.2.

The di�erences between parallel plate and coaxial test environments are expounded

upon in detail in Chapter 4. Two traces, with a 1 mm separation, protruded through

a hole in the coax shield, providing access to the metamaterial from outside, as shown

in Fig. 3.12.

A structure having this geometry was simulated in HFSS, using non-ideal loading

with Rs = −133 Ω and Rp = 220 kΩ. The resulting extracted permeability and

permittivity are shown in Fig. 3.13. Figure 3.13 (a) shows the extracted values for a

load capacitance of -2.4 pF. The low-frequency dielectric constant of ∼2.2 indicates
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(a) -2.4 pF (b) -2.3 pF

(c) -2.2 pF

Figure 3.13: HFSS simulation results for the CLS in a coaxial waveguide, loaded with
(a) a non-ideal -2.4 pF load, where Rs = −133 Ω and Rp = 220 kΩ. (b) a non-ideal
-2.3 pF load, where Rs = −133 Ω and Rp = 220 kΩ. (c) a non-ideal -2.2 pF load,
where Rs = −133 Ω and Rp = 220 kΩ.

that in this case |Cp| is greater than Cd. Figure 3.13 (b) shows the extracted values

for a load capacitance of -2.3 pF. This simulation shows sub-unity εr over a range of

4 MHz to 46 MHz, a bandwidth of 168%. The minimum value of εr occurs at 18 MHz,

where εr = −0.2973 + j0.151. Loss is observed from 1 MHz to 18 MHz, and gain

is observed from 18 MHz to 300 MHz. Figure 3.13 (c) shows the extracted values

for a load capacitance of -2.2 pF. Sub-unity εr is shown from 3 MHz to 73 MHz, a

bandwidth of 184%, with a minimum of εr = 0.5685 + j0.0496 at 20 MHz. Loss is

observed from 1 MHz to 18 MHz, and gain is observed from 18 MHz to 300 MHz.
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Figure 3.14: Schematic for Linvill negative capacitance circuit [23] with four-port
parameters from HFSS

Figure 3.15: Transistor-level simulation results from Keysight ADS, using the Linvill
circuit of Fig. 3.14.

A Linvill negative capacitor, shown in Fig. 3.14, was designed and simulated in

the Keysight ADS simulator, and is shown in simulation to have the Rs = −133 Ω

Rp = 220 kΩ, and Cp = 2.4 pF [23].
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Figure 3.16: Measurement �xture with non-Foster circuit protruding from the slot

The unit cell without non-Foster loading in the coaxial line section was simulated

once more in Ansys HFSS, this time with lumped ports de�ned at either end of the

coaxial line, and also at the ends of each of the two traces that protruded through

the coax shield, as shown in Fig. 3.12.

The four-port parameters from the HFSS simulation were imported into ADS, and

the negative capacitor is connected between ports 3 and 4, as shown in Fig. 3.14. The

resulting S-parameters between ports 1 and 2 were used with the extraction method

presented in [42] to obtain the e�ective permeability and permittivity values of the

unit cell. These simulation results are shown in Fig. 3.15. In this �gure, the real

part of permittivity is sub-unity from 5 MHz to 33 MHz. The minimum value of

permittivity is observed at 14 MHz, where εr = 0.412− j0.012. Loss is observed from

5 MHz to 14 MHz, and gain is observed from 14 MHz to 300 MHz.

3.5 Measurement of I-shaped Resonator

The CLS unit cell was milled out on 1/64� FR-4 epoxy, and the non-Foster circuit of

Fig. 3.14 was built at the end of it, using a variable capacitor to enable tuning of the

non-Foster load during measurement. Figure 3.16 shows the �nished measurement

�xture, with the non-Foster circuit protruding from the slot, and Fig. 3.17 shows

the milled out CLS, with the non-Foster circuit. The measured permittivity and

permeability of the unit cell are presented in Fig. 3.18 (a), using the same color
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Figure 3.17: Milled CLS on FR-4, and non-Foster circuit

scheme as presented previously. This extraction was performed using the method

described in [43], modi�ed as noted earlier. Measured permittivity is shown to be

sub-unity from 5 MHz to 25 MHz, corresponding to a 5:1 bandwidth, or 133%. The

minimum value of permittivity occurs at 13.5 MHz, where εr = 0.533− j0.019. Loss

is observed from 15 MHz to 18 MHz, and gain is observed from 18 MHz to 135 MHz.

These measured results of show remarkable agreement with the simulation results of

Fig. 3.15. Both Fig. 3.15 and Fig. 3.18 (a) also compare well, in both bandwidth and

topological behavior over frequency, to the theoretical results of Fig. 3.7, although

there appears to be an o�set bias in measured dielectric constant relative to theory.

The elevated high-frequency dielectric constant of ∼1.25 in Fig. 3.15 and Fig. 3.18

(a), is most likely due to FR-4 and ABS loading e�ects not included in the theoretical

results of Fig. 3.7.

To demonstrate the tunability of the permittivity, Fig. 3.18 (b) shows the e�ect of

a slight decrease in the magnitude of the negative capacitor. This �gure shows the

real part of permittivity to be sub-unity from 10 MHz to 41 MHz, with a minimum
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permittivity of εr = 0.925 + j0.046 at 19.5 MHz. Loss is shown from 1.5 MHz to

16.5 MHz, and gain is shown from 16.5 MHz to 141 MHz. It would not have been

practical to disassemble the unit to measure the impedance of the negative capacitor

directly, but it can be qualitatively observed from Fig. 3.18 (b) that decreasing the

magnitude of the negative capacitance decreases the negativity of εr, as predicted by

(3.8). Similarly, Fig. 3.18 (c) shows the e�ect of a slight increase in the magnitude

of the negative capacitor. This graph shows sub-unity permittivity from 7.5 MHz

to 19.5 MHz, with a minimum permittivity of εr = 0.062 + j0.069, at a frequency

of 12 MHz. Loss is observed from 1.5 MHz to 12 MHz, and gain is observed from

12 MHz to 120 MHz. Again, it can be qualitatively observed that, as predicted by

(3.8), increasing the magnitude of the negative capacitance increases the negativity

of εr.

This constitutes the �rst measurement of a non-Foster loaded wideband negative

permittivity structure where the metamaterial is not electrically connected to the test

�xture, emulating the free space condition. The fact that the measured response of the

single unit cell is sub-unity, rather than actually negative, is likely due to averaging

of the local negative response of the CLS over the entire volume of the length of coax

in which it resides. This phenomenon is demonstrated in a general sense in Chapter

4, Fig. 4.18. For a more speci�c demonstration, �ve CLS unit cells were placed in the

same length of coax, at intervals of 72◦ around the x-axis, as shown in Fig. 3.19. Each

unit cell was loaded with −2.2 pF, having series resistance of −133 Ω and parallel

resistance 220 kΩ. This is the same loading that was used to produce the results

in Fig. 3.13 (c), where the coax contained only a single CLS unit cell. Figure 3.20

shows the extracted values of permeability and permittivity for the case with �ve CLS

unit cells. This �gure shows a minimum value of permittivity at 20 MHz, just as in

Fig. 3.13 (c), but this time the minimum value is εr = −1.166 + j0.263, rather than

εr = 0.5685 + j0.0496. The permittivity in this simulation is negative from 7 MHz to
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(a) (b)

(c)

Figure 3.18: (a) Measured results for a prototype showing extracted results for the
non-Foster loaded unit cell of Fig. 3.12. (b) Extracted results for measurement of the
CLS loaded with slightly less negative capacitance than in (a). (c) Extracted results
for measurement of the CLS loaded with slightly more negative capacitance than in
(a).

39 MHz, a bandwidth of 139%.

Many of the applications of negative permittivity metamaterials require that they

be paired with negative permeability structures to produce a composite double-

negative medium. Therefore, the next section in this chapter will focus on developing

a wideband negative permeability structure to compliment the measured negative

permittivity CLS.
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Figure 3.19: Five CLS unit cells, each loaded with -2.2 pF having series resistance
of −133 Ω and parallel resistance 220 kΩ, arranged around the x-axis at intervals of
72◦.

Figure 3.20: Extracted permeability and permittivity for case of �ve CLS unit cells,
each loaded with -2.2 pF having series resistance of −133 Ω and parallel resistance
220 kΩ.

3.6 Split Ring Resonator Theory

The rectangular ring unit cell presented in this section is based on the SRR pre-

sented in [6]. The SRR is formed of copper traces with a thickness of 0.035 mm and
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Figure 3.21: The dimensions of the SRR unit cell. All traces have a width of 1 mm.

a width of 1 mm on a 76.2 mm × 32 mm × 0.79 mm FR-4 substrate. The length of

the rectangular ring is 70 mm, and the inside width is 20 mm, as shown in Fig. 3.21.

The SRR has a gap of 1 mm, and two traces that extend from that gap, to provide

support for non-local loading.

In the absence of non-Foster loading, an SRR unit cell may be modeled as a electri-

cally small loop with area Ar, inductance Lr, e�ective volume Vr, and gap capacitance

Cr. The narrowband magnetic susceptibility of the SRR is given by:

χm =
−s(µ0A

2
r/Vr)

sLr + (1/sCr)
(3.10)

as shown in [10].

By replacing the capacitive gap in the SRR with inductance Lp, having both a

series parasitic resistance Rs and a parallel parasitic resistance Rp, as shown in Fig.

3.22, the result of (3.10) becomes:

χm =
− (µ0A

2
r/Vr) (s2Lp + s(Rp + Rs))

s2LpLr + s(Rp(Lp + Lr) + LrRs) + RpRs

(3.11)

For Rs = 0 and Rp = ∞, this result becomes independent of frequency at low
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Figure 3.22: The non-Foster inductance with parasitic series and parallel resistance.

frequency, and can be approximated as:

χm ∼ −µ0A
2
r

Vr

1

Lp + Lr

(3.12)

where (3.12) has the same wideband form as that noted in [8] for a similar unit cell.

Note that χm can become a relatively large negative value when Lp +Lr << 1. Thus

the theoretical e�ective magnetic susceptibility χm and e�ective relative permeability

µr = 1 + χe of the non-Foster loaded CLS unit cell is bandlimited by the parasitic

resistances Rp and Rs that lead to the quadratic in the denominator of (3.11).

The real and imaginary parts of µr = 1+χe calculated from (3.11) for the case where

Rs = −0.5 Ω, Rp = 2 kΩ, Lr = 128 nH, Lp = −125 nH, A = 0.0014 m2, and Vr =

4.24×10−4 m3 are plotted in Fig. 3.23. The real part of µr is shown to be negative over

a band from 21 MHz to 76 MHz, which is a bandwidth of 113%. The minimum value

of permeability occurs at 40 MHz, where µr = −0.8445 + j0.0158. Gain is observed

from 0 MHz to 40 MHz, and loss is observed from 40 MHz to 300 MHz. This is to

be expected, since the series parasitic resistance, which is negative, dominates at low

frequencies and injects power, while the parallel parasitic resistance, which is positive,

dominates at high frequencies and absorbs power (see Fig. 3.22).
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Figure 3.23: Theoretical relative permittivity for the case where Rs = −0.5 Ω, Rp =
2 kΩ, Lr = 128 nH, Lp = −125 nH, Ar = 0.0014 m2, and Vr = 4.24× 10−4 m3.

Figure 3.24: Theoretical relative permittivity for the case where Rs = 0 Ω, Rp =
109 Ω, Lr = 128 nH, Lp = −125 nH, A = 0.0014 m2, and Vr = 4.24× 10−4 m3.

For contrast, Fig. 3.24 shows the calculated real and imaginary parts of µr for the

case where Rs = 0 Ω, Rp = 109 Ω, Lr = 128 nH, Lp = −125 nH, Ar = 0.0014 mF2,

and Vr = 4.24 × 10−4 m3. This approximates the case of (3.12). In this case, the

bandwidth is not limited by the parasitic resistances, and across the entire band the

permeability is given by µr = −0.8252+ j0.00. It must be noted that this calculation
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assumes that all the capacitance across the gap in the SRR is eliminated by insertion

of the non-Foster element. In reality, it is likely that a non-trivial amount of fringing

capacitance persists, and will become active at high frequencies, limiting the band of

performance.

3.7 Simulation of Split Ring Resonator

The SRR unit cell was �rst simulated in a parallel plate waveguide, using Ansys

HFSS software. Figure 3.25 shows the simulation con�guration. The waveguide was

formed of a box with a width of 163.3 mm and a height of 33.7 mm. The two

lines extending from the main body of the SRR protruded from the top side of the

waveguide into a vacuum box with radiation boundaries, and an ideal non-Foster

negative inductance was positioned at their end, with the current line de�ned from

one trace to the other.

The values of permeability and permittivity were extracted from the S-parameters

resulting from this simulation using the method [43], modi�ed so that negative imag-

inary parts of µr and εr indicate loss. These extracted parameters are shown in

Fig. 3.26. Figure 3.26 (a) shows the results for a load of -129 nH. As shown, the

low-frequency permeability of this simulation was quite high (around 3.7), which is

predicted by (3.12) for cases where |Lp| > Lr. This simulation also exhibits negative

permeability from 45 MHz to 95 MHz, which is a bandwidth of 71%. The minimum

value of extracted permeability −43.29 − j9.79 occurs at 50 MHz. Figure 3.26 (b)

Figure 3.25: HFSS model of an SRR unit cell in a parallel plate waveguide
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(a) -129 nH (b) -126 nH

(c) -123 nH

Figure 3.26: HFSS simulation results for the SRR in a parallel plate waveguide loaded
with (a) an ideal -129 nH inductor. (b) an ideal -126 nH inductor. (c) an ideal -123 nH
inductor.

shows the results for a load of -126 nH. In this case, the low-frequency permeability

has a large negative value, which is predicted by (3.12) for the cases where |Lp| ∼ Lr

but |Lp| < Lr. The minimum extracted permeability for this case is -23.19 at 5 MHz,

and the permeability is negative from 5 MHz to 80 MHz, a bandwidth of 176%. Fi-

nally, Fig. 3.26 (c) shows the extracted values for the SRR with a load of -123 nH.

In this case the SRR exhibits a very weak negative magnetic susceptibility, with a

minimum value of -0.88 at 5 MHz. This indicates that the magnitude of the load

inductance is smaller than the intrinsic inductance, and that Lp +Lr is a larger num-

ber than in the previous case. The permeability is negative from 5 MHz to 55 MHz,
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(a) -129 nH (b) -126 nH

(c) -123 nH

Figure 3.27: HFSS simulation results for the SRR in a parallel plate waveguide loaded
with (a) a -129 nH inductor having parasitic resistances Rs = −0.5 Ω and Rp = 2 kΩ.
(b) a -126 nH inductor having parasitic resistances Rs = −0.5 Ω and Rp = 2 kΩ. (c)
a -123 nH inductor having parasitic resistances Rs = −0.5 Ω and Rp = 2 kΩ.

which is a bandwidth of 167%. These three simulations show that the value of µr can

be tuned by changing the value of the non-Foster loading inductance.

Figure 3.27 presents the HFSS simulation results for a realistic non-Foster negative

inductance, having series resistance Rs = −0.5 Ω and parallel resistance Rp = 2 kΩ,

in a parallel plate guide. Figure 3.27 (a) shows the results for a load inductance of -

129 nH. As shown, this simulation shows high positive permeability at low frequencies,

followed by a region of negative permittivity from 55 MHz to 80 MHz, a bandwidth of

37%. Gain is exhibited from 10 MHz to 40 MHz, and loss is exhibited from 40 MHz
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Figure 3.28: The SRR unit cell in a coaxial line section.

to 300 MHz. Figure 3.27 (b) shows the results for a load inductance of -126 nH. This

simulation exhibits negative permeability from 25 MHz to 75 MHz, a bandwidth of

100%, with a minimum value of −2.99 + j1.51 at 35 MHz. Gain is observed from

10 MHz to 40 MHz, and loss is observed from 40 MHz to 300 MHz. Figure 3.27

(c) shows the extracted results for a load inductance of -123 nH. This simulation

shows negative permeability over a bandwidth of 86%, from 20 MHz to 50 MHz. The

minimum value of permeability is −0.44 + j0.45 at 30 MHz.

All the simulated and calculated results discussed thus far have been of the SRR

in a parallel plate waveguide. However, the SRR was to be measured in the 3D

printed test �xture discussed in section 3.2, as shown in Fig. 3.28. A simulation

re�ecting this geometry was performed in HFSS, using non-ideal loading with Rs =

−0.5 Ω and Rp = 2 kΩ. The resulting extracted parameters are shown in Fig.

3.29. Figure 3.29 (a) shows the results for a load inductance of -118 nH. This �gure

shows high permeability at frequencies below resonance, followed by a region of sub-

unity permeability beginning at 50 MHz. The minimum value of permeability is



51

(a) -118 nH (b) -115 nH

(c) -112 nH

Figure 3.29: HFSS simulation results for the SRR in a coaxial test �xture loaded with
(a) a -118 nH inductor having parasitic resistances Rs = −0.5 Ω and Rp = 2 kΩ. (b)
a-115 nH inductor having parasitic resistances Rs = −0.5 Ω and Rp = 2 kΩ. (c) a
-112 nH inductor having parasitic resistances Rs = −0.5 Ω and Rp = 2 kΩ.

−0.4407− j2.212 at 60 MHz. Figure 3.29 (b) shows the results for a load inductance

of -115 nH. This simulation shows a region of negative permeability from 35 MHz to

60 MHz, corresponding to a bandwidth of 50%. The minimum value of permeability

is −1.933+j0.6859 at 40 MHz. Gain is observed from 5 MHz to 45 MHz, and the rest

of the spectrum is passive. Figure 3.29 (c) shows the permeability and permittivity

resulting from a load inductance of -112 nH. This simulation does not show negative

permeability, though permeability is signi�cantly below unity over a large portion

of the simulated range. The minimum value of permeability is 0.0132 + j0.2249 at
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35 MHz. Gain is observed from 5 MHz to 45 MHz, and the behavior is passive over

the remainder of the simulated range.

As in the case of the CLS, it is likely that the measured response would be much

stronger if the unit cell were repeated around the circumference of the coaxial line

section. The frequency range of the negative permeability provided by this SRR

overlaps with the range of the negative permittivity provided by the CLS presented in

the previous section. The next goal of this research is to combine the two structures to

form a wideband double-negative e�ective material. Such a wideband negative-index

material can be integrated with electrically small antennas to increase their e�ciency

[2]. The unit cells presented here may also be used to develop cloaking devices [4] and

perfect lenses [3] at low frequencies. Using more sophisticated fabrication techniques,

they may also be scaled to allow performance at higher frequencies.



CHAPTER 4: FRACTAL METAMATERIAL

One of the most e�ective unit cell geometries to achieve negative permittivity is

the electric disk resonator (EDR) [8] (see Fig. 4.1 (a)). This structure provides a

large surface to interact with the incident electric �eld, and often exhibits a moderate

frequency range over which an e�ective negative permittivity is attainable. Unfor-

tunately, this structure is not easily manufactured because of its three dimensional

shape. To simplify manufacturing and implementation, this structure may be ap-

proximated with a capacitively loaded strip [10] (see Fig. 4.1 (b)), which is simply

a two-dimensional rendering of the three-dimensional geometry. This 2D structure

has been explored and found to e�ectively induce negative permittivity, although its

bandwidth is narrower, and the �eld interaction is weaker, than the three-dimensional

version.

(a) (b)

Figure 4.1: (a) A three-dimensional EDR unit cell. (b) A two-dimensional CLS unit
cell.
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To broaden the bandwidth of this structure, [14] proposed a fractal expansion of

the basic I-beam shape with additional replicas of this shape that would resonate at

di�erent frequencies. Unfortunately, the proposed fractal structure lacked continuous

bandwidth, and instead exhibited multiple bands over which the desired response was

achieved. In this chapter, the work of [14] and [15] is combined, with modi�cation

of the individual lengths of each part of the geometry, as well as the addition of

discrete capacitively coupled resonators that broaden the bandwidth of this structure

signi�cantly.

4.1 The Single Unit Cell

Fig. 4.2 shows a single unit cell of the fractal metamaterial structure under con-

sideration. The conductive traces have a thickness of 0.035 mm, and are positioned

on a substrate of FR-4 epoxy having a thickness of 0.790 mm. The I-shape is central

to the structure, with four secondary I-shapes on the ends of the primary I-shape.

Two additional I-shapes were added in the middle of each side and are capacitively

(a) (b)

Figure 4.2: (a) The complete fractal metamaterial unit cell. (b) The truncated fractal
metamaterial unit cell, with dimensions L = 20 mm, U = 22 mm, g1 = 5 mm, g2 = 0.5
mm, g3 = 3.67 mm, where all traces are 1 mm wide.



55

Figure 4.3: HFSS model of the fractal metamaterial in a parallel plate waveguide.

coupled to the primary fractal structure. The lengths of each section were optimized

to widen the bandwidth over which the e�ective permittivity is negative. To improve

performance of this unit cell, and reduce overall size, the geometry of Fig. 4.2 (a) was

modi�ed by truncation of the grayed-out sections to form the �nal structure shown in

Fig. 4.2 (b), where L = 20 mm, U = 22 mm, g1 = 5 mm, g2 = 0.5 mm, g3 = 3.67 mm,

and all traces are 1 mm wide.

The single unit cell described above was simulated within a vacuum �lled parallel

plate waveguide using Ansys HFSS, as shown in Fig. 4.3. Parallel plate waveguide

is commonly used for metamaterial characterization, because it supports TEM �elds,

and therefore the metamaterial in the parallel plate waveguide interacts with the

�eld in a manner analagous to that of a metamaterial suspended in free space. The

parallel plate waveguide model used in this simulation was 10 mm wide and 25 mm

high. The horizontal sides at the top and bottom of the waveguide were de�ned as

perfect electric conductor (PEC) and the vertical sides at the front and back were

de�ned as perfect magnetic conductor (PMC).

The re�ection and transmission resulting from simulation of this metamaterial are

presented in Fig. 4.4. This �gure reveals two resonant frequencies, characterized

by high re�ection. The �rst of these occurs at 1.45 GHz, where the unit cell size is

slightly less than λ◦/10, and the second resonance occurs at 2.15 GHz. To demonstrate
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Figure 4.4: The re�ection and transmission resulting from simulation of the single
fractal metamaterial unit cell.

the nature of these resonances, the �elds and currents are plotted at each resonant

frequency. Figure 4.5 (a) shows the currents on the structure at 1.45 GHz, viewed

from the positive y axis. As shown, the highest concentration of current is in the

center trace, with the return path on the left and right sides. This current pattern is

analogous to that of CLS, which is known to be a negative permittivity structure [10].

Figure 4.5 (b) shows the electric �eld in the waveguide at 1.45 GHz, viewed from the

positive y-axis. Excitation is from the left. As shown, the incident �eld, which is

pointing upward, �ips direction to point downward as it travels into the unit cell.

The incident �eld also undergoes drastic attenuation, so that very little of the �eld

penetrates to the right side of the unit cell; both images are consistent with negative

permittivity.

Figure 4.6 shows similar information for the second resonant frequency. Figure

4.6 (a) shows the currents on the structure at 2.15 GHz. In this case, the current

is concentrated in the left side of the structure, with the return path on the center

and right side posts. This current pattern is analogous to that of an SRR, which is

a known negative-permeability structure. Figure 4.6 (b) shows the structure of the
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magnetic �eld in the guide at 2.15 GHz, viewed from the positive z-axis. Excitation

is from the left. As the electric �eld did at the previous resonance, the magnetic �eld

exhibits a complete reversal as it passes into the unit cell. This �gure also shows that

the transmitted �eld is very small. Each of these results is consistent with a negative

permeability material.

The relative permeability and permittivity of this metamaterial structure were

calculated directly from the simulated scattering parameters using the extraction

algorithm described in [43], modi�ed so that negative imaginary permeability and

permittivity correspond to loss. Fig. 4.7 shows the real parts of the extracted relative

permeability and relative permittivity. As expected from the �eld plots of Figs. 4.5

and 4.6, the �rst resonance is characterized by negative permittivity, and the second

by negative permeability. Permittivity is negative in the range 1.3 GHz � 1.75 GHz,

corresponding to a bandwidth of 29.5%, and permeability is negative in the range

2.05 GHz � 2.45 GHz, corresponding to a bandwidth of 17.8%. It should be noted

that in the region of negative permeability the unit cell is approximately λ◦/7 and

thus may not be considered electrically small. It is also noteworthy that the value of

the extracted e�ective permittivity is quite high far from resonance. At 100 MHz the

extracted permittivity is 5.1. This is most likely due to the presence of metal in the

parallel plate waveguide. To demonstrate this e�ect in isolation, a square of metal,

(a) (b)

Figure 4.5: (a) The current on the structure at 1.45 GHz, viewed from the positive y
direction. (b) The E-�eld inside the waveguide at 1.45 GHz, viewed from the positive
y direction.
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(a) (b)

Figure 4.6: (a) The current on the structure at 2.15 GHz, viewed from the positive y
direction. (b) The H �eld inside the waveguide at 2.15 GHz, viewed from the positive
z direction.

Figure 4.7: The real part of the extracted permeability and permittivity for the
simulation of the proposed unit cell.

having height and width of 20 mm, to match the fractal structure, was simulated.

This structure is shown in Fig. 4.8 (a), and its extracted e�ective permeability and

permittivity are shown in Fig. 4.8 (b). As shown, the presence of the plain metal sheet

in the waveguide resulted in elevated extracted e�ective permittivity. At 100 MHz,

this structure results in an extracted permittivity of 5.3. The increase of permittivity

with increased frequency is probably due to a resonance of the metal sheet itself,

which occurs at a frequency above the range of the present sweep.
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(a) (b)

Figure 4.8: (a) A metal sheet with the same dimensions as the fractal structure. (b)
The extracted e�ective permeability and permittivity of the metal sheet.

Figure 4.9: Three fractal structures in the same waveguide as discussed previously.

4.2 Simulation of Three Unit Cells

The single unit cell was then extended to three side-by-side structures, as shown

in Fig. 4.9. The three unit cells were simulated in the same parallel plate waveguide

model as discussed previously, where the height of the guide was 22 mm, the width

was 10 mm, and the horizontal and vertical sides were de�ned as PEC and PMC,

respectively.
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Figure 4.10: S-parameters resulting from the simulation of three side-by-side fractal
unit cells in a parallel plate waveguide.

Figure 4.10 shows the S-parameters resulting from this simulation. In this case,

instead of exhibiting a single sharply de�ned resonance at 1.45 GHz, as in the case

of the single unit cell, the �rst re�ective region appears to consist of three closely

spaced resonances at 1.25 GHz, 1.40 GHz, and 1.60 GHz. The second re�ection

remained a single point at 2.15 GHz. These changes are most likely a product of

inter-element coupling between the three unit cells. Fig. 4.11 shows the extracted

values of permeability and permittivity. As shown, this simulation has a region of

negative permittivity from 1.25 GHz to 1.80 GHz, corresponding to a bandwidth

of approximately 36%. This is a 6.5% increase over the single-cell simulation. The

region of negative permeability extends from 2.05 GHz to 2.40 GHz, corresponding

to a bandwidth of 15.7%. This is a decrease of 2.1% from the single-cell case.

To explore the signi�cance of various features of the unit cell, two additional struc-

tures were simulated. In the �rst case, shown in Fig. 4.12, the two gaps in each of the

left and right side posts have been replaced by a single gap, having the same dimen-

sions as the in the original case. This structure resembles one presented in [44]. The

S-parameters and extracted permeability and permittivity are shown in Fig. 4.13.
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Figure 4.11: Extracted permeability and permittivity from the simulation of three
side-by-side fractal unit cells in a parallel plate waveguide.

Figure 4.12: Three unit cells for a structure where a single gap has replaced the two
gaps on either side of each unit cell.

As shown in Fig. 4.13 (a), this structure resonates at three frequencies: 1.05 GHz,

1.15 GHz, and 1.5 GHz. The extraction shows that the �rst two resonances corre-

spond to negative permittivity, which is demonstrated from 1.05 GHz to 1.25 GHz,

a bandwidth of 17.4%. The third resonance corresponds to negative permeability,

which is demonstrated from 1.4 GHz to 1.8 GHz. By comparison of these results with

the results shown in Fig. 4.11, it can bee seen that the e�ect of the second gap is to

broaden the bandwidth, and to strengthen the magnetic response.
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(a) (b)

Figure 4.13: (a) The re�ection and transmission for three unit cells of the structure
with a single gap on either side. (b) The extracted permeability and permittivity for
three unit cells of the structure with a single gap on either side.

In the second case, shown in Fig. 4.14, the continuous part of the structure is

identical to the original case, but the two detached side pieces have been removed.

As shown in Fig. 4.15 (a), this structure shows four resonances, three of which are

in close proximity, just as in Fig. 4.10. In this case, these three resonant frequencies

occur at 1.4 GHz, 1.65 GHz, and 2.1 GHz. The extraction shown in Fig. 4.15 (b)

reveals that, as previously, the three close resonances resulted in negative permittivity,

spanning from 1.4 GHz to 2.45 GHz, which is a bandwidth of 55%. Thus, it is

seen that the e�ect of the two loading pieces of the structure is to pull the electric

response to lower frequencies, at the cost of bandwidth. The maximum dimension of

the structure is 20 mm, which corresponds to λ/10 at 1.5 GHz. Thus, minimizing

the size of the structure is more critical than increasing the bandwidth. The fourth

resonance observed in Fig. 4.15 (a) is at 2.8 GHz. As shown, this resonance is much

weaker than in the case of the original structure. As previously, it produced a slight

dip in permeability, which is negative from 2.65 GHz to 2.8 GHz.
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Figure 4.14: Three unit cells for a structure where a the loading element has been
removed from either side of the unit cell.

(a) (b)

Figure 4.15: (a) The re�ection and transmission for three unit cells of the structure
with the loading element removed from either side. (b) The extracted permeability
and permittivity for three unit cells of the structure with the loading element removed
from either side.

4.3 Measurement of Three Unit Cells

All the simulations up to this point have been conducted in parallel plate waveguide,

because parallel plate waveguide has a �eld structure analagous to that of free space.

However, the structure was measured in a 3D printed coaxial test �xture consisting

of solid ABS plastic overlaid with copper foil, having an inner radius of 3.175 mm

and an outer radius of 26.675 mm (see Fig. 4.16).

This structure is discussed in more detail in [45]. Though both parallel plate

waveguides and coaxial transmission lines support TEM wave propagation, there
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Figure 4.16: A 3D printed test �xture, consisting of solid ABS plastic overlaid with
copper foil.

are several key di�erences between the two structures. Firstly, the images re�ected

by the PEC and PMC boundaries will be di�erent. The parallel plate waveguide

has straight PEC and PMC boundaries. These boundaries will result in in�nitely

repeating image currents in both the y-dimension and the z-dimension. In the z-

dimension, the PEC boundaries will result in alternating reversal of the transverse

currents, but consistently-directed normal currents. In the y-dimension, the PMC

boundaries will result in alternating reversal of the normal currents, but consistently-

directed transverse currents. Also, because the PEC and PMC boundaries are planar,

the images will all have the same size as the actual metamaterial structure. The

coaxial �xture has PEC boundaries, which will result in in�nitely repeating images in

the radial dimension, with alternately reversed transverse currents, and consistently-

directed normal currents. However, the curvature of the PEC boundaries in the z-

and y- dimensions will result in warping of the radial images, as discussed in [45]. For

the sake of completeness, it should also be noted that the coaxial �xture has in�nitely

repeating currents in the azimuthal dimension as well, occurring every 2π radians,

and having exactly the same shape and distribution as on the original structure.
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(a) (b)

Figure 4.17: (a) The distribution of the electric �eld in a parallel plate waveguide.
(b) The distribution of the electric �eld in the coaxial �xture.

Secondly, the �eld distribution in the parallel plate case is di�erent than the coaxial

case. As shown in Fig. 4.17, the �eld in an empty parallel plate waveguide is uniformly

distributed in both the y-dimension and the z-dimension. Also as shown, the �eld in a

coaxial structure decays with the inverse of the radius. Thus, the �eld is signi�cantly

stronger just outside the center conductor than it is just inside the outer conductor.

Thirdly, because the cross-sectional area of the coaxial �xture is much larger than

the cross-sectional area of the parallel plate waveguide, the inserted metamaterial

structure will interact with a smaller percentage of the �eld, producing a weaker

response. To illustrate this point, the coaxial �xture containing a 45◦ wedge of ma-

terial with εr = −1 was simulated in HFSS. The simulated structure, as well as the

extracted permeability and permittivity, are shown in Fig. 4.18. As shown, the ex-

tracted value of relative permittivity is around 0.77. This suggests that perhaps a

weighted average would be an appropriate approximation of the e�ect of a partial
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(a) (b)

Figure 4.18: (a) A section of coaxial waveguide with inner radius 3.175 mm and outer
radius 26.675 mm, containing a 45◦ wedge of material with εr = −1, and otherwise
�lled with a vacuum. (b) The extracted permeability and permittivity resulting from
this simulation.

dielectric �ll. For example,

θwεw

360◦
+

360◦ − θw

360◦
=

45◦(−1)

360◦
+

315◦

360◦
= 0.75 ≈ 0.77 (4.1)

where θw is the angle of the wedge, and εw is its dielectric constant. However, in

the case of the metamaterial being measured, there is no method for determining

what `e�ective angle' would be appropriate, since the e�ective permittivity εe of the

metamaterial is not independently known.

The �nal di�erence between the coaxial and parallel plate test �xtures is that

the material properties of the empty test �xtures are di�erent. The parallel plate

waveguide is vacuum-�lled, but the coaxial test structure was printed of solid ABS

plastic, which has a higher dielectric constant. The value of η◦ used in the extraction

was adjusted to re�ect the dielectric constant of the embedding medium.

The simulation was adjusted to re�ect the geometry and material of the test �xture.

Figure 4.19 (a) shows the simulated S-parameters for the three unit cells in the coaxial
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(a) (b)

Figure 4.19: (a) S-parameters resulting from simulation of three side-by-side fractal
unit cells in a coaxial �xture �lled with ABS plastic. (b) S-parameters resulting from
measurement of three side-by-side fractal unit cells in a coaxial �xture �lled with ABS
plastic.

�xture. As shown, the electric response is narrower than in the case of Fig. 4.10,

and has shifted to a lower frequency range. There are only three visible resonant

frequencies; two are closely spaced at 1.05 GHz and at 1.1 GHz, and one occurs

at 1.72 GHz. The measured S-parameters are shown in Fig. 4.19 (b), and show

nearly the same features as the simulated S-parameters, but shifted to slightly higher

frequencies. Three resonances are observed at 1.29 GHz, 1.36 GHz, and 1.40 GHz,

and a fourth, though very weak, appears at 1.79 GHz.

Figure 4.20 (a) shows the extracted permeability and permittivity resulting from

the simulation. Permittivity is negative over a bandwidth of 7%, from approximately

1.045 GHz to 1.12 GHz. It is important to note that the di�erence in bandwidth

between this simulation and the one shown in Fig. 4.11 is due solely to the change in

test �xture. The 7% bandwidth in the coaxial ABS �xture is equivalent to the 36%

bandwidth in the free-space analogue.

The fractal structure was milled out on 1/32� FR-4 epoxy; the measured S-parameters

are shown in Fig. 4.19 (b). The measured bandwidth of extracted negative permitt-

ivity, shown in Fig. 4.20 (b), is 6.4%, which is 91% of the simulated band-
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(a) (b)

Figure 4.20: (a) Extracted permeability and permittivity resulting from simulation
of three side-by-side fractal unit cells in a coaxial �xture �lled with ABS plastic. (b)
Extracted permeability and permittivity resulting from measurement of three side-
by-side fractal unit cells in a coaxial �xture �lled with ABS plastic.

width. If the e�ect of the di�ering test �xtures is linear, the measured bandwidth in

the coaxial �xture corresponds to a bandwidth of 32.9% in a parallel plate waveguide.

4.4 Simulation and Measurement of Fractal Interlocking Grid

As an extension of this fractal structure, an interlocking grid was devised, following

the same branching I-shape pattern. This grid is shown in Fig. 4.21. The unit cell

of this interlocking grid is outlined with a dashed black line. The dimensions of the

unit cell are 6.5 mm by 7 mm, which is equal to λ/10 at 4.3 GHz, and the height of

the entire structure is 19 mm. This structure was �rst simulated in a parallel plate

waveguide with height = 22.15 mm and width = 47.55 mm, where the vertical sides

were de�ned as PMC and the horizontal sides were de�ned as PEC. These dimensions

correspond to those of a WR-187 rectangular waveguide. The S-parameters resulting

from this simulation are shown in Fig. 4.23 (a). This simulation shows two resonant

frequencies in close proximity - one at 3.7 GHz, and the other at 3.8 GHz. The

extracted permeability and permittivity are shown in Fig. 4.23 (b). This structure

exhibits negative permittivity over the range 3.63 GHz � 4.35 GHz, corresponding to
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(a) (b)

Figure 4.21: (a) Extention of I-shaped fractal structure to an interlocking grid. (b)
The parallel plate waveguide simulation, where the guide model has the same dimen-
sions as a WR-187 rectangular waveguide.

a bandwidth of 18%. Again, though the parallel plate case gives the best free-space ap-

proximation, the metamaterial was measured in a more convenient structure, which in

this case was a 3D printedWR-187 rectangular waveguide section (shown in Fig. 4.22).

Unlike the parallel plate and coaxial waveguide structures, rectangular waveguide does

not support TEM propagation. At these frequencies, the propagating mode is TE10,

with a cuto� frequency of 3.15 GHz. The next mode begins at 6.3 GHz. Because

all four sides of rectangular waveguide are de�ned as PEC, the re�ections will result

in alternately directed transverse currents and consistently directed normal currents.

Additionally, the electric �eld, which is evenly distributed in the parallel plate wave-

guide, is concentrated in the center of the rectangular waveguide, as shown in Fig.

4.24.

Figure 4.25 shows the S-parameters for the simulated and measured cases of the

interlocking grid structure in a rectangular waveguide section where the height was

22.15 mm and the width was 47.55 mm. Note that these dimensions are identical

to those used in the parallel plate case above; the only di�erence between the two

simulations is that in this case both the vertical and the horizontal sides are de�ned

as PEC. Like the parallel plate waveguide simulation, the rectangular waveguide
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Figure 4.22: Measurement of interlocking grid.

(a) (b)

Figure 4.23: (a) S-parameters resulting from simulation of interlocking fractal grid
in a parallel plate waveguide. (b) Extracted permeability and permittivity resulting
from simulation of interlocking fractal grid in a parallel plate waveguide.

simulation shows two resonant frequencies in S21, located at 3.85 GHz and at 4.9 GHz.

The wider spacing between these two resonances results in a wider bandwidth of

negative permittivity, as shown in Fig. 4.26. The region of negative permittivity

spans from 3.85 GHz to 5.9 GHz, corresponding to a bandwidth of 42%. The results

shown in Fig. 4.23 are equivalent to the results shown in Fig. 4.25 (a) and Fig. 4.26 (a);
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(a) (b)

Figure 4.24: (a) The distribution of the electric �eld in a parallel plate waveguide.
(b) The distribution of the electric �eld in a rectangular waveguide.

the only di�erence between the two simulations was the de�nition of the boundaries

on the test �xture.

The interlocking grid structure was milled out on 1/16� FR-4 epoxy, and measured

in the 3D printed WR-187 waveguide section shown in Fig. 4.22. Figure 4.25 shows

the measured S-parameters. In this �gure, the two resonant frequencies are observed

at 3.98 GHz and 4.93 GHz. These frequencies are slightly higher than those seen in

simulation. The extraction shown in Fig. 4.26 (b) shows that the region of measured

negative permittivity is from 3.9 GHz to 5.85 GHz, corresponding to a bandwidth of

40%. If the e�ect of the di�ering test �xtures is linear, the measured bandwidth in

the rectangular waveguide �xture corresponds to a bandwidth of 17.1% in a parallel

plate waveguide.
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(a) (b)

Figure 4.25: (a) S-parameters resulting from simulation of interlocking fractal grid in
a WR-187 rectangular waveguide. (b) S-parameters resulting from measurement of
interlocking fractal grid in a WR-187 rectangular waveguide.

(a) (b)

Figure 4.26: (a) Extracted permeability and permittivity resulting from simulation of
interlocking fractal grid. (b) Extracted permeability and permittivity resulting from
measurement of interlocking fractal grid.



CHAPTER 5: 3D FRACTAL TREE MONOPOLE ANTENNAS

Dipole antennas are widely utilized in communication applications, because they

have excellent cross-polarization and a symmetric radiation pattern. They radiate

over a very narrow band, typically at the frequency where the length of the antenna

is half of the wavelength.. However, dipoles typically require complicated feed struc-

tures, such as baluns, to balance the feed to the two sides of the antenna [17].

Monopole antennas overcome this complication by using a ground plane to mirror

a single radiating element, emulating the behavior of a dipole without the necessity

of feeding two sides. Monopole antennas are attractive alternatives to dipoles because

of their simple construction and because they are smaller than dipoles without sacri�c-

ing a dipole's excellent cross-polarization and symmetric radiation pattern. However,

like dipoles, they also are extremely narrowband. The antennas presented here have

a monopole con�guration, but use fractal methods to improve the bandwidth.

Fractal geometries are formed by scaled repetitions of a basic shape [27]. When ap-

plied to antennas, these geometries have been shown to support multiband and wide-

band performance, as di�erent portions of the structure become active at di�erent

frequencies. This property is demonstrated clearly in [33], where a forth-order Sier-

pinski fractal monopole antenna is reported to operate at multiple frequencies, with

similar current patterns setting up in progressively smaller portions of the antenna

as the frequency increased. It was also reported that at high frequencies the inac-

tive portions acted as loading on the active portions, pulling their resonance to lower

frequencies.

In [38], a two-dimensional fractal tree monopole antenna like that shown in Fig. 5.1

(a) is presented. The curve in the ground plane acts as a matching network for the
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(a) (b)

Figure 5.1: (a) A two-dimensional fractal tree antenna, as presented in [38]. (b) A
two-dimensional fractal tree antenna, as presented in [39].

radiating element. This antenna has a height of 11.57 mm, and its measured S11 is

reported to be below -10 dB over a band from 2.1 GHz to 11.52 GHz.

A second two-dimensional fractal tree monopole antenna is presented in [39], like

that shown in Fig. 5.1 (b). Again, a curved ground plane is used to match the

radiating element to the microstrip feed line. This antenna has a height of 13.41 mm,

and its measured S11 is reported to be below 10 dB from 2.6 GHz to 11.14 GHz.

These antennas demonstrate excellent return loss over a wide band of frequencies,

but their radiation characteristics are poor, with high cross-polarization and asym-

metric radiation in both the E-plane and the H-plane.

A collection of three-dimensional fractal tree dipole antennas consisting of very thin

wires are presented in [40]. These antennas are shown to have multiple narrow bands

of performance, tunable by changing the branch angles, number of rotational rep-

etitions, and number of fractal iterations. Their radiation characteristics are much

better than the two-dimensional antennas in [38] and [39]. However, these anten-

nas are explored only through simulation, because of the prohibitive complexity of

fabricating such structures.

This chapter will present two three-dimensional fractal tree monopole antennas
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with buildable dimensions. The �rst antenna consists of three iterations of four-way

branching cubes. This antenna exhibits less than 10 dB return loss over a 181.0%

bandwidth, but shows poor polarization characteristics, especially at high frequencies.

It is noted that high frequencies also result in high current concentrations at the

corners of the highly angular fractal body. In an attempt to eliminate this odd current

distribution, a cone-based antenna is presented. This second antenna consists of an

iterated branching conical structure, with a much smoother pro�le than the cube-

based antenna. This antenna is shown to have much better polarization behavior

than the cube-based antenna, while maintaining a high bandwidth of 180.7%. This

antenna is explored in more detail than the previous, with several simulated variations

presented. Finally, the best of the simulated variations was fabricated with a 3D

printer, and measured results are presented.

5.1 Geometry of Cubic Fractal Tree Monopole Antenna

The cubic fractal monopole antenna presented in this chapter consists of three

iterations of progressively smaller cubes in a branching pattern. as shown in Fig. 5.2.

Each iteration n is made up of four cubes with side length `n, as shown in Fig. 5.3.

The low inside corner of each cube meets the low inside corners of the other three

cubes in the center of the structure. The low outside corner of each cube meets one

corner of a square having side length `n−1 (shown in Fig. 5.3). As shown, the cubes

have some slight spatial overlap, which assures that, when the cubes are united, the

underside of the the structure forms a continuous surface. The vertical space between

the square and the surface formed by the undersides of the cubes was �lled, to produce

a single solid form. For each iteration n, the process was repeated, using the tops

of the cubes from iteration n − 1 as the base square for iteration n. Three such

iterations form the main body of the radiating element. In order to transition from

an RG-58C/U 50Ω coaxial line to this body, a tapering section was designed. This

taper was formed of a cone with a height of 15 mm, a lower radius of 1 mm, and an
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Figure 5.2: Three iterations of the cubic fractal monopole antenna.

Figure 5.3: The initiator of the cubic fractal monopole antenna.

upper radius equal to 1√
2
of `0, the side length of the base square upon which the �rst

iteration was built. Four planar facets were cut into this cone from the �rst iteration

square to the lower cone radius, resulting �nally in a tapered solid that transitions

from a circle with a 1 mm radius to a square with a side length of `0. This structure

is shown in Fig. 5.4. The ground surface of the monopole antenna was formed of

the upper half of an oblate spheroid having major radius 30 mm and minor radius

9 mm, which is separated from the taper section of the antenna by an 0.8 mm gap.
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Figure 5.4: The fractal body of the antenna and taper section for transition from the
feed coax.

Figure 5.5: The cubic fractal monopole antenna.

The major and minor radii of the ground, the height of the taper section, and the

separation between the ground and the main body of the antenna were optimized for

maximum power transfer. The entire resulting antenna is shown in Fig. 5.5.
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Table 5.1: Dimensions of cubic fractal tree monopole antenna

Iteration # ` (mm)
0 25.32
1 15.16
2 9.08
3 5.43

Figure 5.6: The return loss of the cubic fractal monopole antenna.

5.2 Simulation of Cubic Fractal Tree Monopole Antenna

The cubic fractal tree monopole antenna with three fractal iterations shown in Fig.

5.5 was built in HFSS, having the cube dimensions given in Table 5.1. The antenna

had an overall height, not including the ground, of 57.3 mm, and a maximum radius

of 41.3 mm. This antenna was simulated in a cylindrical airbox with a radius of

60 mm and height of 113.6 mm. In order to ensure valid far-�eld simulation results

from 5 GHz to 10 GHz, this box was required to be at least λ/4 = 15 mm away

from the antenna at 5 GHz, and to have a mesh operation on its surface to constrain

the mesh length to λ/6 = 5 mm at 10 GHz. The simulation converged with 204,406

tetrahedra, after two consecutive adaptive passes with |∆S| < 0.01. The return loss

resulting from this simulation is given in Fig. 5.6.
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As shown, the return loss of this antenna is less than 10 dB from 1.24 GHz to

25 GHz, corresponding to a bandwidth of 181%. Two more simulations were per-

formed, adjusting the size of the airbox and the mesh constraint to validate the

results for far �eld radiation at 1.5 GHz and 15 GHz. The E-plane radiation pat-

tern and cross-polarization of this antenna in dB are shown at 1.5 GHz, 5.5 GHz,

10 GHz, and 15 GHz in Fig. 5.7. The corresponding H-plane radiation pattern and

cross-polarization are shown in Fig. 5.8.
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(a) φ = 111◦ (b) φ = 115◦

(c) φ = 79◦ (d) φ = 15◦

Figure 5.7: E-plane radiation pattern for cubic three-iteration fractal tree antenna at
(a) 1.5 GHz. (b) 5.5 GHz. (c) 10 GHz. (d) 15 GHz.
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(a) θ = 90◦ (b) θ = 90◦

(c) θ = 90◦ (d) θ = 90◦

Figure 5.8: H-plane radiation pattern for cubic three-iteration fractal tree antenna at
(a) 1.5 GHz. (b) 5.5 GHz. (c) 10 GHz. (d) 15 GHz.
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Table 5.2: Worst-case cross-polarization at four representative frequencies

Frequency (GHz) Cross-Polarization (dB)
1.5 10.1
5.5 5.8
10 - 4.8
15 - 18.3

As can be seen from these plots, the cross-polarization grows drastically worse

with increasing frequency. At 1.5 GHz, the cross-polarization is better than 10.1 dB

(excluding at the extreme angles of θ = 0◦ and θ = 180◦). At 5.5 GHz, the

worst-case cross-polarization has increased to 5.8 dB. At 10 GHz and 15 GHz, the

cross-polarization is actually higher in places than the co-polarization by 4.8 dB and

18.3 dB, respectively. These results are tabulated in Table 5.2.

Figure 5.9 shows the magnitude of the surface currents on the antenna at 1.5 GHz,

5.5 GHz, 10 GHz, and 15 GHz. The range from blue to red is 0 A/m�3 A/m in every

(a) 1.5 GHz (b) 5.5 GHz

(c) 10 GHz (d) 15 GHz

Figure 5.9: Surface currents on the cubic three-iteration fractal tree antenna at four
representative frequencies
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case. As shown, the current stays mostly on the outside of the fractal iterations.

The inner branches see only minimal current. Also noteworthy is that at higher

frequencies, the corners of the structure see much higher concentration of current

than the �at sides. This is probably a signi�cant contributing factor in the poor

polarization seen at those frequencies. Because of its very poor polarization, this

antenna design was abandoned in favor of a less angular design, which is presented

in the next section.

5.3 Geometry of Conical Fractal Tree Monopole Antenna

The cube-based fractal antenna presented in the preceding section was shown to

have very poor polarization at high frequencies, which seemed to correspond to high

concentration of current on the corners of the structure. To counter this problem,

a cone-based fractal tree was proposed. This structure almost eliminates the sharp

Figure 5.10: Three fractal iterations of the conical fractal tree monopole antenna.
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Table 5.3: Dimensions of conical fractal tree monopole antenna

Iteration # rl (mm) ru (mm) hc (mm) hr (mm)
0 NA 1.475 NA NA
1 7 4.9 10 17
2 4 3.02 7 7
3 1 0.5 5 5

edges, instead transitioning smoothly from one branch to another. The conical fractal

monopole antenna presented in this chapter consists of three iterations of progressively

smaller alternating conical and interconnecting sections in a branching pattern, as

shown in Fig. 5.10. Each branch is formed of a cone with height hc, lower radius rln,

and upper radius run, and a circular tapering transition with height hr, lower radius

run−1 and upper radius rln, where n is the iteration number. The vertical axis of

each iteration is o�set from the axis of the previous iteration by α = 20◦. Figure 5.11

shows a single branch of the iterative shape. The cone is the upper half of the branch,

and the transition section is the lower half. It should be noted that the transition

Figure 5.11: The initiator of the conical fractal tree monopole antenna.
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Figure 5.12: A wire monopole antenna, for comparison.

section is formed as a connection between the two circles at its ends. The lower circle

is normal to the axis of iteration n − 1, and the upper circle is normal to the axis

of iteration n. Since the circles are not parallel, this section is not a cone. Each

progressive iteration is built on the previous by using the upper tip of the nth cone

as the lower circle of the (n + 1)th transition section. The dimensions of the conical

fractal tree monopole antenna shown in Fig 5.12 are given in Table 5.3.

An N -pronged structure is formed by duplicating each iteration around the axis

of the previous iteration N times, at intervals of 360◦

N
. The antenna is matched to

an RG-58C/U 50Ω coaxial line using a hemisphere of an oblate spheroidal shaped

ground, having a major axis of 25 mm and a minor axis of 15 mm. There is a gap

between the ground and the fractal of 0.8 mm. A wire monopole antenna with the

same ground as the fractal, having a length of 51 mm and a radius of 0.419 mm, was

used for comparison. This antenna is shown in Fig. 5.12.
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Figure 5.13: A �ve-pronged fractal tree monopole antenna with a single fractal iter-
ation.

5.4 Simulation of Conical Fractal Tree Monopole Antenna

This section will present several antennas with similar geometries, evaluating each

with respect to return loss and radiation pattern. One of these antennas will be chosen

for fabrication and measurement in the succeeding section. Two major variations

are explored - �rstly, the number of fractal iterations, and secondly, the number of

duplications around the z-axis, or �prongs�. Each of the antennas was simulated in

a cylindrical air box with a diameter of 90 mm and a height of 95.8 mm. These

dimensions were chosen so that the largest of the antennas was separated from the

air box by at least λ/4 = 15 mm at 5 GHz. There was also a mesh operation de�ned
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Figure 5.14: The return loss of the �ve-pronged fractal tree monopole antenna with
a single fractal iteration.

on the surface of the air box, which constrained the mesh length on that surface to

λ/6 = 5 mm at 10 GHz. These constraints were required to allow HFSS to perform

a near to far �eld transformation valid from 5 GHz to 10 GHz. It was desireable

to minimize the range of frequencies over which the far �eld simulation was valid,

to speed simulation and prevent an unreasonable number of tetrahedra from being

required to solve the problem. The consistant size of the air box allows meaningful

comparison of the number of tetrahedra used for each simulation, which provides a

rough measure of the complexity of the design.

The �rst antenna to be evaluated is a �ve-pronged fractal tree monopole antenna

with a single fractal iteration, shown in Fig. 5.13. This antenna has an approximate

height, not including the ground, of 28 mm, and an approximate radius, not including

the ground, of 15 mm. The antenna was simulated in Ansys HFSS, using a mesh of

69,312 tetrahedra, and a convergence criteria of |∆S| < 0.01 for two consecutive

adaptive passes. The return loss for the antenna resulting from this simulation is

shown in Fig. 5.14 in solid red, as well as the return loss for the wire monopole

antenna shown in Fig. 5.12 in dashed black, for comparison. The radiation pattern
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(a) E-plane radiation, φ = 160◦ (b) H-plane radiation, θ = 120◦

Figure 5.15: Radiation pattern for single-iteration fractal antenna at 5.5 GHz.

and cross-polarization in dB of the single-iteration fractal tree monopole antenna at

5.5 GHz is shown in Fig. 5.15.

The �ve-pronged, single-iteration antenna is shown to have return loss less than

-10 dB from 2 GHz to 24.9 GHz, corresponding to a bandwidth of 170.3%. The

radiation pattern in dB at a representative frequency of 5.5 GHz closely resembles

that of a wire monopole, with very high symmetry about the z-axis, very smooth

E-plane pattern with respect to θ, and cross-polarization better than 46 dB, except

at the extremes of θ = 0◦ and θ = 90◦.

The second antenna is shown in Fig. 5.16. This is a �ve-pronged fractal tree

monopole antenna with two fractal iterations. This antenna has an approximate

height, not including the ground, of 40 mm, and an approximate radius, not including

the ground, of 21 mm. The simulation converged using 90,057 tetrahedra, with |∆S| <

0.01 for two consecutive passes. Figure 5.17 shows the return loss of this antenna in

dB, and Fig. 5.18 shows its radiation pattern and cross-polarization at 5.5 GHz.

As shown, the �ve-pronged, two-iteration fractal antenna has return loss better

than -10 dB starting at approximately 1.43 GHz and continuing to 24.9 GHz. This
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Figure 5.16: A �ve-pronged fractal tree monopole antenna with two fractal iterations.

corresponds to a bandwidth of 178.3%. This antenna also has a radiation pattern that

is symmetric about the z-axis, and displays cross-polarization only slightly worse than

the single-iteration model. Cross-polarization for this antenna is better than 34 dB

except at the extremes of θ = 0◦ and θ = 180◦. The E-plane radiation maintains the

smoothness with respect to θ of the previous model.

Thirdly, a three-iteration model was simulated. This antenna, shown in Fig. 5.19,

has a height of approximately 51 mm, not including the ground, and a radius of

approximately 27 mm. The simulation converged with 210,702 tetrahedra, after two

consecutive passes with |∆S| < 0.01. This simulation results in the return loss shown

in Fig. 5.20. The radiation pattern and cross-polarization at 5.5 GHz is shown in
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Figure 5.17: The return loss of the �ve-pronged fractal tree monopole antenna with
two fractal iterations.

(a) E-plane radiation, φ = 160◦ (b) H-plane radiation, θ = 120◦

Figure 5.18: Radiation pattern for two-iteration fractal antenna at 5.5 GHz.

Fig. 5.21.

The �ve-pronged, three-iteration fractal tree monopole antenna is shown to have

return loss less than -10 over the range 1.22 GHz�24.1 GHz, corresponding to a band-

width of 180.7%. Its radiation pattern maintains symmetry with respect to φ, but the

smoothness of the E-plane pattern with respect to θ is slightly degraded in compar-
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Figure 5.19: A �ve-pronged fractal tree monopole antenna with three fractal itera-
tions.

ison to the previous two models. At 5.5 GHz, the cross-polarization of this antenna

is better than 21 dB (except at the extremes of θ = 0◦ and θ = 90◦. Because of the

resolution limitations of the 3D printer used for fabrication, further increase of the

number of iterations was not feasible. Table 5.4 summarizes the results of these three

simulations, for easy comparison. As shown, the bandwidth increases by 9% from the

single-iteration model to the two-iteration model, but only increases by 4% from the

two-iteration model to the three-iteration model. The cross-polarization degrades by

12 dB from the single-iteration model to the two-iteration model, and degrades by a

further 13 dB from the two-iteration model to the three-iteration model. Assuming

this trend holds, a fourth iteration would increase the bandwidth only marginally,
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Figure 5.20: The return loss of the �ve-pronged fractal tree monopole antenna with
three fractal iterations.

(a) E-plane radiation, φ = 90◦ (b) H-plane radiation, θ = 116◦

Figure 5.21: Radiation pattern for �ve-pronged fractal antenna at 5.5 GHz.

while the cross-polarization would become signi�cantly worse. Of the three models

that were simulated, the three-iteration model has the highest bandwidth, while also

maintaining good cross polarization.
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Table 5.4: Summary of simulation results for one- two- and three-iteration fractal
tree monopole antennas

# of
Iterations

Height
(mm)

Radius
(mm)

Band-
width
(%)

Cross-
polarization

(dB)

# of
Tetrahedra

1 28 15 170.3 46 69,312
2 40 21 178.3 34 90,057
3 51 27 180.7 21 210,702

5.5 Variations of Conical Fractal Tree Monopole Antenna

All three of the antennas simulated thus far were �ve-pronged antennas. The e�ect

of changing the number of prongs on the antenna is investigated next. Three-pronged,

four-pronged, �ve-pronged, and six-pronged fractal monopole antennas are shown in

Fig. 5.22.

Each of these antennas has an overall height, not including the ground, of approxi-

mately 51 mm, and a maximum radius of 27 mm. They were each simulated in Ansys

HFSS, using a convergence criteria of |∆S| < 0.01 for two consecutive passes. The

magnitude of S11 in dB resulting from these simulations is shown in Fig. 5.23 for

each permutation in solid red. The S11 of the wire monopole antenna shown in 5.12

is shown in dashed black for comparison.

The three-pronged fractal antenna converged with 128,303 tetrahedra. This antenna

is shown to have S11 below -10 dB from approximately 1.26 GHz to 18 GHz, corre-

sponding to a bandwidth of 173.0%. The four-pronged fractal antenna, which con-

verged with 153,518 tetrahedra, has better bandwidth than the three-pronged version;

S11 is shown to be -10 dB from approximately 1.23 GHz to 24 GHz, corresponding

to a bandwidth of 180.5%. The �ve-pronged fractal, which was discussed previously,

has only slightly larger bandwidth than the four-pronged version; S11 is below -10 dB

from approximately 1.22 GHz to 24.1 GHz, corresponding to a bandwidth of 180.7%.

The six-pronged fractal, which converged with 332,737 tetrahedra, has a lower band-

width than the �ve-pronged fractal. Its S11 is below -10 dB only from 1.2 GHz to
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(a) (b)

(c) (d)

Figure 5.22: (a) Three-pronged fractal tree antenna. (b) Four-pronged fractal tree
antenna. (c) Five-pronged fractal tree antenna. (d) Six-pronged fractal tree antenna.
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(a) (b)

(c) (d)

Figure 5.23: (a) Return loss in dB for the three-pronged fractal tree antenna. (b)
Return loss in dB for the four-pronged fractal tree antenna. (c) Return loss in dB
for the �ve-pronged fractal tree antenna. (d) Return loss in dB for the six-pronged
fractal tree antenna.

17.9 GHz, corresponding to a bandwidth of 174.9%.

The radiation pattern for the three-pronged antenna at a representative frequency

of 5.5 GHz is shown in Fig. 5.24. The cross-polarization of this antenna is very poor,

as shown. At (θ = 109◦, φ = 90◦), the cross-polarized power is only 0.54 dB less

than the co-polarized power. Also, the radiation is notably asymmetric with respect

to φ, with minima at approximately φ = 0◦, φ = 120◦, and φ = 240◦, corresponding

to the angles of the three prongs. The radiation maxima occur at approximately

φ = 60◦, φ = 180◦, and φ = 300◦, corresponding to the angles of the valleys between

the prongs. It is also interesting to note that the cross-polarization has six lobes, with
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the minima at φ = 0◦ and at 60◦ intervals all the way around, corresponding to both

the prongs and valleys.

The radiation pattern for the four-pronged antenna is shown in Fig. 5.25. This

antenna has only slightly better polarization characteristics than the three-pronged

case. At (φ = 90◦, θ = 112◦), the cross-polarized radiation is only 7.19 dB below the

co-polarized radiation. Again, the radiation pattern is noticeably asymmetric, with

maxima at φ = 0◦, φ = 90◦, φ = 180◦, and φ = 270◦, at the angles of the prongs, and

minima at φ = 45◦, φ = 135◦, φ = 225◦, and φ = 315◦, at the angles of the valleys.

The cross-polarization has eight distinct lobes, with minima at φ = 0◦ and at 45◦

intervals all the way around, corresponding to both the prongs and the valleys.

The radiation pattern for the �ve-pronged antenna at 5.5 GHz is shown previ-

ously, in Fig. 5.21. The �ve-pronged antenna shows a much better radiation pattern

than either of the previous two variations, with cross-polarization better than 21 dB

(excluding the extremes of θ = 0◦ and θ = 180◦). The radiation appears to be sym-

metric with respect to φ. Following the trend of the previous two simulations, the

cross-polarization has ten distinct lobes, with minima at φ = 0◦ and at 36◦ intervals

all the way around, corresponding to both the prongs and the valleys.

Finally, the radiation pattern for the six-pronged antenna at 5.5 GHz is shown in

Fig. 5.26. This antenna has the best polarization of the four, with cross-polarization

better than 31 dB (excluding at the extremes). The radiation appears to be symmetric

with respect to φ, and the cross-polarization has twelve lobes, with minima at φ = 0◦

and at 30◦ intervals, corresponding to the prongs and valleys.

Table 5.5 summarizes the simulation results for the three-pronged, four-pronged,

�ve-pronged, and six-pronged three-iteration fractal tree antennas.

Since the �ve-pronged fractal has the best bandwidth and the second-best polar-

ization of these four simulated antennas, it was selected to be fabricated and tested.

However, we will �rst look at the simulation in more detail. Two more simulations
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(a) E-plane radiation, φ = 60◦ (b) H-plane radiation, θ = 116◦

Figure 5.24: Radiation pattern for three-pronged fractal antenna at 5.5 GHz.

(a) E-plane radiation, φ = 90◦ (b) H-plane radiation, θ = 116◦

Figure 5.25: Radiation pattern for four-pronged fractal antenna at 5.5 GHz.

were performed in HFSS to obtain far �eld results valid from 1 GHz to 5 GHz,

and from 10 GHz to 20 GHz. Figure 5.27 shows the E-plane radiation pattern of

the �ve-pronged, three-iteration fractal tree monopole antenna at 1.3 GHz, 10 GHz,

15 GHz, and 20 GHz, and Fig. 5.28 shows the H-plane radiation pattern at the same

frequencies.



98

(a) E-plane radiation, φ = 90◦ (b) H-plane radiation, θ = 116◦

Figure 5.26: Radiation pattern for six-pronged fractal antenna at 5.5 GHz.

These graphs clearly show that the polarization gets better as the frequency de-

creases. The polarization at 1.3 GHz is better than 46 dB, excluding the extremes

of θ = 0◦ and θ = 90◦. The polarization at 10 GHz is better than 24 dB, excluding

the extremes. The polarization at 15 GHz is much worse, with co-polarized power

actually 0.29 dB less than cross-polarized power at approximately θ = 130◦, φ = 90◦.

The cross-polarization at 20 GHz is only 0.63 dB below the co-polarized power at

θ = 156◦, φ = 90◦.

Figure 5.29 shows the magnitude of the surface currents on the antenna at 1.3 GHz,

5.5 GHz, 15 GHz, and 20 GHz. The range from blue to red is 0 A/m�3 A/m in every

Table 5.5: Summary of simulation results for three-pronged, four-pronged, �ve-
pronged, and six-pronged fractal tree monopole antennas

# of
Prongs

Height
(mm)

Radius
(mm)

Band-
width
(%)

Cross-
polarization

(dB)

# of
Tetrahedra

3 51 27 173.0 0.54 128,303
4 51 27 180.5 7.19 153,518
5 51 27 180.7 21 210,702
6 51 27 174.9 31 332,737
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(a) φ = 90◦ (b) φ = 90◦

(c) φ = 90◦ (d) φ = 90◦

Figure 5.27: E-plane radiation pattern for �ve-pronged three-iteration fractal tree
antenna at (a) 1.3 GHz. (b) 10 GHz. (c) 15 GHz. (d) 20 GHz.

case. As shown, the center of the structure does not carry much current at any of the

four investigated frequencies. Figure 5.29 (a) shows the currents at 1.3 GHz, where the

current is almost entirely on the outside surface of the structure, with some current on

the upper branches of the tree at approximately 1 A/m. High-density current reaches

halfway up the arms of the fractal, as it does in none of the other three �gures. Figure

5.29 (b) shows the currents at 5.5 GHz, where higher current densities are seen in
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(a) θ = 90◦ (b) θ = 60◦

(c) θ = 116◦ (d) θ = 60◦

Figure 5.28: H-plane radiation pattern for �ve-pronged three-iteration fractal tree
antenna at (a) 1.3 GHz. (b) 10 GHz. (c) 15 GHz. (d) 20 GHz.

the upper branches of the fractal tree, reaching 3 A/m in the valleys between the

second-iteration branches. The high current densities in the upper branches are also

visible in Fig. 5.29 (c), at 15 GHz, but in this case they are located in the valleys

between the third-iteration branches. Figure 5.29 (d), shows that the currents at

20 GHz are concentrated most highly at the base of the �gure, on the lower half of

the �rst iteration.
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(a) 1.3 GHz (b) 5.5 GHz

(c) 15 GHz (d) 20 GHz

Figure 5.29: Surface currents on the antenna at four representative frequencies

5.6 Fabrication and Measurement of Conical Fractal Tree Monopole Antenna

The 3D printer requires any model it prints to have a qualitatively large base,

otherwise the print will not adhere to the build plate. It also requires that the model

only have minimal spreading with each progressive layer, or the print will become

stringy and ill-de�ned. To facilitate high-quality printing, therefore, the body of the
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fractal tree was split into two pieces. The upper half of the fractal was printed from

bottom to top, and the lower half was printed from top to bottom. The ground was

naturally large at the base, and tapered with each layer, so it was not adjusted in any

way for the print. Figure 5.30 shows the HFSS model used for printing. Since the 3D

printer requires Stereo Lithography (.stl) �les, and HFSS cannot output this �le type,

an Standard for the Exchange of Product Data (.step) �le was exported from HFSS,

imported into AutoCad, and exported from AutoCad as a Stereo Lithography �le.

This was then loaded into the 3D printer Makerware software. The fractal tree and

hemispherical oblate spheroidal ground were then 3D printed of ABS plastic with a

MakerBot Replicator 2X, using a layer height of 0.1 mm. The bottom and top halves

of the fractal body were glued together with superglue. The antenna form shown in

5.31 (a) resulted.

This form was spray painted with several layers of an acrylic-based conductive

paint from M. G. Chemicals. The conductivity of this spray paint was measured

Figure 5.30: 3D printed pieces of fractal monopole antenna.
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(a) (b)

Figure 5.31: (a) 3D-printed form of the �ve-pronged fractal tree antenna. (b) Final
fractal tree antenna.

at 0.6 Ω/square for a thoroughly coated square. The paint-covered form was then

connected to an RG-58C/U coaxial cable, as shown in Fig. 5.31 (b). The wires of

the outer conductor of the coax were divided into several small bundles and splayed

back along the ground. Low-temperature solder was used to very carefully connect

each bundle of wires to the painted ground without melting the plastic. Similarly, the

wires of the center conductor were divided into �ve small bundles, and soldered in

the valleys between the prongs on the main body of the antenna. The return loss of

this antenna was measured using an Anritsu 37297D network analyzer, and is shown

in Fig. 5.32. The simulated return loss for the �ve-pronged, three-iteration fractal

tree is also shown, for comparison. This antenna was shown to have less than -10 dB

return loss over a range of 1.2 GHz � 25 GHz, which is a bandwidth of 181.7%.

The measured antenna di�ered from the simulated model in that the indentations

between the �rst-iteration cones were partially �lled with wire and solder, and the

ground also had wires and solder on its upper surface. Furthermore, the gap between



104

Figure 5.32: Measured return loss for fractal monopole antenna.

the fractal and the ground, which was set at 0.8 mm in the simulations, was much

harder to �x in reality, and may have varied from the target value by as much as a

millimeter or two. Also, because the fractal body was printed in two pieces, there

was a noticeable seam around the circumference of the body, as shown in Fig. 5.31.

Finally, in simulation the antenna body and ground were de�ned as PEC, but in

reality they had a �nite conductivity that almost certainly varied over the surface,

since some areas were extremely di�cult to access with the spray paint. Any or all

of these variations may have contributed to the di�erence between simulated and

measured results shown in Fig. 5.32.



CHAPTER 6: CONCLUSION

6.1 Summary of Work Presented

This work began by providing an overview of the topics that would be covered, as

well as explaining the motivation behind this research. Some background information

was provided on metamaterials in general, including the de�nitions of permeability

and permittivity. The four possible combinations of sign for real-valued permeability

and permittivity were presented, and the propagation characteristics of each were

examined. The special properties of materials having simultaneously negative perme-

ability and permittivity were discussed, and simulation results were shown demon-

strating negative phase velocity and the reversal of Snell's law for such materials.

The evanescence of waves in a single-negative medium was also shown in simulation.

The concept of fractals was introduced, using fern fronds and Romanesco broccoli as

naturally-occurring examples.

The narrowband behavior of split ring resonators and capacitively loaded strips

near resonance was discussed, as well as the motivation for developing wideband

metamaterials. Non-Foster loading was presented as a possible means of achieving

wideband performance, since the negative impedance of the non-Foster circuit can

be engineered to cancel the intrinsic reactance of the unit cell. The utilization of

fractal geometries in the design of new metamaterial unit cells was also discussed,

as well as their potential to provide broadband performance when the structures are

engineered to resonate at several closely spaced frequencies. Fractal geometries were

also discussed in the context of antenna design, since the same property of multiple

resonances that makes fractal metamaterials appealing also can be utilized to engineer

broadband antennas.
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A new coaxial �xture in which metamaterials could be tested was discussed, and

four control samples were �rst simulated in HFSS then measured in the �xture, to

ensure continuity of simulated and measured results. The detailed dimensions for

the 3D printed pieces of the test �xture are given in Appendix A. Two methods for

extracting relative permeability and permittivity from measured S-parameters were

discussed and compared, and the results of each were shown for two of the four control

measurements, to demonstrate that both methods returned the same results.

A capacitively loaded strip unit cell loaded with a non-Foster negative inductor

was presented next. The e�ects of parasitic resistance in the non-Foster load were

discussed mathematically, and calculated and simulated results for ideal and realistic

loads in parallel plate waveguides were presented. The CLS with a realistic non-

Foster load in the coaxial test �xture was �rst simulated in HFSS, then simulated

in ADS using the S-parameters from HFSS. Finally, it was measured in the coaxial

�xture, and extracted permeability and permittivity obtained from that measurement

were presented. Tunability of the extracted permittivity was demonstrated in both

simulation and measurement by varying the value of the negative capacitance load.

This structure demonstrated sub-unity permittivity in measurement over a bandwidth

of 133%, for a parallel resistance of approximately 220 kΩ and a series resistance of

approximately -133 Ω.

Next, a split ring resonator unit cell loaded with a non-Foster negative capacitor

was presented. The e�ects of parasitic resistance in the non-Foster load were discussed

mathematically, and calculated and simulated results for ideal and non-ideal loads in

parallel plate waveguides were presented. The SRR with a realistic non-Foster load

in the coaxial �xture was simulated in HFSS, and shown to demonstrate negative

permeability over a bandwidth of 100% for a parallel parasitic resistance of 2 kΩ and

a series parasitic resistance of -0.5 Ω. Tunability of permeability was demonstrated

in simulation by varying the value of the negative inductance load.
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A fractal metamaterial unit cell that demonstrated wideband negative permittivity

was presented next. The structure also demonstrated negative permeability, but at a

frequency where the unit cell was not electrically small. This unit cell was simulated

in a parallel plate waveguide in HFSS, and the currents on the structure and �elds

in the guide were presented at each resonant frequency. A test �xture similar to

that used to measure the fractal unit cell was presented, and the di�erences between

parallel plate and coaxial waveguides were discussed in detail. A set of three unit cells

was simulated and measured in the coaxial test �xture, and extracted results were

presented and compared. This structure was shown to have negative permittivity

over approximately a 32.9% bandwidth. An interlocking grid structure was simulated

in both a parallel plate and rectangular waveguide, and the di�erences between these

two measurement structures were discussed at length. The measured results for the

interlocking grid in a rectangular waveguide were presented. This structure was shown

to provide negative permittivity over approximately a 17.1% bandwidth.

Finally, two fractal tree monopole antennas were presented. The �rst was formed

of cubic fractal iterations, and was found to have broadband performance but highly

asymmetric radiation at high frequencies, as well as poor cross-polarization. A second

design was presented, formed of conical fractal iteration. This structure was explored

in more detail than the previous, with a comparison of several simulated variations

of the structure. The �ve-pronged version with three fractal iterations was selected

to be fabricated, and measured return loss is presented. This antenna was shown in

measurement to have return loss better than -10 dB over a bandwidth of 181.7%.

6.2 Future Work

The non-Foster metamaterials research will be continued through development of a

stable non-Foster negative capacitor to match the SRR simulations, and measurement

of wideband negative permeability. A unit cell integrating both the CLS and the SRR

will be developed, and the load impedances will be adjusted for the new con�gura-
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tion. This should result in measureable wideband negative index of refraction at low

frequencies. The bandwidth of both the CLS and the SRR were shown to depend

strongly on the values of the parallel and series parasitic resistances. Therefore, it

will be appropriate to make a concentrated e�ort to reduce these e�ects.

The fractal metamaterials research will be expanded by applying similar fractal

methods to a split ring resonator, in an attempt to develop a structure that provides

negative permeability over the same frequencies over which the existing unit cell

provides negative permittivity. Three-dimensional fractal metamaterials will also be

explored, to minimize the anisotropy of the unit cell.

The radiation pattern of the fractal antenna will be measured, to con�rm agreement

with simulation. If the limited conductivity of the antenna surface is shown to result

in degraded radiation characteristics, the antenna form can be 3D printed in metal

by an outside party, such as Shapeways.
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APPENDIX A: MEASUREMENT FIXTURE

The cylindrical �xture in which the metamaterial structures described in Chapter

3 were measured is described here, along with standards to allow Thru-Re�ect-Line

(TRL) calibration. Each of the Thru and Re�ect standards, as well as the Measure-

ment �xture, was designed as a collection of several smaller pieces that could be 3D

printed individually, covered in 0.005� copper foil from Online Metals, part # 110 060,

and �tted together into a cohesive whole for measurement. The empty Measurement

�xture doubled as the Line standard.

The small ends of each inner taper were inset with soft copper tubes from Hobby

Lobby, having outer diameter 4 mm and tube thickness 0.1 mm. This tube was frayed

on the outside edge, and the frayed pieces were splayed back at the end of the taper

piece, to allow a solid connection to the N-connector, as shown in Fig. A.1.

Figure A.1: Photo of connection between N-connector and 3D printed taper.
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The twelve necessary pieces are listed in Table A.1, and the geometry and dimen-

sions of each are presented in Figs. A.2�A.13. The con�gurations of the Thru, Re�ect,

and Measurement/Line standards are shown in Figs. A.14�A.16. The �nal 3D printed

Thru, Re�ect, and Measurement/Line standards are shown in Figs. A.17�A.19, as

well as the bolt and metal-plate devices that were used to press-�t each standard

together.

Table A.1: Pieces for measurement �xture

Part # Part Name Quantity Needed
1 Outer Taper 5
2 Inner Taper 5
3 Outer Connector 5
4 Inner Connector 5
5 End Washer 5
6 Outer Measurement Section 1
7 Inner Measurement Section 1
8 Outer Thru Section 1
9 Inner Thru Section 1
10 Outer Re�ect Section 1
11 Inner Re�ect Section 1
12 Re�ect Cap 1

Figure A.2: Part #1: The outer taper.
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Figure A.3: Part #2: The inner taper.

Figure A.4: Part #3: The outer connector.
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Figure A.5: Part #4: The inner connector.

Figure A.6: Part #5: The end washer.
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Figure A.7: Part #6: The outer Measurement section.

Figure A.8: Part #7: The inner Measurement section.
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Figure A.9: Part #8: The outer Thru section.

Figure A.10: Part #9: The inner Thru section.
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Figure A.11: Part #10: The inner Re�ect section.

Figure A.12: Part #11: The outer Re�ect section.
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Figure A.13: Part #12: The Re�ect cap.

Figure A.14: The Thru con�guration.
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Figure A.15: The Re�ect con�guration.

Figure A.16: The Measurement/Line con�guration.



122

Figure A.17: Photo of the completed measurement �xture/Line standard.

Figure A.18: Photo of the completed Thru standard.
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Figure A.19: Photo of the completed Re�ect standard.


