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ABSTRACT 
 
 

DANIELLE LOUISE WOODALL. Exploring exciton and trap state recombination 
dynamics in cadmium sulfide quantum dots. (Under the direction of DR. MARCUS 

JONES) 
 
 

 Colloidal semiconducting quantum dots (QDs) are ideal candidates for 

optoelectronic devices such as solar cells and LEDs because of their high 

photoluminescence (PL) quantum yields and photostability. In order to improve device 

efficiencies, we must understand how QD surfaces affect charge dynamics within the 

QD. In this work we demonstrate that CdS is an excellent model system for studying QD 

carrier dynamics for two principle reasons: (i) they produce both exciton and surface-

localized trap state emission and (ii) their surface chemistry is simplified by the presence 

of only one ligand species.  

First we, use temperature-dependent time-resolved photoluminescence (TRPL) to 

measure both exciton and trap recombination dynamics and find that an activated 

trapping process influences exciton dynamics while trap dynamics are dominated by non-

radiative recombination. We propose a model to explain the exciton dynamics in which 

electron transfer from the exciton state to the deep emissive trap state occurs via a 

temperature-dependent multi-step process requiring multiple non-emissive trap state 

distributions. Second, we identify the nature of the trap state using excitation-dependent 

TRPL, and demonstrate for the first time that trap excited state lifetimes are up to four 

times longer when influenced by the exciton state compared to direct excitation. Finally, 

we attempt to control trap emission by altering the amount of native ligand, oleic acid on 

the QD surface. We present evidence that the ligand coverage on the QD surface and in 
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solution affects not only trap emission but also exciton emission, and suggest that oleic 

acid plays a more complicated role in QD emission than previously expected. By 

developing CdS as a model system for trapping dynamics, we further our understanding 

of these dynamics and enable the development of new technologies that take advantage 

of the trap state benefits such as broad emission and long-lived charge separated states.
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CHAPTER 1: INTRODUCTION 
 
 
1.1. Motivation 

Fossil fuels are finite. As a result, we must find new energy sources that are 

renewable and less harmful to the environment. Solar energy offers a potentially 

promising solution because, according to the Department of Energy (DOE) website, the 

amount of solar energy that reaches the Earth’s surface in one hour is greater than the 

total amount of energy needed for an entire year. The DOE has initiated numerous 

programs such as Energy Frontier Research Centers and the Sunshot Initiative to further 

solar energy research and to reduce the cost of solar power by 75% by 2020.1 Current 

commercial cells have efficiencies less than 25%2 but high production and installation 

costs mean that the price of electricity produced from solar cells is still higher compared 

to when it is produced from fossil fuels.2 

National research laboratories such as the National Renewable Energy Laboratory 

have been investigating new materials for solar cells like colloidal semiconducting 

nanocrystal quantum dots (QDs). QDs are excellent candidates for solar cells and other 

optoelectronic devices because of their size tunable optical properties.3-6 Since colloidal 

QDs are made in solution, it is relatively straightforward to incorporate them into devices 

using techniques such as spin coating or electrophoretic deposition. These methods do 

not require the use of a clean room or a controlled atmosphere, meaning QD based solar 

cells are theoretically less expensive to make than traditional silicon solar cells.7 

Additionally, QDs, particularly Pb chalcogenide QDs, exhibit a phenomenon known as 
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multiple exciton generation (MEG) where one photon of light of sufficiently high energy 

can generate two or more electron hole pairs also known as excitons.8 This allows QD 

solar cells to have external quantum efficiencies greater than 100% when absorbing short 

wavelengths of the solar spectrum.8-12 QD based solar cell efficiencies have increased 

over the last several years, and are now comparable to dye-sensitized solar cells as well 

as bulk heterojunction photovoltaics.13-16 

Even though QD based solar cells are gaining in efficiency, they still have not met 

their full potential. This is because fundamental processes such as charge transfer through 

the interface between the QDs and the local environment remain poorly understood. 

Additionally, the surface effects on charge carrier recombination dynamics remain 

unclear. Surfaces are more important in QDs compared to bulk materials because QDs 

have a large surface to volume ratio, meaning that many of the atoms are on the 

surface.17,18 For example, a 3.2nm CdSe QD has approximately 800 atoms, with 1/3 of 

those atoms on the surface.19  

Furthermore, the quality of the surface has been shown to create surface states 

such as trap states where either the electron or hole becomes localized rather than moving 

freely through either the conduction or valence bands. These trap states enable additional 

recombination pathways for photogenerated carriers, affecting both exciton dynamics20 

and decreasing photoluminescence quantum yields,21,22 hindering device performance. By 

understanding how the surface impacts photophysical behavior of the QDs, we can 

engineer more efficient solar cells and other optoelectronic devices. 
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1.2. Quantum Dots 

QDs are generally near spherical particles with diameters ranging from 2-10 nm. 

They are a class of material with a size regime existing between molecular systems and 

bulk systems, giving them unique electronic properties. In molecules, the electronic 

energy levels are well separated. Transitions from the ground to excited state are defined 

by the energy separation between the highest occupied molecular orbital (HOMO) and 

the lowest unoccupied molecular orbital (LUMO).  

As the size of the material increases, the electronic energy spacings become closer 

and eventually form bands, which are used to define bulk materials. In bulk materials, the 

electrons occupy the valence band while in the ground state. When the material is 

excited, an electron is excited into the conduction band, leaving an absence of charge 

referred to as a hole. The energy spacing between the valence band and conduction band 

is referred to as the bandgap, and this spacing also determines the amount of energy 

needed to excite the material.  

The formation of a correlated electron hole pair is called an exciton. The electron 

and hole are correlated because they are charged particles, and there is a Coulombic or 

attractive force between the particles. The distance between the electron-hole pair is 

referred to as the Bohr exciton radius. The Bohr exciton radius is material specific and 

can be calculated using the following equation: 

𝑟 =
𝜖ℏ!

𝜇𝑒! 
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where 𝜖  is the dielectric constant of the material, ℏ is the reduced Planck’s constant, 𝜇 is 

the reduced electron hole mass where 
!
!
= !

!!
+ !

!!
 and 𝑒 is the electron charge. The 

Bohr exciton radius is 4.9 nm in CdSe and 2.8 nm in CdS.23  

When the physical size of the material decreases from the bulk to the nanoscale 

regime, the physical size modifies the electronic structure of the material, which is 

referred to as quantum confinement. Quantum confinement causes the continuous 

electronic band structure of a bulk material to become discrete or quantized electronic 

levels. The electronic levels within a QD can be modeled using the “particle in a sphere” 

formalism from quantum mechanics. We assume that the particle is confined to a sphere 

and is surrounded by an infinite potential. The energy of the quantized electronic levels 

for either the electron or hole can be written as: 

𝐸!,! =
ℏ!𝜙!,!!

2𝑚𝑎!  

where l is the angular quantum number, ℏ is the reduced Planck’s constant, 𝜙is the nth 

 

Figure 1.1: Cartoon describing how the electronic levels within the conduction band (CB) 
and valence (VB) change as the QD radius changes. When the radius increases (right to 
left), the electronic levels become closer together and eventually form bands as in the 

bulk material. Reproduced from Kambhamptai.24 
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root of the spherical Bessel function, m is the effective mass of either the electron or hole, 

and a is the crystal radius. As the crystal radius decreases, the energy of the electron and 

hole electronic states also increases.  

If the crystal radius becomes smaller than the Bohr exciton radius, the system is 

strongly confined because energy spacings between the electronic levels are greater than 

the exciton binding energy or the Coulomb interaction between the electron and hole. The 

strong confinement regime is responsible for the size-depend bandgap exhibited by most 

QDs. For strongly confined QDs, a decrease in the QD size causes the bandgap to 

become larger and shifts the optical transitions to higher energies as shown in Figure 1.1 

Being able to control QD emission and other optical properties simply by changing their 

size is what makes QDs attractive for applications ranging from photovoltaics2,7,8,12,16,25-29 

and other optoelectronic devices30-34 to biological imaging.35-38 

1.3. Optical Processes in QDs 

In order to utilize QDs in optoelectronic devices such as solar cells, we must 

understand how light produces charge carriers and the fate of those carriers after an 

excitation event. QDs interact with light by absorbing a photon as long as the photon 

energy matches the transition energy. In QDs where the only electron and hole states are 

within the conduction and valence band respectively, the QD bandgap dictates the 

minimum photon energy needed to excite an electron from the valence band to the 

conduction band and generate an exciton. QDs may also absorb photons with energy less 

than the bandgap if there are states such as trap states within the bandgap. These states 

are not referred to as exciton states, because these charges are localized rather than 

delocalized over the entire particle.  
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After an excitation event produces an exciton, it recombines either radiatively by 

emitting a photon or non-radiatively by coupling to phonon modes or Auger 

recombination. Auger recombination occurs when the electron and hole recombine and 

the energy produced from this event is transmitted to a third particle. If exciton emission 

does occur, it generally occurs at a lower energy than the absorption energy. This shift in 

the absorption and emission energy is referred to as a Stoke’s shift. The Stoke’s shift is a 

result of excitation into high-energy states within the conduction and valence bands. The 

electron and hole then immediately relax to their respective band-edges before radiatively 

recombining. 

 If states exist within the QD bandgap, then the electron and hole can relax past 

the conduction and valence band-edges and into these states. In some species of QDs like 

CdS, these trapped charges can radiatively recombine, and this emission is referred to as 

trap emission. Since trap emission involves states within the QD bandgap, trap emission 

primarily occurs at emission energies less than the exciton emission peak.  

Trap states also form in other species of QDs such as CdSe, but they are primarily 

non-emissive. If they are non-emissive, then how do we know that they exist? Evidence 

for non-emissive trap states comes primarily from time-resolved photoluminescence 

spectroscopy (TRPL) conducted on exciton states. TRPL is a techniques that measures 

excited state recombination dynamics and is discussed in more detail in Section 2.4.  

Temperature studies using TRPL showed that exciton average lifetimes, or the 

average time it takes for the exciton to emit a photon, are temperature-dependent. The 

quantum yield (QY) or the efficiency in which the QD emits a photon also showed a 

similar temperature-dependence. QYs are described further in Section 2.3.2. The trends 
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in the temperature-dependent exciton average lifetimes and QY were successfully 

modeled using an activated trapping process where one charge carrier becomes localized 

in a surface state or trap state at low temperatures. As the temperature is raised, the 

charge carrier gains enough thermal energy to be released from the trap state and 

becomes delocalized, increasing the likelihood of radiative recombination with the other 

charge carrier.  

Because trap states are charge-separated states, we theorize that these states are 

formed through a charge transfer process, and therefore can be modeled using classical 

electron transfer (ET) theory, which is sometimes referred to as “Marcus theory” after its 

creator. Classical ET theory describes the process in which an electron is transferred from 

one entity, referred to as the donor, to another entity, referred to as the product. It was 

originally developed for molecular systems,39 but has been more recently applied to 

describe ET in QD-metal oxide junctions40 as well trapping dynamics in core/shell QDs41-

43 and nanorod heterostructures.44,45 In the case of QDs, the exciton state acts as the donor 

and the trap state behaves as the acceptor.   

1.4. Electron Transfer in QDs 

Classical ET theory uses parabolas to describe each state of the system. The 

parabolas are potential energy surfaces representing all possible configurations including 

nuclear and solvent coordinates for that state. The potential energy surfaces are parabolas 

because the system is described in terms of harmonic oscillators, and the potential energy 

of a harmonic oscillator is a parabola. However, the potential energy surfaces are 

generally described in terms of Gibb’s free energy (ΔG°) surfaces because low frequency 

vibrations modes from the solvent cannot be accurately modeled as harmonic oscillators.  
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In the classical theory we assume that the curvature of the parabolas for the donor 

and acceptor along a common reaction coordinate are the same. The electronic coupling 

or mixing between the donor and the acceptor free energy surfaces determines if ET is 

adiabatic or non-adiabatic. Adiabatic classical ET occurs when the electronic coupling is 

strong, and the donor and acceptor form one free energy surface. Non-adiabatic classical 

ET occurs when the electronic coupling is weak, and the donor and acceptor free energy 

surfaces form two distinct surfaces.  

Non-adiabatic ET can only occur when the donor and acceptor free energy 

surfaces intersect, primarily because of the Franck-Condon principle. The Franck-

Condon principle is an approximation that says electronic transitions happen before the 

nuclei have a chance to move. The only place where the donor and acceptor have the 

 

Figure 1.2: Diagram defining classical ET parameters. ΔG° is the change in 
free energy, λ is the reorganization energy, and ΔG* is the activation barrier. 
The blue parabola represents the donor state, and the red parabola represents 

the acceptor state. 
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same nuclear configuration is where the free energy surfaces intersect. In addition to 

intersection point or transition state, two more parameters are needed before discussing 

ET rates. The difference in Gibb’s free energy (ΔG°) is the difference in energy between 

the equilibrium position of the donor and the equilibrium position of the acceptor. These 

equilibrium positions occur at the bottom of the parabolas. The reorganization energy (λ) 

is defined as the change in Gibb’s energy if the donor were to adopt the equilibrium 

configuration of the acceptor state without transferring the electron.46 Finally, the 

activation barrier (ΔG*) is defined as the amount of energy needed for the system to 

reach the transition state where ET can occur. These variables are shown schematically in 

Figure 1.2. 

1.4.1. Regions of classical ET 

Once Δ𝐺!!°  and 𝜆!" are defined, the ET rate (𝑘!") can be calculated using the 

classical ET equation shown below:  

𝑘!" =
2𝜋
ℏ   ℋ!"

! 1
4𝜋𝜆𝑘!𝑇

𝑒𝑥𝑝 −
𝜆 + 𝛥𝐺° !

4𝜆𝑘!𝑇
 

where ℋ!" represents the electronic coupling between the two states, 𝑘! is Boltzmann’s 

constant, and T is temperature. If the ET is non-adiabatic, then ℋ!" is << 1 and the ET 

process can be separated into three different regions, which are shown in Figure 1.3. The 

first region is the normal region where −𝛥𝐺° ≪   𝜆 and 𝑘!" increases as 𝛥𝐺° becomes 

more negative. The second region is the barrierless region where −𝛥𝐺°   ≈   𝜆 and 𝑘!" is 

the fastest. The third region is the inverted region where −𝛥𝐺° ≫   𝜆 and 𝑘!" is expected 

to decrease as −𝛥𝐺° becomes more negative because the activation barrier is increasing. 
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The inverted region is not commonly encountered in intermolecular reactions due 

to limits of diffusion between donor and acceptor.47,48 In order for ET to occur in 

intermolecular reactions, the donor and acceptor must come together to form the 

transition state complex. When ET occurs in the normal region, the electron transfer rate 

is slower than the diffusion rate of the donor and acceptor. As we increase -ΔG°, or the 

driving force of the reaction, the electron transfer rate increases. Eventually, it becomes 

faster than the diffusion rate of the two reactants, and the rate of diffusion becomes the 

rate-determining step. The inverted region is therefore seen in primarily intramolecular 

reactions such as bridged systems and QDs because diffusion is no longer needed to bring 

the donor and acceptor together. 

Non-adiabatic ET can also occur at points slightly below the transition state if 

nuclear and electron tunneling occurs. Nuclear tunneling is temperature-independent, and 

therefore allows ET to occur at very low temperatures. However, nuclear tunneling 

requires the displacement between donor and acceptor free energy surfaces to be quite 

 

Figure 1.3: Graphical representation of the three different regimes of classical ET. The 
blue parabola represents the donor, and the red parabola represents the acceptor. ΔG° and 

λ are defined in the text. 
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small. Electron tunneling is possible if there is significant vibrational overlap between the 

donor and acceptor states. Electron tunneling is temperature-dependent because thermal 

energy is required to reach the donor vibrational state which has the greatest overlap with 

acceptor vibrational state.  

High frequency vibrational modes can be incorporated into the ET rates using a 

semi-classical ET theory that was first developed by Marcus and Jortner.49 This ET 

theory is considered semi-classical because the solvent modes, which are low frequency, 

are treated classically while the internal high frequency vibration modes of the donor and 

acceptor are treated quantum mechanically. In both classical and semi-classical ET 

theory, the reorganization energy is split into the outer reorganization energy (𝜆!"#) and 

the inner reorganization energy (𝜆!"). The outer reorganization energy is also known as 

the solvent reorganization energy and refers to the energy needed for the solvent 

molecules around the donor to reorient to the configuration around the acceptor without 

the electron transfer occurring. The inner reorganization energy is solvent independent 

and includes all intramolecular vibrations. The classical ET equation is extended to 

include the vibrational modes and becomes the Marcus-Jortner equation: 

𝑘!" =
2𝜋
ℏ   ℋ!"

! 1
4𝜋𝜆!"#𝑘!𝑇

𝑒𝑥𝑝 −𝑆
𝑆!

𝑚!

!

!!!

𝑒𝑥𝑝 −
𝜆!"# + 𝛥𝐺°+𝑚ℎ𝑣 !

4𝜆!"#𝑘!𝑇
 

where 𝑚 is an integer and 𝑆 is the Huang-Rhys parameter. The Huang-Rhys parameter is 

the electron-phonon coupling constant and is defined as 

𝑆 =
𝜆!"
ℎ𝑣  

The Marcus-Jortner equation assumes that all high frequency vibrations in the donor can 

be represented by a single average vibrational mode with frequency 𝑣. 
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As previously mentioned classical ET was used to model trapping in core/shell 

QDs as a way to explain the temperature-dependence of the exciton’s average PL 

lifetime. The model consisted of an exciton and a distribution of trap states within a few 

𝑘!𝑇 of the exciton as shown in Figure 1.4 (a). The exciton (Xi) had a radiative 

recombination rate (kR) as well as a charge transfer rate (kij) to a trap state (Sj) within the 

distribution PK(ε). Each trap state distribution was assigned a single reorganization 

energy (λK) shown in Figure 1.4 (b). The driving force of the reaction (ΔG°) was 

calculated as the energy difference between the exciton state and a trap state with energy 

ε. Figure 1.4 (b) displays ΔG° for the lowest state within the exciton fine structure and an 

arbitrarily chosen trap state within the distribution. Even though Figure 1.4 (b) presents 

ET as an endergonic process, it does not have to be endergonic. ET can also be an 

exergonic process if the trap state energy is less than the exciton state. Once λK and ΔG° 

were defined for each trap state, then the trapping rate (kij) and detrapping rate (kji) were 

calculated using the classical ET equation and detailed balance respectively. 

 

Figure 1.4: Generalized kinectic scheme for the exciton (a). Graphical representation of 
the free energy curves for the exciton state and a single trap state from chosen from the 
Kth trap distribution. Further details are provided in the text. Reproduced from Jones et 

al.43 
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1.4.2. Modeling Exciton and Trap Dynamics 

However, Mooney et al showed that classical ET fails to describe the 

temperature-dependent PL of QDs of small CdSe and CdS QDs where the PL emission 

consists of one narrow high energy peak and one broad low energy peak.50,51 They 

reviewed the current models for surface (trap) emission and presented a new one based 

on semi-classical ET. The models and their predicted steady-state emission spectra are 

presented in Figure 1.5. 

 

Figure 1.5: Schematic showing different surface trapping models (left column) and their 
predicted emission spectra (right column). Reproduced from Mooney et al.51 
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The first model (Figure 1.5 (a)) developed for surface emission stated that trap 

emission arose from states lying deep within the bandgap, causing the red-shift in trap 

emission.52,53 The broadness of the trap emission was then attributed to a broad 

distribution of states. However, this model cannot explain the temperature-dependent 

relationship between exciton and surface emission observed by Mooney et al because 

thermal population exchange is not feasible between the two states. The energy 

difference between the exciton and trap state is greater than 500 meV. Once a trap state is 

populated, it is not energetically capable of returning to the exciton state.  

Therefore, a second model was proposed where the exciton is coupled to a surface 

state that is relatively close in energy, and population exchange occurs through classical 

ET (Figure 1.5 (c)). The charge transfer would occur in the normal region because ΔG° is 

small, and therefore an activation barrier exists. The temperature-dependence of the 

exciton average lifetimes is then explained by the probability of overcoming the barrier. 

Since the surface state is relatively close to the exciton state, its emission energy would 

only be a few meV less than the exciton emission (Figure 1.5 (d)), which is not the case.  

Furthermore, the ΔG° values extracted from the small CdSe and CdS spectra, 

assuming classical ET, indicate charge transfer is occurring in the inverted region where 

ET rates decrease as -ΔG° increases. This is discussed in more detail in Section 2.3.4 and 

Section 4.1.2. Because the charge transfer rates decrease in the inverted region, they will 

not effectively compete with exciton radiative recombination, and trap emission is 

unlikely to occur. Obviously trap emission is taking place, so the trap state must be 

populated in a manner other than classical ET.  
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Because classical ET cannot explain the red-shift of trap emission seen in small 

CdSe and CdS, Mooney et al used semi-classical ET between the exciton to a single 

surface state to explain both the temperature relationship between exciton and trap 

emission and the observed red-shift (Figure 1.5 (e)).50,51,54 Semi-classical ET is useful 

because it incorporates internal high-frequency vibrational quantum modes for donor 

(exciton) and acceptor (trap). It also includes a measure of the electron-phonon coupling 

defined as the Huang-Rhys parameter.  

The minimum of the surface free energy curve is close in energy to the minimum 

of the exciton free energy, and ET to occur through the overlap of the high frequency 

vibrational modes between the exciton and trap state. This is still an activated process 

because thermal energy is required to reach the vibrational state in the exciton with the 

optimal overlap with the trap vibrational state. The large reorganization energy and 

strong electron-phonon coupling for the trap state indicates a large displacement from the 

exciton state. Displacement refers to the shift of the parabola representing the trap free 

energy surface along the x-axis. The minimum of the trap state free energy curve now lies 

above the side of the ground state parabola rather than its minimum. Since emission 

occurs as a vertical transition, the transition occurs from the lowest vibration state within 

the trap state into a high frequency vibration in the ground state. As a result, the trap 

emission energy is red-shifted compared to the exciton.  

1.5. Aim of Research 

The goal of this research is to develop CdS QDs as a model system for 

understanding trap recombination dynamics and their impact on exciton lifetimes. Most 

QD studies on photogenerated charge carrier dynamics focus primarily on CdSe QD 
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systems, particularly on core/shell systems because of their high fluorescent quantum 

yield (>80%)55,56 and long term photostability. However, CdSe QDs exhibit primarily 

exciton emission, making it difficult to optically probe trap states and determine their 

effects on exciton dynamics. In contrast to CdSe, CdS QDs have exciton emission as well 

as a broad, red-shifted band attributed to trap emission.57-63 This feature enables us to 

measure trap state dynamics directly with optical techniques such as steady state 

photoluminescence (PL) and time-resolved photoluminescence (TRPL). Furthermore, the 

conventional CdS QD synthesis uses only one ligand, oleic acid,64 making it a simpler 

system than CdSe, which is often synthesized using three ligands65,66 thus complicating 

the surface characterization and making it difficult to determine how each ligand 

influences exciton and trap state dynamics. 

Even though CdS is a potentially a better model system for studying trap 

recombination dynamics, little research has been conducted on CdS QDs compared to the 

CdSe system. Research on QDs began in the 1980’s and both CdSe and CdS were the 

primary systems for study. However, research efforts soon shifted to CdSe, probably 

because of the negative connotation associated with trap emission. Researchers originally 

saw trap emission as an indicator of poor surface quality for CdS, and discontinued their 

investigation into its fundamental behavior. 

Therefore, the first aim of this dissertation is to further our understanding of 

photogenerated charge carrier recombination dynamics in CdS and compare them to the 

more heavily studied CdSe. The recombination dynamics in CdS are more complex than 

CdSe because there are two emissive states, the exciton and trap state, which may be 
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correlated in some manner. However, before we start to untangle the exciton dynamics 

from the trap dynamics, we first must determine what are those dynamics.  

We accomplish this by performing temperature-dependent time-resolved 

photoluminescence (TRPL) on the exciton and trap state. TRPL is an excellent tool for 

this study because it allows us to monitor excited state dynamics on timescales ranging 

from nanoseconds to microseconds. Furthermore, the temperature aspect to the TRPL 

allows us to determine if activated processes are occurring within each state. 

Temperature-dependent TRPL has previously been used to study exciton dynamics in 

CdSe (discussed in more detail in Section 4.5), and we wish to see if the models 

developed for CdSe are applicable to CdS. 

The second aim of this dissertation is to answer the fundamental question of how 

are trap states populated? Are they formed directly or are they influenced by the exciton 

state in some manner? To answer these questions, we conducted both temperature-

dependent and excitation-dependent TRPL to monitor the trap state recombination 

dynamics. Since we believe the trap state is formed through ET from the exciton state, we 

use temperature-dependent TRPL to change the transfer rates in a predictable manner 

(classical ET is an activated process). We can then extract the relevant ET parameters 

from careful analysis of the PL decays. 

Excitation-dependent TRPL is advantageous because it enables us to spectrally 

separate the exciton dynamics from the trap dynamics. CdS QDs exhibit trap emission 

that is up to 1 eV less in energy compared to the exciton state. This large separation 

makes it relatively easy to excite the trap state directly without the possibility of exciting 

the exciton states. Temperature-dependent TRPL has previously been conducted on 
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CdS,58,67 but excitation-dependent TRPL has never been reported for this system. 

Furthermore, we found that excitation-dependent TRPL was vital for unraveling the trap 

state recombination dynamics. 

The final aim of this dissertation is to understand the cause of trap states. The 

most prevailing theory for trap emission is incomplete ligand coverage, but little research 

has been done to confirm this hypothesis. Consequently, we performed experiments 

where the ligand coverage on the CdS QDs was altered in a systematic way. We then 

monitored the changes in the exciton and trap state using steady-state spectroscopy such 

as photoluminescence (PL) and photoluminescence excitation (PLE). We established that 

ligands affect the exciton and trap state in unexpected ways, and we propose future 

experiments to decipher the mechanism by which ligands are affecting the recombination 

dynamics. 



 

CHAPTER 2: DISCUSSION ON SPECTROSCOPIC TECHNIQUES 
 
 
2.1. Absorption Spectroscopy 

Absorption spectroscopy is primarily used in this research to determine the optical 

band-gap, and therefore the size of the QD as well as its concentration.65 Absorption 

spectroscopy measures the transmittance of a sample for various wavelengths of light. 

Transmittance is then converted to absorbance using the following equation: 

𝐴 𝜆   =   − log𝑇 𝜆  

where 𝐴(𝜆) is the absorbance of a sample at a given wavelength, 𝜆, and 𝑇 𝜆  is the 

transmittance at the same wavelength. A typical CdS absorption spectrum is shown in 

Figure 2.1. The peak at 432 nm is the first exciton absorption peak, which corresponds to 

the QD band-gap energy. Because the band-gap energy is size-dependent, the size of the 

CdS QD can be calculated using an empirical fitting function developed by Yu et al 

shown below65: 

𝐷   =    −6.6521×10!! 𝜆! + 1.9557×10!! 𝜆! − 9.2352×10!! 𝜆 + 13.29  

where 𝜆 is the first exciton absorption wavelength. The size of the CdS QDs is then used 

to calculate the extinction coefficient (𝜀), which is a measure of how strongly the QD 

absorbs light. For CdS QDs, 𝜀 is calculated using the relationship developed by Yu et 

al65: 

𝜀   =   21536×𝐷!.! 



 37 

where D is the size of the QD in nm. Once ε is known, the QD concentration is 

determined by rearranging the Beer-Lambert’s Law to yield the following equation: 

𝐶 =
𝐴
𝜀ℓ𝓁 

where 𝐶 is the concentration in molarity and ℓ𝓁 is the path length of the cuvette. The size 

calculated for the sample shown in Figure 2.1 is 4.5 nm and the concentration is 2.5×10-7
 

M. The QD concentrations are kept low, on the order of 10-7 M to ensure the absorption 

is less than 0.1. By using dilute samples, we can neglect self-absorption and ensure that 

the photoluminescence (PL) intensity of a sample is linearly proportional to the QD 

concentration. 

2.2. Photoluminescence Spectroscopy 

Photoluminescence spectroscopy measures the light produced by the QD as it 

relaxes back down to the ground state. In these studies we consider only spontaneous 

decay because the excitation sources are too weak to induce much stimulated emission. 

PL spectroscopy can be divided into to separate regimes referred to as steady-state PL 

 

Figure 2.1: CdS QD absorption spectrum. 
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and time-resolved PL (TRPL). In a steady-state PL experiment, we measure the 

fluorescence intensity of an illuminated sample under (quasi) equilibrium conditions 

where the proportion of emitting fluorophores remains constant.68 Conversely, in a TRPL 

experiment we measure the time taken for a fluorophore to emit a photon after being 

excited by a short burst of light. Steady-state PL provides information on the energies and 

relative emission quantum yields of states in a fluorophore, while TRPL provides 

information on the recombination dynamics of those states. 

2.3. Steady-State PL 

Steady-state PL intensities are typically recorded as a function of the wavelength 

of the emitted light or the absorbed light. The former are known as photoluminescence 

(PL) spectra and the latter are photoluminescence excitation (PLE) spectra. Both PL and 

PLE are collected using a spectrophotometer, which consists of three main components: a 

light source, a sample chamber, and a detector shown schematically in Figure 2.2. The 

light source is usually continuous: in the fluorimeter used in this study, it was a xenon arc 

 

Figure 2.2: Block diagram of a typical fluorimeter. Ex mono and em mono refer to the 
excitation and emission monochromators respectively. 
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lamp. Xenon arc lamps are preferred because they have a spectral range of approximately 

250 nm across the visible spectrum to the near infrared, which is usable for most 

applications. 

The sample holder is located in line with the excitation source, and the detector is 

positioned at a right angle to the sample holder. This configuration minimizes the 

probability of stray excitation light hitting the detector and possibly damaging it. 

Spectrophotometers also contain an excitation monochromator and an emission 

monochromator. The monochromator allows the user to select specific wavelengths of 

light, either excitation or emission, when collecting spectra. 

In order to collect a PLE spectrum, the emission wavelength is set constant and 

the excitation wavelengths are scanned using the excitation monochromator. A PLE 

spectrum, once corrected, should resemble the absorption spectrum because, according to 

Kasha’s rule, the emission of a chromophore occurs in appreciable yield only from the 

lowest excited state of a given multiplicity. Therefore, any variation in emission intensity 

arises from changes in absorption at the excitation wavelengths as long as the 

concentration of fluorophores is kept low. PL spectra are collected by choosing a single 

excitation wavelength and scanning the emission monochromator. 

2.3.1. Correcting PL and PLE Spectra 

In both PL and PLE, the spectra need to be corrected before they can be analyzed. 

This is because the components of the spectrophotometer distort the spectra. For 

example, the lamp causes distortions because the lamp does not emit at constant intensity 

at all wavelengths. A photodiode is used to record the reference signal in addition to the 

sample signal, which monitors changes in the lamp. The sample signal is divided by the 
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reference signal while the spectrum is collected to correct for the lamp. The detector 

causes distortions because its quantum efficiency or the ability to convert photons into 

electrons to measure signal intensity is wavelength dependent and less than 100%. For 

example, the detector used in the fluorimeter for this study consists of a Hamamatsu 

R928 photomultiplier tube with a peak quantum efficiency of 25.4% at 260 nm. The 

quantum efficiency drops rapidly as the wavelength increases and is only 2-3% at 800 

nm. This means that the detector does not easily seen photons with wavelengths longer 

than 800 nm, resulting in artificially low signal intensity at long wavelengths. The 

monochromators also cause distortions because their transmission efficiencies are 

wavelength dependent. Therefore, correction factors need to be applied to all spectra 

before analysis. Correction factors are generated by recording a spectrum with a 

calibrated light source. The recorded spectrum is then compared to the true spectrum of 

the light source to calculate the correction factors. These correction factors are applied 

when the spectra are imported into the analysis software. 

Further corrections are necessary when the recorded spectra are converted from 

wavelength units into energy units. Wavelength is easily converted into energy using the 

following equation: 

𝐸 =
ℎ𝑐
𝜆  

Because of the inverse relationship between wavelength and energy, data points that are 

evenly spaced in wavelength units are not evenly spaced in energy units. This is shown 

pictorially in Figure 2.3. Spectra are recorded as signal intensity per unit wavelength. 

Since the data points in the energy scale are no longer uniformly spaced, the signal 

intensity must also be scaled in order to maintain the same signal intensity when in 
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wavelength units. When we convert the spectrum into energy units, the signal intensity is 

multiplied by the wavelength squared in addition to changing the wavelength scale into 

energy scale.  

We also convert the steady-state PL or PLE spectra into lineshape spectra in 

addition to changing it from wavelength units to energy units. The lineshape spectra 

allow us to gain insights into different populations of emitting states based on the relative 

areas of the emission peaks. Lineshape spectra furthermore allow us to calculate 

reorganization energies and Gibb’s free energies, which are needed to construct the free 

energy curves for each state. The free energy curves enable us to determine the electron 

transfer regions. We produce lineshape spectra following the guidelines from Scholes et 

al.45 If we represent the absorption or PLE spectrum as a(v), then its lineshape spectrum 

is merely a(v)/v, where v is the frequency. The PL spectrum, f(v), is converted into a 

lineshape spectrum using the equation f(v)/v3. The divisions are necessary in order to 

remove the frequency dependence of either spontaneous absorption or emission. 

2.3.2. Quantum Yields 

Steady-state PL is also used to measure the emission quantum yield (QY) of the 

samples. Here, QY is defined as the ratio of photons emitted to photons absorbed. In 

 

Figure 2.3: Schematic showing  data points in wavelength units and energy units. Notice 
that data points are not evenly spaced when the scale is converted into energy. 

Reproduced from Mooney et al.69 
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other words, a QY is a measure of the PL efficiency. In an ideal system, all the absorbed 

photons are emitted resulting in a 100% QY. However, real systems exhibit non-radiative 

recombination caused by a multitude of factors such as trapping at defect sites within the 

QD lattice, thermalization through phonon modes, or excess charge on the QD surface 

leading to Auger recombination, and therefore QYs are generally less than 100%.  

We typically calculate QYs by taking a QD PL spectrum and comparing it to a 

spectrum of a reference dye such as rhodamine 6G that was collected using the same 

experimental conditions. This method uses only one excitation energy, which may not 

accurately reflect the QY because QDs have been shown to exhibit a QY spectrum where 

the QY changes with excitation energy.70-74More specifically, these studies showed QDs 

have higher QYs when excited near the band-edge compared to excitation energies much 

greater than the band-edge.  

In order to check if a QY spectrum exists, we collect a PLE spectrum and 

compare it to the absorption spectrum. If the PLE does not line up with the absorption 

spectrum, then the QY is excitation-dependent. An example of an excitation-dependent 

QY is presented in Figure 2.4. Both the absorption and PLE spectra have been 

normalized to the first exciton peak. This normalization assumes that the first exciton 

peak has a 100% QY, which is not realistic. However, we are primarily interested in 

whether the QY changes, rather than its absolute value, and the normalization allows us 

to determine if a changing QY is present.  
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As Figure 2.4 shows, the PLE and absorption spectra are similar for excitation 

energies below 3.0 eV, meaning that the QY is constant. The same percentage of 

absorbed photons is emitted with the same efficiency regardless of excitation energy. In 

contrast, the PLE spectrum intensity is less than the absorption spectrum for excitation 

energies greater than 3.0 eV. Since the PLE is collected by measuring changes in 

emission, this difference indicates a diminished QY because the number of absorbed 

photons remains constant while the number of emitted photons is less.  

Furthermore, the decrease in the PLE spectrum is not constant for excitation 

energies above 3.0 eV as evidenced by the two arrows labeled 1 and 2. Arrow 2 exhibits 

a much larger difference between the absorption and PLE spectrum compared to arrow 1, 

implying that emission efficiencies at excitation energies greater than 3.5 eV are less. In 

 

Figure 2.4: Representative absorption (black) and PLE (red) spectra for CdS in toluene. 
The arrows labeled 1 and 2 have been included to show how the deviation of the PLE 

spectrum from the absorption spectrum is not constant with excitation energy. 
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other words, the fraction of photogenerated charge carriers relaxing to the band-edge, and 

then emitting is less when excited above 3.5 eV compared to 3.0 eV or less. 

Hoheisel et al reported the first excitation-dependent QY for CdSe QDs, and 

theorized the decrease in the QY with excitation energies greater than 300 meV above the 

band-edge was a result of transitions involving different types of states.71 Excitation 

energies within 300 meV of the band-edge excited discrete states that immediately 

relaxed down to the lowest excited state, resulting in identical QYs for these excitation 

energies. In contrast, excitation energies greater than 300 meV above the band-edge 

excited a different manifold of closely spaced states that relaxed to the lowest excited 

state with less than 100% efficiency, causing a reduction in the QY at high excitation 

energies.  

Hoy et al confirmed the results produced by Hoheisel using CdSe QDs and 

CdSe/ZnS core/shell QDs, and suggested the new non-radiative pathways accessible with 

the higher excitation energies was caused by interactions with surface ligands. Higher 

excitation energies enable charge transfer to the ligands, which compete with relaxation 

to the band-edge and decrease the QY. In contrast to the previous two studies on CdSe, 

Tonti et al reported that CdSe QDs do not exhibit a QY spectrum, and scatter from QD 

aggregates causes the deviations observed in the PLE from the absorption spectrum.74 

Excitation-dependent QYs have also been reported for InP QDs, but there is some 

controversy in the possible explanation.72,73 For example, Rumbles et al reported an 

excitation-dependent QY, but no excitation dependence to the carrier cooling rates using 

transient bleaching spectroscopy.72 In order to explain this discrepancy, the authors 

proposed that the QY is size-dependent rather than excitation-dependent. Higher 
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excitation energies excite smaller QDs that have a lower emitting efficiency because of 

more trapping. The smaller QDs would have the same relaxation pathways as the larger 

QDs, but would not contribute to the PL, resulting in a reduction of the overall PL at 

higher excitation energies.  

In contrast to the study by Rumbles et al, Ellingson et al used femtosecond 

transient absorption on InP QDs to show that the carrier cooling rates are excitation-

dependent, and there is a reduced efficiency for carriers to relax to the band-edge for 

excitation energies greater than the first exciton transition.73 They speculated that surface 

states or capping molecules caused new relaxation pathways at higher excitation energies 

in agreement with the previously mentioned studies on CdSe. 

2.3.3. Homogenous and Inhomogeneous Broadening of Spectra 

The CdS QD absorption and emission spectra show transitions for the exciton and 

trap state that are not infinitely narrow. Each transition has a width that includes both 

homogenous broadening and inhomogeneous broadening. Homogenous broadening refers 

to broadening caused by mechanisms that affect the emitting particles equally. The 

mechanisms for homogenous broadening include vibrational coupling to the surrounding 

medium and lattice vibrations75as well as lifetime broadening.  

There is always a line width to the transition even at 0 K. This line width is called 

the natural line width or lifetime broadening, and is a result of the energy-time 

uncertainty relationship where the uncertainty in the state energy (ΔEi) is defined by: 

∆𝐸! =
ℎ

4𝜋𝜏!
 

where τi refers to the lifetime of the excited state and h is Planck’s constant. The energy-

time uncertainty relationship states that any state with a finite excited state lifetime 
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cannot have a well-defined energy. The ground state is precisely defined in energy 

because it has an infinite lifetime.  

The energy-time uncertainty relationship shows that as the excited state lifetime 

increases, the natural line width for the transition decreases. Therefore, transitions that 

are long such as nuclear spin relaxation (~ms) have much narrower peaks while optical 

transitions such as radiative recombination (~ns) have broader peaks. For example, the 

lifetime broadening for a 1 ms lifetime is approximately 0.33 peV, while a 1 ns lifetime 

has a broadening of 0.33 µeV.  

Because exciton average lifetimes are shorter than trap average lifetimes, the 

exciton natural line width is expected to be broader than the trap natural line width. 

However, natural line widths are only a small fraction of the overall homogenous line 

width. The rest of the homogeneous line width arises from interactions with the 

surrounding medium. Trap states are expected to have larger homogenous broadening 

compared to the exciton state. Trap states are located on the QD surface, and will interact 

more strongly with the environment compared to exciton states, which are formed in the 

QD core. 

Inhomogeneous broadening occurs from mechanisms that do not affect the 

emitting particles equally. The primary inhomogeneous broadening mechanism for QDs 

is caused by the particle size. A QD synthesis always produces a size distribution. Since 

the exciton emission energy is size dependent, variations in the size causes a distribution 

of emission energies. As the size distribution broadens, the width of exciton emission 

energies also increases. Therefore, the width of the exciton emission peak can be a 

qualitative indicator of the size distribution within the sample. The effect of size 
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distribution on trap states is unknown, because it is unclear how the QD size affects the 

trap state energies, and therefore their emission.. 

The degree of homogenous and inhomogeneous broadening can be calculated 

from the absorption and emission spectra following a procedure developed by Scholes et. 

al.45 First the absorption and emission spectra are converted into lineshape spectra. This 

removes the frequency dependence of spontaneous emission, and therefore the transitions 

are now represented by total linewidth. The lineshape absorption and emission spectra are 

fitted with Gaussian peaks to determine the state energies. The width of the Gaussian 

peak includes both homogenous and inhomogeneous broadening components and can be 

represented mathematically as: 

= 𝜎!! + 𝜎!!
!

 

where 𝜎!! represents the homogenous broadening and 𝜎!! represents the inhomogenous 

broadening. The homogenous broadening can be determined from the reorganization 

energies used to generate the free energy curves for each state as shown in Figure 2.5. 

The reorganization is calculated as half the Stokes shift. The exciton reorganization 

energy is small, and therefore, the displacement from the ground state is also small. This 

results in a narrow line shape because transitions from the excited state occur to few 

vibrational states in the ground state. But on the other hand, the trap state reorganization 

energy is large, and therefore the displacement from the ground state is also large. This 

means that the trap state transitions to a steeper portion of the ground state free energy 

curve where more states are possible, leading to broader line shape.  
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The differences in exciton and trap homogenous broadening based on the 

reorganization energies are shown schematically in Figure 2.5. Because the total width 

and homogenous broadening are known, the inhomogeneous broadening is calculated by 

rearranging the previous equation to obtain: 

𝜎! = ∑!
! − 𝜎!! 

2.3.4. Extracting ET Parameters from Steady State PL 

The parameters needed to define ET can be extracted from the photoluminescence 

excitation (PLE) and photoluminescence (PL) spectra using the procedure developed by 

Scholes et al.45 The PLE spectrum is used instead of the absorption spectrum because it 

provides better signal to noise for determining the trap state absorption energy. The PLE 

and PL spectra are first converted into line shape spectra to remove the frequency 

dependence of spontaneous absorption and emission. The PLE and PL lineshape 

spectrum for CdS in dichloromethane are shown in Figure 2.6. 

 

Figure 2.5: Schematic showing how the free energy curves affects the emission linewidth 
for the exciton (a) and trap (b). 



 49 

The line shape spectra are then fit with a series of Gaussian peaks to determine 

the absorption and emission energies of each state. The PLE spectrum is used to 

determine the absorption energies as shown in Figure 2.7, and the PL spectrum is used to 

determine the emission energies as shown in Figure 2.8.  

 

Figure 2.6: Trap PLE (blue) and PL (red) lineshape spectrum for CdS in 
dichloromethane. 
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Figure 2.7: Multi-peak fit to the trap PLE (blue) spectrum. The spectrum was fit using a 
series of Gaussian peaks (black and grey). Only the black peaks were used to calculate 
the exciton and trap absorption energies. The red dots are the residuals from fitting the 

spectrum. 

 

Figure 2.8: Multi-peak fit of the PL lineshape spectrum using a series of Gaussian peaks 
(black and grey). Only the black peaks were used to calculate the exciton and trap 

emission energies. 
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The free energy curves for each state are then determined using the following 

function: 

𝛥𝐺! =
1
2 𝑥 − 𝑎 ! + 𝛥𝐺!° 

where 𝛥𝐺!° represents the free energy between state i and the ground state, and a is the 

displacement of state i relative to the ground state. 𝛥𝐺!° is calculated as 

𝛥𝐺!° = 𝛼! − 𝜆! 

where 𝛼! represents the absorption maximum from the fitted spectrum and 𝜆! is the 

reorganization energy of state 𝑖 relative to the ground state. The reorganization energy for 

each state is calculated as half the Stokes shift where the Stokes shift is defined as the 

difference between the absorption and emission energies. The displacement, a, is 

calculated as  

𝑎! = Stokes  shift 

The absorption and emission energies as well as the calculated ET parameters needed to 

construct the free energy curves are shown in Table 2.1. 

The reorganization energy (𝜆!") and change in free energy (𝛥𝐺!"° ) for the charge transfer 

Table 2.1: ET parameters extracted from the multi-peak fits of the PLE and PL spectra 
for CdS in dichloromethane. 
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are calculated using the following equations: 

𝜆!" =
1
2 𝑎! − 𝑎! ! 

 

Δ𝐺!"° = Δ𝐺!° − Δ𝐺!°  

where 𝑎! and 𝑎! represent the displacements of the trap and exciton states, and Δ𝐺!°  and 

Δ𝐺!°  represent the free energy of the trap and exciton states. Using the parameters listed 

 

Figure 2.9: Free energy curves for the exciton (blue) and trap (red) constructed 
using the values listed in Table 2.1. The displacements are relative to the ground 

state (black). 
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in Table 2.1 in the preceding equations, 𝜆!" is 210 meV and 𝛥𝐺!"°  is -210 meV. Finally, 

the activation barrier for the charge transfer is calculated as  

𝛥𝐺∗ =
𝜆!" + 𝛥𝐺!"°

!

4𝜆!"
 

Because 𝜆!" and 𝛥𝐺!"°  are equal, the activation barrier for ET is zero, and the reaction is 

in the barrierless region. This is more clearly seen in Figure 2.9, where the free energy 

curves of each state calculated from the values listed in Table 2.1.  

2.4. Time-Resolved PL 

Time-resolved photoluminescence (TRPL) can be used to measure exciton and 

trap state recombination dynamics because it is sensitive to small changes on the QD 

surface.76 Additionally, TRPL allows the dynamics of QD emission to be studied over a 

wide range of time scales, from picoseconds to microseconds. This is necessary because 

various mechanisms such as trapping and detrapping within the QD occur on these time-

scales.27,77-80 

2.4.1. Time-Correlated Single Photon Counting 

TRPL decays were recorded on CdS QDs using the method of time-correlating 

single photon (TCSPC). TCSPC relies on the principle that the probability of detecting a 

single photon at a set time after an excitation pulse is proportional to the fluorescence 

intensity at that time. By recording the times of detected photons after a large quantity of 

excitation pulses, the fluorescence intensity decay is reconstructed.68 A general schematic 

of a TCSPC experiment is shown in Figure 2.10. In a typical measurement, a pulsed light 

source generates an optical pulse at the same time as an electronic pulse. The optical 

pulse excites the sample while the electronic pulse travels to the input of the time-to-

amplitude converter (TAC), which initiates the charging of a capacitor. The sample 
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fluoresces which is detected by a photon counting detector. The detector generates an 

electronic signal that passes onto the TAC and stops the charging of the capacitor. 

Because the voltage ramp of the TAC is proportional to the time between the start and 

stop pulses, the time of the emitted photon can be determined. The counted photons are 

then binned into channels with a set time width and a histogram is generated. After a 

large number of excitation events, the histogram represents the fluorescence decay curve. 

2.4.2. Considerations 

TCSPC measurements require a pulsed light source, and early TCSPC 

experiments utilized either ps dye lasers or flashlamps. Ps dye lasers can be challenging 

to operate and maintain, and they have been replaced with titanium sapphire (Ti:sapphire) 

lasers. Ti:sapphire lasers are advantageous for TCSPC measurements because their pulse 

width is on the order of 100 fs. Another advantage to Ti:sapphire lasers is their long term 

 

Figure 2.10: TCSPC setup in forward mode. TAC is the time to amplitude converter and 
ADC is the analogue to digital converter. 
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stability because they are solid state devices. One disadvantage to Ti:sapphire lasers is 

their high repetition rate (~80 MHz), which is too fast for most TCSPC experiments. 

When conducting TCSPC experiments, the time between pulses needs to be 

longer than the sample’s relaxation time in order to prevent the sample from excited 

multiple times before it has fully relaxed. For a Ti:sapphire laser with a 80 MHz pulse 

rate, the time between pulses is 12.5 ns. In order to prevent multiple excitations of the 

QDs, we reduce the 80 MHz pulse rate of the laser using electro-optical modulators.  

An electro-optical modulator acts as a shutter where it passes one pulse then 

blocks a select number of subsequent pulses in order to achieve the desired repetition 

rate. The modulator consists of non-linear crystals in which changing the electric field 

switches the polarization of the crystal from horizontal to vertical. In order for laser light 

to pass through the modulator, the crystals must be horizontally polarized since our laser 

consists of horizontally polarized light. When the crystal is vertically polarized, the laser 

light is blocked. 

In our experiments, the pulse rate is generally 100 kHz or slower. Furthermore, 

the photon count rate of the detector needs to be less than 1% of the repetition rate of the 

laser to ensure accurate counting of the photons because the TAC only detects the first 

photon. The TAC relies on the charging of a capacitor. The start signal charges the 

capacitor while the stop pulse discharges it. If the TAC receives two stop pulses in a row, 

only the first is counted because there was not a second start pulse to initiate the voltage 

ramp. When the count rate of the detector is more than 1%, the probability of receiving 

two stop pulses after one start pulse increases. . Because only the first photon is seen, 

only the first photon is counted, and the PL decay becomes biased to shorter times. This 
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effect is called pulse pile up. The photon count rate is controlled by the concentration of 

the sample, as well as using neutral density filters to reduce excitation and emission light 

intensities. 

2.4.3. Collecting PL Decays 

PL decays can be collected in either forward mode or reverse mode. In forward 

mode, the light source acts as the start for the TAC and the detector acts as the stop for 

the TAC. Forward mode is the easiest to understand conceptually, but it is rarely used in 

practice because it can be inefficient. When running in forward mode, the TAC may not 

always receive a stop pulse from the detector since the photon count rate is less than 1%. 

In reverse mode, the detector acts as the start pulse and the light source becomes the stop 

pulse. This ensures that the TAC will always have a stop signal and the voltage ramp will 

not begin unless the detector sees a photon. 

The length of the TAC is also important for measuring PL decays because any 

photons, which arrive outside of the TAC window, will not be counted. For example, if 

the TAC is 500 ns, then any photons emitted after 500 ns will not be counted. Therefore, 

the TAC needs to be at least as long as the PL decay. For trap states in CdS, the PL 

decays are microseconds long and require at minimum, a 10 µs TAC. However, long 

TACs suffer from poor resolution because the number of channels available for binning 

photons is the same regardless of the TAC length. 

 On our system, a 10 µs TAC has a resolution of 2.5 ns per channel while a 500 ns 

TAC has a resolution of 122 ps per channel. To address the low resolution of long TAC 

windows, two PL decays are collected for each measurement. One PL decay is collected 

with a long TAC, and another is collected using a short TAC that is approximately 5% of 
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the long TAC. For example, trap state PL decays were collected using a 10 µs TAC as 

well as a 500 ns TAC. By collecting two PL decays, the full decay is measured and high 

resolution is maintained at the early parts of the decay where the most change is 

occurring.  

2.4.4. Analyzing PL Decays 

Once the long and short PL decays are collected, they are analyzed 

simultaneously using least squares iterative reconvolution of a multi-exponential decay 

function with a recorded instrument response function (IRF) shown in Figure 2.11.81 

An IRF measures the response of the detection system to an instantaneous process 

such as scattering. IRFs are necessary because the detection system does not have an 

infinitely fast response time, and therefore will contribute to the measured PL decay. The 

IRF is convoluted with a multi-exponential decay function of the form: 

𝑦 = 𝐴!𝑒
!! !!

!

!!!

  

where N is equal to the number of exponentials used in the decay function, A is the pre-

exponential factor, and τ is the decay component. We use multi-exponential functions 

(rather than single exponential decays) because QD recombination dynamics are typically 

complex and inhomogeneously broadened with a distribution of non-radiative 

processes.76 When fitting the PL decay, I use a minimum number of exponentials.  The 

first step is to choose initial values of A and τ to generate a PL decay, which are then 

compared to the observed PL decay. The values of A and τ are then adjusted until the 

residuals are minimized and are randomly scattered around zero. The PL decays analyzed 

in this work were fitted with N ranging from 4 to 7.  
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The quality of the fit is described by the reduced chi-square (𝜒!) and the Durbin-

Watson parameters. The reduced 𝜒! is simply the 𝜒! divided by the degrees of freedom. 

𝜒! is a statistical test in which the observed values are compared to the expected values 

to determine whether the differences between the observed and expected values are 

significant. For a good fit, reduced 𝜒! should have values reasonably close to 1. Values 

much larger than 1 indicate significant errors between the measured decay and the 

theoretical decay, and more decay components may be necessary. If 𝜒! is less than 1, 

then the number of counts in the PL decay is not large enough for statistical analysis 

(over fitting). The Durbin-Watson parameter is a statistical test to see if there is any 

correlation in the residuals from the fits. If no correlations exist in the residuals, then the 

Durbin-Watson parameter should be 2. 

 

Figure 2.11: Representative trap state PL decay in CdS collected with two TACs. Blue 
dots are the IRFs and black lines represent the multi-exponential fit, which is the same for 

both decays. This decay required 4 exponentials to successfully fit the PL decay. 
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The fit function is then used to calculate the average PL lifetime, or the average 

time it takes the QD to emit a photon after an excitation event. The average PL lifetime is 

calculated using the following equation: 

𝜏 =
𝐴!𝜏! exp −𝑡! 𝜏! 𝑑𝑡!!!"#

!

𝐴!𝜏!𝑒𝑥𝑝 −𝑡!! 𝜏! 𝑑𝑡!!!!"#
!!!

 

where 𝑡!"# represents the time window of the experiment. When the time window 

becomes much longer than any measured component, then 𝑡!"# = ∞ and previous 

equation becomes  

𝜏 =
𝐴!𝜏!!

𝐴!𝜏!!!

 

When we analyze a series of exciton PL decays recorded at different temperatures 

using the second equation presented in Figure 2.12, we see that the exciton average 

lifetimes are temperature-dependent and increase from 40 ns to 120 ns and then decreases 

 

Figure 2.12: Exciton average PL lifetime at various temperature calculated using an 
infinite time window. The black line is a trend line fitted to the data using a polynomial 

function. 
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to 80 ns as the temperature is raised from 80 to 305 K. However, Figure 2.12 provides no 

information on how the shape of the decay changes with temperature. We do not know if 

the fast components or the long components are responsible for the variation in the 

exciton average lifetimes. 

Therefore, we analyze PL decays using the first equation, and we generate a 2D 

plot of the average lifetime as shown in Figure 2.13. This allows us to see how the decay 

shape changes with temperature because short time windows emphasize the fast decay 

components while long time windows focus on long time components. Each horizontal 

slice of the 2D plot represents how the average lifetime changes with temperature at a 

particular time window. For example, the temperature-dependent average lifetimes within 

100 ns, 1 µs, and 10 µs are shown in Figure 2.14. The 10 µs time window resembles 

Figure 2.12 because all of the decay components used to fit the PL decays are much less 

 

Figure 2.13: Exciton average PL lifetimes at various temperatures as a function of the 
time window of the experiment. The colors represent the average lifetime magnitude. 
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than 10 µs. 

The 2D plot indicates that components longer than 1 µs are responsible for the 

temperature-dependent average lifetime. We also see that at short times, the average PL 

lifetime actually decreases as the temperature is raised from 80 to 140 K before 

increasing for temperatures greater than 140 K. Possible explanations for these trends are 

discussed in more detail in Section 4.5.1. Analyzing the PL decays using plots such as 

Figure 2.13 enables us to observe how the shape of the decay changes in response to a 

perturbation and to associate those changes to physical processes that may be occurring. 

 

Figure 2.14: Exciton average PL lifetime within 100 ns (left), 1 µs (center), and 10 µs 
(right). 



 

CHAPTER 3: EXPERIMENTAL 
 
 
3.1. CdS QD Synthesis 

CdS QDs were synthesized following the procedure from Battaglia et al.82. In 

general, the cadmium precursor was prepared by dissolving 0.3 g of cadmium acetyl 

acetonate and 1.0 g of oleic acid into 25 mL of 1-octadecene (ODE) in a 100 mL round 

bottom flask. The sulfur precursor was prepared by dissolving 0.014 g of elemental sulfur 

in 25 mL of ODE. The cadmium precursor was degassed at room temperature until 

bubbles were no longer present before heating to 100° C under vacuum for 30 minutes. 

The sulfur precursor was degassed at room temperature for 30 minutes then heated to 

100° C under nitrogen. The cadmium precursor was heated to 300° C under nitrogen. 

Once the cadmium precursor reached temperature, the sulfur precursor was quickly 

injected into the cadmium precursor to promote QD nucleation and growth. The QDs 

were allowed to grow for 10 minutes. Rapidly cooling the flask by removing it from heat 

and blowing N2 gas over the flask stopped QD growth. 

3.2. QD Purification 

QDs were purified by adding a non-solvent such as acetone or methanol in a 1.5:1 

ratio. For example, 7.5 mL of methanol was added to 5 mL of raw QD solution before 

centrifuging at 6500 rpm for 15 minutes. After centrifugation, the supernatant was 

discarded and the precipitated QDs were redispersed into 95% anhydrous hexane. The 

purification process was repeated a minimum of three times. After the final 
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centrifugation, the QDs were redispersed into the solvent for spectroscopic 

measurements. Spectroscopic measurements were conducted using 2 different solvents. 

All temperature-dependent experiments used a glass-forming solvent, which was a 6:1 

mixture of isopentane to methylcyclohexane. All other experiments used 95% anhydrous 

hexane. 

3.3. Temperature-dependent TRPL 

Three different sizes of CdS QDs were synthesized and dispersed into the glass 

forming solvent. Absorption measurements were collected using a Cary 5000 UV-Vis-

NIR spectrometer set to a double beam configuration. Spectra were collected from 900-

300 nm in 1 nm intervals with a 0.5 s averaging time. Steady state PL and PLE were 

collected using a Jobin-Yvon Flurolog 3 with a Hamamatsu R928 PMT detector. For PL 

experiments, excitation and emission monochromators were set to 2 nm bandpass. 

Samples were excited at 340 nm and emission spectra were collected from 360-800 nm in 

1 nm intervals with a 1 s integration time.  

For PLE measurements, the excitation monochromator was set to 2 nm bandpass. 

The emission monochromator was set to 5 nm for measuring the exciton PLE and 10 nm 

for measuring the trap PLE. Exciton PLE and trap PLE were measured at the maximum 

emission wavelength of each state. For example, the exciton PLE was collected at 443 

nm and the trap PLE was collected at 600 nm for one sample. Exciton PLE spectra were 

recorded from 300-500 nm in 1 nm intervals with a 2 s integration time. Trap PLE 

spectra were recorded from 300 nm until 5 nm less than the chosen emission wavelength 

to prevent excitation light from saturating the detector. Trap PLEs were also recorded 
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with a 2 s integration time. All spectra were corrected for PMT sensitivity and for 

fluctuations in excitation intensity by using a diode reference detector. 

Samples were mounted into a modified cryostat (Janis ST-500) by placing one 

sapphire window into the sample holder followed by a 1 mm Teflon spacer. The sample 

was injected into the opening of the spacer while sliding the second sapphire window 

over the sample until a small bubble remained. The small bubble allowed monitoring of 

the sample when the cryostat was placed under vacuum. The sample chamber was sealed 

by slowly lowering the gold sample cover (with all four screws already inserted) on top 

of the sample chamber. The screws were alternatively tightened to lower the sample 

cover fully into place. This procedure minimized the risk of cracking a window and 

prevented more bubbles from forming in the sample. The front plate was placed onto the 

cryostat, and it was evacuated for 10-15 minutes before being mounted vertically on the 

laser table. Once mounted on the table, the cryostat was connected to the vacuum pump 

and the liquid N2 transfer line was also connected. The cryostat remained under 

continuous vacuum while all measurements were being conducted. A Lakeshore 

temperature controller (Model 331) was used to control the temperature. 

Temperature-dependent TRPL was collected using TCSPC in reverse mode using 

a home-built laser set-up. Samples were excited using a Ti:sapphire Mai-Tai HP laser 

(Spectra-Physics) frequency doubled using a SpectraPhysics Inspire Auto 100 optical 

parametric oscillator (OPO). The 80 MHz pulse rate of the Mai-Tai was reduced to 80 

kHz using two electro-optic modulators (Con-Optics 350-105) in series. Emission was 

collected in a front face configuration using a double monochromator (Spectral Products 

CM 112) coupled to a hybrid PMT (HPM-100). Exciton and trap PL decays were 
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measured at the maximum emission peak for each state. The exciton emission 

wavelength was adjusted as needed to account for the temperature-dependent band-gap of 

the QDs.  

Exciton and trap PL decays were collected from 80 K to 305 K in 15 K 

increments. Both exciton and trap PL decays were recorded using a 10 µs TAC using 

DPC-230 16 channel photon correlator (Becker&Hickl GmbH) and a 50 ns TAC using a 

SPC-130 photon correlator (Becker&Hickl GmbH) for two samples. The third sample 

used a 100 kHz repetition rate. Exciton PL decays were recorded using a 3 µs TAC and a 

50 ns TAC. The trap PL decays were recorded with a 10 µs TAC and a 500 ns TAC. 

3.4. Excitation-dependent TRPL 

In order to separate the exciton dynamics from the trap state dynamics, one CdS 

sample was excited using six different excitation energies. Trap PL decays were recorded 

using the same temperature series as mentioned before. The sample was excited using the 

Mai-Tai laser. The Mai-Tai emission wavelength was changed as needed to ensure the 

doubled light was at the correct wavelength. The doubling crystal within the OPO was 

rotated to ensure maximum power at each excitation wavelength. Trap PL decays were 

recorded with a 10 µs TAC using a DPC-230 16 channel photon correlator 

(Becker&Hickl GmbH), as well as a 500 ns TAC using a SPC-130 photon correlator 

(Becker&Hickl GmbH). 

3.5. CdS QDs and Oleic Acid 

3.5.1. Oleic Acid Purification 

Because pure oleic acid is rather expensive, technical grade (90%) oleic acid was 

purified following the procedure from Arudi et al.83 The key component of the 
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purification was the custom made piece of glassware made by Palmetto Scientific shown 

in Figure 3.1. The vessel consists of a three-way stopcock labeled A and a two-way 

stopcock labeled B, which are used to control the direction of N2 flow. Approximately 20 

mL of 90% oleic acid was added to the vessel using a glass funnel followed by 180 mL of 

ACS reagent grade acetonitrile (ACN). N2 gas was forced through the bottom of the flask 

(IàII) to physically mix the ACN and oleic acid since the two liquids are not miscible. 

The solution was bubbled violently at room temperature for a minimum of 10 minutes. 

The vessel was slowly lowered into a dewar containing a dry ice/acetone bath at -20° C 

and continued to bubble for approximately 30 minutes. The dry ice/acetone bath froze the 

oleic acid since the melting point is 13-14° C, while the ACN and any impurities 

remained in liquid form. 

 

Figure 3.1: Recrystallization vessel used for oleic acid purification. Reproduced from 
Arudi et. al.83 
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 After 30 minutes, stopcock A was used to change the N2 flow to IàIII and 

stopcock B was opened. The vessel was sealed at the top to build up pressure within the 

flask and force the ACN containing the impurities through the coarse glass frit at the 

bottom of the vessel and out the valve labeled B. The filtrate was collected in a beaker 

and characterized using UV-Vis absorption. This process took approximately several 

hours to remove all the ACN. After the ACN was removed, 50 mL of chilled ACN was 

added to wash the frozen oleic acid. The N2 flow was changed to IàII and the vessel was 

unsealed to bubble the chilled ACN within the dewar for another 30 minutes. The wash 

was removed from the frozen oleic acid and also characterized using UV-Vis absorption.  

After the wash was removed, the vessel was removed from the dewar to thaw the 

frozen oleic acid. The vessel was covered with aluminum foil to minimize exposure to 

light. N2 continued to flow through the vessel (IàII) to minimize exposure to oxygen. 

Once the oleic acid thawed, the recrystallization procedure was repeated with additional 

ACN being added under continuous flow of N2. The second recrystallization took less 

time and was monitored using UV-Vis absorption. After 3 recrystallizations, the oleic 

acid was transferred to a 100 mL Schlenk flask containing a stir bar using a double-edged 

cannula needle. The recrystallized oleic acid was slightly heated under vacuum to remove 

any remaining ACN. The oleic acid was removed from the vessel after three 

recrystallizations to check the purity as well as to clean the coarse glass frit within the 

vessel. Once the oleic acid was sufficiently pure, it was stored in a Schlenk flask under 

nitrogen and covered with aluminum foil in a −70°C freezer. 

3.5.1.1. Oleic Acid Characterization 
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The purification of oleic acid was monitored using UV-Vis absorption. After each 

recrystallization, an aliquot of the filtrate or wash was using analyzed using a Cary 50 

UV-Vis spectrophotometer set to “fast” corresponding to 0.0125 s integration for every 1 

nm with a scan range from 200-400 nm. Necessary baseline corrections were made using 

ACN. The purity of the filtrates and washes was determined by the disappearance of the 

peak at approximately 270 nm as well as a decrease in the overall absorption as seen in 

Figure 3.2.  

To determine the purity of the oleic acid, 2.5 µL of oleic acid was dispersed in 3 

mL of methanol. UV-Vis spectra were collected using the same settings as the filtrate. 

The peak at 230 nm is attributed to the impurities. As the purity of oleic acid increases, 

this peak decreases as shown in Figure 3.3. 

3.5.2. CdS-Oleic Acid Sample Preparation 

A stock solution of 4.8 nm diameter CdS (2.0×10-7 M) in 95% anhydrous hexane 

and a stock solution of the purified oleic acid (0.01 M) in 95% anhydrous hexane were 

used to prepare the samples for spectroscopic measurements. Each sample contained 0.5 

 

Figure 3.2: UV-Vis absorption spectrum collected during the recrystallization of oleic 
acid. A is the filtrate removed from the vessel, and B is the wash removed from the 

vessel. 
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mL of QD and varying amounts of oleic acid (10-1000 µL). The samples were then 

adjusted to a total volume of 5.0 mL using 95% anhydrous hexane. This allowed the 

concentration of QD to remain constant for each sample while only the oleic acid 

concentration was varied. After preparation, the samples were placed on a shaker for 

overnight. All samples were allowed to equilibrate for at least one day before any spectra 

were collected. 

3.5.3. CdS-Oleic Acid Sample Characterization 

Absorption spectra of the CdS-oleic acid samples were collected using a Cary 50 

UV-Vis spectrophotometer set to “slow” corresponding to 0.1s integration time every 0.5 

nm. The scan range was set to 800-300 nm, and necessary baseline corrections were 

made using 95% anhydrous hexane.  

 

Figure 3.3: UV-Vis spectrum of 90% oleic acid and purified oleic acid. The decrease at 
230 nm indicates the impurities are being removed. 
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Steady state and TRPL measurements were made using a Jobin-Yvon Flurolog 3 

with a Hamamatsu R928 PMT detector. PL measurements were collected at 420 nm and 

389 nm excitation from a xenon-arc lamp with the excitation and emission 

monochromator slit widths set to 2 nm bandpass. Emission spectra were collected from 

430-800 nm when exciting at 420 nm and from 400-800 nm when exciting at 389 nm. 

The integration time for all emission spectra was 2 s. Excitation spectra were collected at 

both the exciton and trap emission wavelengths. Because the trap emission is broad, 

excitation spectra were collected at a range of trap emission wavelengths from 500-800 

nm in 20 nm intervals. Each excitation spectrum was collected from 300-500 nm in 1 nm 

intervals with 2 s integration. The excitation monochromator was set to 2 nm bandpass 

while the emission monochromator was set to 5 nm bandpass. Both emission and 

excitation spectra were corrected for PMT sensitivity and for lamp fluctuations by using a 

diode reference detector. 

TRPL measurements were collected TCSPC utilizing a 389 nm pulsed LED 

(IBH) set to a 100 kHz repetition rate. IRFs were collected before each sample 

measurement by recording a PL decay using the scattered light from the LED. Exciton 

PL decays were measured in forward mode for the 2 µs time TAC and in reverse mode 

for the 100 ns TAC. All exciton PL decays were recorded at 454 nm with a 5 nm 

bandpass. Neutral density filters were placed before the detector for some of the samples 

to prevent the count rate of photons being greater than 1% of the repetition rate of the 

LED. 

Trap PL decays were measured in forward mode for the 10 µs TAC and reverse 

mode for the 500 ns TAC. Because of the limited delay times included in the TCSPC 
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collection software, a delay generator (Stanford Research Systems Model DG535) was 

necessary for collecting the trap PL decays. Trap PL decays were measured from 500-800 

nm in 20 nm intervals with the emission monochromator set to 7 nm bandpass. A 450 nm 

longpass filter was placed on the emission side to prevent scatter from the LED from 

dominating the trap PL decays. Neutral density filters were used for some of the samples 

to prevent the photon counting rate being greater than 1% of the repetition rate of the 

LED. 



 

CHAPTER 4: RESULTS 
 
 
4.1. Comparing CdSe and CdS QDs 

An absorption and emission spectrum for CdSe and CdS are presented in Figure 

4.1. Both types of QDs exhibit sharp features in the absorption spectra, which are 

indicative of exciton absorption and absorption into higher energy states. The QD 

absorption for both types of QDs are blue-shifted from the bulk absorption because of 

quantum confinement. The CdS absorption is blue-shifted compared to the CdSe 

absorption because CdS has a wider band-gap (2.4 eV) compared to CdSe (1.74 eV).23 

Even though CdSe and CdS have similar absorption spectra, their emission spectra are 

quite different. CdSe has a single emission peak that is centered at approximately 550 

nm. This emission is caused by exciton radiative recombination. CdS has a similar 

 

Figure 4.1: Absorption (black) and emission (red) spectra for CdSe (left) and CdS (right) 
QDs. 
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exciton emission that is blue-shifted compared to the CdSe exciton emission peak. The 

second narrow peak at 700 nm is caused by scattered excitation light and is not part of the 

QD emission spectrum. CdS also has an additional broad peak at longer wavelengths 

attributed to trap emission. The trap emission is believed to arise from either the electron 

or hole trapped on the surface. 

4.1.1. Nature of Emitting Trap State 

When CdS is used as a shell on CdSe QDs, the trap emission peak disappears as 

 

Figure 4.2: Absorption (black) and emission (red) for core/shell CdSe/CdS QDs. Note 
that trap emission is absent. 

 

Figure 4.3: Schematic showing core/shell QD (left) and its band structure (right). 
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shown in Figure 4.2. CdSe/CdS QDs are a type I system, shown schematically in Figure 

4.3, where the conduction band offset between the CdSe and CdS is minimal, and the 

electron is delocalized through both the core and shell. However, the valence band offset 

is much larger. The CdSe valence band is lower in energy for the hole compared to the 

CdS valence band, and therefore the hole is energetically confined to the core. Because 

the hole is confined to the core in CdSe/CdS QDs, it cannot reach the surface and cause 

trap emission. We also know that the holes are trapped on surface sulfur atoms because 

when we increase the amount of sulfur on the QD surface, we see an increase in trap 

emission as shown in Figure 4.4. 

4.1.2. Comparing Trap Energetics for CdS and CdSe QDs 

Trap emission does occur in CdSe, but only for small sizes. To understand why, 

we first must look at the relationship between size and the ET parameters, ΔG° and λ. 

The free energy curves generated using the procedure discussed in Section 2.3.4 for the 

exciton and trap state for two different sizes of CdS are shown in Figure 4.5. 

 

Figure 4.4: CdS emission spectrum for QDs synthesized with excess sulfur. The increase 
in trap emission is caused by more holes becoming trapped on the QD surface. 
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As the size of CdS increases, the exciton free energy curve shifts to lower energy, 

but the trap free energy curve shows little change. The reorganization energy also shows 

little change, so changing the QD size mainly impacts ΔG°. Because ΔG° is much greater 

than λ, both sizes of CdS are in the inverted region, and electron transfer rates are 

expected to slow as -ΔG° increases. However, ET from the exciton state to the trap state 

is still possible in the inverted region through quantum mechanically tunneling invoking a 

high frequency vibrational mode within the trap state. 

However, CdSe exists in all three regions of ET depending on its size. The free 

energy curves for small CdSe compared to CdS are shown in Figure 4.6. As Figure 4.6 

shows, small CdSe is in the barrierless region so ET can readily occur. When the CdSe 

QD size increases, the exciton free energy curve shifts to lower energy while the trap free 

energy surface remains the same. Eventually, CdSe will transition from the barrierless 

 

Figure 4.5: Free energy curves for 2 nm CdS (blue) and 4 nm CdS (red). Both the exciton 
and trap free energy curves are shown for each CdS QD size. 
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region to the normal region. The normal region is characterized by an activation barrier, 

making ET to the trap state less probable. Tunneling to the trap state is also unlikely 

because the displacement between the exciton and trap state is quite large. Because CdSe 

transitions from the barrierless region to the normal region as the QD size increases, large 

CdSe QDs do not exhibit trap emission. 

4.1.3. Concluding Remarks 

We have determined that CdS QDs, regardless of size, exhibit trap emission 

because trapping occurs in the inverted region of ET, which is characterized by small 

reorganization energies. CdSe only manifests trap emission for small sizes because the 

system transitions from the inverted region to the normal region as the size increases. The 

normal region is characterized by an activation barrier, preventing trap emission. We also 

 

Figure 4.6: Free energy curves for CdS (blue) and CdSe (red). ΔG* refers to the 
activation barrier for ET from the exciton state to the trap state. CdS is in the inverted 

region, while CdSe is in the barrierless region. 
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have determined that trapped holes cause trap emission by using core/shell structures to 

confine one charge carrier to the core. Furthermore, we have concluded that holes are 

primarily trapped on sulfur atoms because of the increase in trap emission when excess 

sulfur is on the surface. 

4.2. Solvent Effects on Trap State Energetics 

4.2.1. Absorption Spectra 

The UV-Vis spectrum of CdS QDs dispersed in various solvents is shown in 

Figure 4.7. Each absorption spectrum has been normalized to the intensity of the first 

exciton peak to make comparisons between the samples easier. All samples clearly show 

a well-defined exciton peak at approximately 2.9 eV. The peaks at approximately 3.1 eV 

and 3.4 eV correspond to higher energy exciton states. 

It is clear that the solvents do not affect the absorption energy of the exciton state. 

This is expected because the exciton is formed within the QD core, and therefore has 

 

Figure 4.7: CdS UV-Vis absorption spectra in various organic solvents. 
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little interaction with the solvent. The absorption spectrum also shows a broad low energy 

peak, which is caused by direct absorption into trap states, which is more clearly seen 

when plotted on a log scale as in Figure 4.8. It is believed that trap states form near the 

band-edges and within the band-gap of the QD. Therefore, transitions involving these 

states would occur at lower energies. Additionally, the trap state absorption is less intense 

than the exciton, indicating the oscillator strength for this transition is quite small. Since 

direct trap state absorption is a small fraction of the overall absorption, it is difficult to 

draw conclusions about how solvent affects this absorption. 

4.2.2. Emission Spectra  

The emission spectra of CdS QDs are shown in Figure 4.9. The narrow peak at 

approximately 2.8 eV is caused by exciton radiative recombination, and the broad peak at 

approximately 1.9eV is caused by trap radiative recombination. The emission spectra in 

Figure 4.9 have been normalized to the intensity of the exciton emission in a similar 

manner as the absorption spectra shown in Figure 4.7. As in the case of absorption, the 

 

 

Figure 4.8: Same spectrum as Figure 4.7 plotted on a log scale to make the trap 
absorption more visible. 
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exciton emission energy remains unaffected by the solvent because exciton states are 

formed within the QD core, and they remain in the core when they radiatively recombine. 

However, the trap emission is greatly affected by the solvent. The gap in the data 

at approximately 1.8 eV is caused by scatter from the excitation light. This peak has been 

removed because it is an artifact from the instrument, and it makes it easier to see the trap 

emission more clearly. Solvent effects on trap emission are expected because it is 

believed that trap emission is caused by the hole migrating from the core onto the QD 

surface where it is localized in an energetically deep trap. Since the hole is located on the 

surface, it is strongly influenced by the local environment.  

The trap emission peak appears to be correlated to the solvent dielectric constant. 

The dielectric constant refers to the solvent’s polarity, and a high dielectric constant 

indicates a more polar solvent. As the dielectric constant increases, the trap emission 

peak red-shifts, or shifts to lower energy, in a non-linear fashion as observed in Figure 

4.10. As mentioned previously, trap states are formed from a hole trapped on the surface, 

 

Figure 4.9: CdS PL lineshape spectra in various organic solvents. 



 80 

and hence the surface state is not charge neutral. Therefore, more polar solvents will 

stabilize this state and lower its energy. As a consequence, the trap emission red-shifts. 

We observe this trend for all solvents but dichlorobenzene. Dichlorobenzene caused the 

trap emission to blue-shift compared to the second most polarizable solvent, 

chlorobenzene, and the reason for the blue-shift is unknown. 

4.2.3. Concluding Remarks 

The changes in CdS emission observed with various solvents have allowed us to 

identify the state’s location within the QD. Because the solvent did not affect the exciton, 

we assign this state to the QD core. In contrast, the solvent greatly affected the trap 

emission, so we assign this state to the QD surface where interactions with the local 

environment are more likely to occur. 

4.3. Exciton and Trap PLE 

 

Figure 4.10: CdS trap emission energy for varying solvent dielectric constants. Peak 
energies were extracted from the emission spectra shown in Figure 4.9. 
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Representative PLE spectra for the exciton and trap emission are shown in Figure 

4.11. The exciton and trap PLE were recorded at the maximum emission wavelength for 

each state. Each spectrum was normalized to the intensity of the first exciton peak 

following the procedure from Tonti et al.74 Both the exciton and trap PLEs have similar 

features at energies greater than 2.8 eV. These features resemble those found in the 

absorption spectrum, and represent exciton absorption as well as absorption into higher 

energy states. The shoulder on the exciton absorption peak in the exciton PLE is caused 

by the wavelength being the same as the emission wavelength at which the spectrum was 

recorded. This does not happen in the trap PLE because it was recorded at 600 nm and 

the excitation spectrum was collected from 300 to 595 nm.  

At lower energies, the exciton and trap PLE begin to deviate. The exciton PLE 

shows very little emission for excitation energies below 2.6 eV. The exciton state is 

 

Figure 4.11: Representative PLE spectra for exciton (blue) and trap (red) states. 
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expected to have less absorption, and hence less emission below 2.9 eV because the 

band-gap is approximately 2.9 eV. In order for absorption to occur, the exciting light 

must have energy equal or greater than the band-gap. Some emission is possible with 

excitation less than 2.9 eV because the QD sample contains a size distribution of 

absorbing and emitting QDs. Larger QDs will have band-gaps smaller than 2.9 eV, and 

therefore would be excited at energies less than 2.9 eV. However, large QDs are only a 

small subset of the QD population, and their contribution to the overall absorption and 

emission is minimal. 

Before discussing the trap PLE spectrum, we first must understand the possible 

 

Figure 4.12: Schematic for different ways trap states are formed. Pathway 1a is excitation 
equal to the QD bandgap, and pathway 1b is excitation below the QD bandgap. Trap 

emission then occurs from either pathway 2 or pathway 3 for excitation 1a. In contrast, 
trap emission can only occur from pathway 3 for below bandgap excitations. 
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ways in which trap states are formed. The mechanism by which trap states are populated 

depends on the excitation energy. Because trap states are believed to exist within the QD 

bandgap, they can be formed through either direct or indirect means. Excitation energies 

above the bandgap would primarily form traps through indirect means, while excitation 

energies below the QD bandgap form trap states directly. This is shown schematically in 

Figure 4.12 (top) for excitation energies above the QD bandgap and Figure 4.12(bottom) 

for excitation energies less than the QD bandgap. 

Above bandgap excitations first produces an exciton (1a), which then populates 

the trap state through two possible ways. In the first mechanism (pathway 2), a hole 

relaxes into a trap state and the electron remains delocalized. Another possible 

mechanism is that both the electron and hole relax into traps after an exciton is produced 

(pathway 3). In pathway 2, trap emission arises from a hole radiatively recombining with 

a delocalized electron. In pathway 3, trap emission comes from both carriers trapped. 

Pathway 3 would result in trap emission that is red-shifted compared to pathway 2, and 

the amount of red-shift depends on the depth of the traps. If the excitation energy is less 

than the QD bandgap, then only pathway 3 (both carriers trapped) for trap emission is 

possible. 
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The trap PLE spectrum in Figure 4.11 looks remarkably similar to the exciton 

PLE spectrum for excitation energies above 2.6 eV, which is expected because the 

exciton is influencing the trap state. However, the trap state has an appreciable amount of 

absorption and hence emission for excitation energies below 2.6 eV in contrast to the 

exciton state.. For excitation energies below 2.6 eV, it is more likely that trap states are 

directly excited (pathway 1b) because the excitation energy is approximately 300 meV 

less than the QD bandgap. 

Another interesting observation in the trap PLE is that the exciton absorption peak 

energy depends on the emission wavelength at which it was recorded. A series of trap 

PLEs were recorded using emission wavelengths from 500 nm to 780 nm in 20 nm 

 

Figure 4.13: Trap PLE collected at different emission wavelengths (a). The first exciton 
absorption peak redshifts as the trap emission wavelength increases (b). 
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intervals, and the results are presented in Figure 4.13(a). Figure 4.13(b) shows the exciton 

absorption peak red-shifts as the emission wavelength becomes longer. This shift could 

be caused by the inhomogeneous size distribution as shown schematically in Figure 4.14. 

We believe that trap emission is primarily caused by a trapped hole radiatively 

recombining with an electron located in the conduction band. The hole is assumed to be 

trapped on the QD surface with an energy within the QD bandgap. As the QD becomes 

larger, the conduction band lowers in energy, causing a red-shift in the exciton absorption 

energy. Since the conduction band is now closer in energy to the hole trap state, the trap 

emission now occurs at longer wavelengths. 

The trap state absorption also changes with emission wavelength in addition to a 

red-shift of the exciton absorption peak. We observe a decrease in the trap absorption 

regardless of excitation as the emission wavelength lengthens from 500 nm to 640 nm. In 

contrast, emission wavelengths longer than 640 nm begin to show an increase in trap 

absorption for excitation energies greater than 3.6 eV. If longer emission wavelengths 

represent larger QDs, then larger QDs exhibit more trap emission when excited with 3.6 

eV or greater excitation energy compared to smaller QDs. 

 

Figure 4.14: Schematic showing how large QDs may exhibit trap emission at longer 
wavelengths. CB and VB refer to the conduction and valence band respectively. The 

upwards blue arrow represents absorption into the exciton state, and the downwards red 
arrow represents emission from the trap state. 
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This can be rationalized if we consider how the trap states are populated. In 

Section 0, I discuss the possibility of a non-emissive trap state that acts as an intermediate 

state during the charge transfer from the exciton to the deep trap, and this non-emissive 

state is necessary for ET from the exciton to the deep trap. We theorized that the 

intermediate state is associated with surface ligands. Further evidence of surface ligands 

playing a role in trapping dynamics comes from Hoy et al reported who reported that 

high excitation energies generate charge carriers that are more likely to transfer to ligand 

states rather than relax to the band-edge.70 Large QDs have a large surface area, and 

therefore would have more ligands bound to the surface than smaller QDs. This increases 

the availability of non-emissive intermediate trap states that are accessible with higher 

excitation energies. If larger QDs have more non-emissive intermediate trap states, then 

they would exhibit more absorption and emission at higher excitation energies compared 

to smaller QDs.  

4.4. Spectroscopic Characterization of CdS QDs 

Three CdS QD samples of varying sizes were synthesized and redispersed into 

glass forming solvent. The absorbance and PL line shape for each sample are shown in 

Figure 4.15. The line shape spectra were fit with a series of Gaussian peaks to determine 

the exciton absorption and emission energies as well as the trap absorption and emission 

energies. Only the fitted trap absorption and emission peaks have been included in Figure 

4.15. The sizes for each sample are listed in Table 4.1 and were calculated from the first 

exciton absorption peak following the procedure of Yu et al.65 Table 4.1 also includes the 

quantum yields calculated by using rhodamine 6G in ethanol as the standard. The trap 
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absorption is fit with a single peak for samples 1 and 3 indicating one type of trap state. 

On the other hand, sample 2 required two Gaussian peaks to accurately fit the absorption.  

We believe the two Gaussian peaks represent two distinct trap states. The trap 

emission for all three samples is also well represented with by a single Gaussian peak 

implying that the absorbing trap state is also the emitting trap state, except in the case of 

sample II. Sample II may have a second emitting trap state with an energy less than 1.8 

eV that is not visible on the recorded PL spectrum. The PL spectra were recorded using a 

visible light detector that quickly loses efficiency beyond 800 nm. In order to see if a 

 

Figure 4.15: Absorption and emission lineshape spectra for three different sized CdS 
QDs. The numbers listed for the trap and exciton are the Stokes shift for each state. 

Table 4.1: Size and quantum yields calculated for the three CdS samples shown in Figure 
4.15 
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second trap peak is present, the emission spectra would need to be recorded using a near-

IR detector. Figure 4.15 also shows the Stokes shift for the exciton and trap state. The 

exciton Stokes shift is consistent for all three samples. However, the trap Stokes shift 

varies considerably across the samples, and decreases as the QD size increases. 

4.4.1.  Quantum Yield Spectra 

The normalized exciton PLE and absorption spectrum are shown in Figure 4.16, 

and we observe an excitation-dependent QY because the exciton PLE does not match the 

absorption spectrum. The deviation of the exciton PLE from the absorption spectrum 

indicates that not all absorbed photons were emitted. This deviation is not constant, 

especially at higher excitation energies. This means that a smaller fraction of charge 

carriers generated at higher excitation energies are relaxing to the band-edge for radiative 

 

Figure 4.16: Exciton PLE (blue) and absorption spectra (black) for CdS QDs. The low 
energy shoulder on the exciton PLE is caused by scatter from the excitation light. 
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recombination, and there is an increase in the proportion of non-radiative relaxation at 

higher excitation energies. 

QY spectra have been shown for InP QDs72,73 as well as CdSe QDs70,71. Two 

varying mechanisms have been used to explain the excitation-dependence of the QY. The 

first mechanism relies on the activation of new non-radiative pathways at higher 

excitation energies. However, femtosecond transient absorption spectroscopy showed no 

excitation dependence of carriers relaxing to the band-edge.54,72 Therefore, a second 

mechanism was developed based on the inhomogeneity of the sample, where smaller 

QDs are more likely to be non-emissive due to trapping and do not contribute to the PLE 

at higher excitation energies.72 Other studies on CdS have found no evidence for a QY 

spectrum, and state that it may be a sample-dependent phenomenon54 or a result of 

scattering caused by aggregates of QDs and other organic molecules that may be present 

in solution.74 

The relative QY spectra for all three figures are shown in Figure 4.17. All 3 

samples show a changing QY at high excitation energies. If the exciton were responsible 

for populating the trap state, then changes in the exciton QY would also affect the trap 

QY at excitation energies above the bandgap. For excitation energies below the bandgap, 

the relative QY decreases by more than an order of magnitude for all three samples, and 

then it remains constant below 2.7 eV for samples 1 and 3. In contrast, sample 2 shows a 

decrease in the relative QY for energies below 2.5 eV. 
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 The sharp decrease in the relative QY is a result of two different types of trap 

states formed through two different mechanisms as shown in Figure 4.18. Pathway A 

shows exciton recombination. Trap emission can occur through either pathway B or 

pathway C. In pathway B, trap emission arises from a trapped hole and bandgap electron, 

and in pathway C, trap emission occurs from both carriers trapped. When a QD is excited 

above the bandgap, an exciton is generated (pathway A), and then the hole becomes 

trapped, leading to trap emission from pathway B. Above bandgap excitation also 

produces a small fraction of trap emission through pathway C because the electron may 

also relax into a trap state in addition to the hole. Since the relative QY for pathway B 

depends on the efficiency at which the exciton is created and then the hole becoming 

 

Figure 4.17: Relative QY spectra for three CdS samples shown in Figure 4.15 
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trapped, we expect pathway B to have a higher relative QY then pathway C because 

excitation energies greater than 2.8 eV easily produce excitons.  

In contrast, excitation energies below 2.8 eV only produce trap emission from 

pathway C. We propose that pathway C is fast, primarily due to non-radiative 

recombination, and as a result the relative QY for pathway C is much less compared to 

pathway B. Furthermore, the relative QY for pathway C remains constant, at least for 

samples 1 and 3, indicating the excited trap states relax into the emitting trap state with 

equal efficiency. Sample 2 on the other hand has a changing relative QY for excitation 

energies below 2.5 eV.  This may mean that a second type of trap state is excited, one 

that does not relax to the emitting state with the same efficiency as the states formed with 

excitation energies between 2.5 eV and 2.8 eV. A second Gaussian peak was needed to fit 

the absorption spectrum for sample 2 as shown in Figure 4.15. The changing QY could 

be related to this peak because the energies for the Gaussian peak and where the QY is 

changing are similar. 

 

Figure 4.18: Schematic showing the possible recombination pathways (B and C) for trap 
emission. Pathway A shows exciton recombination. 
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4.4.2. ET Parameters for CdS Samples 1, 2, and 3 

The classical ET parameters, ΔG°CT, λCT, and ΔG* were calculated from the 

multi-peak fits of the absorption and emission line shape spectra following the procedure 

outlined in Section 1.3.1, and are listed in Table 4.2. These values are used to generate 

the free energy curves for the exciton and trap state relative to the ground state for all 

three samples. The free energy surfaces are plotted in Figure 4.19. Table 4.2 shows that 

both ΔG°CT and λCT decrease as the size of the QD increases. However, the change in 

ΔG°CT is more dramatic. In all three samples ET occurs in the inverted region because 

 

Figure 4.19: Free energy curves constructed using ET parameters in Table 4.2. εX and εT 
is the trap emission. λCT is the reorganization energy for charge transfer, and ΔG° is the 

change in free energy for the charge transfer. 

Table 4.2: ET parameters calculated from the multi-peak fits from the absorption and 
emission lineshape spectra for samples shown in Figure 4.15 
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ΔG°CT > λCT, and rates are expected to be slow. It also appears the CdS may enter the 

barrierless region as the size increases because the activation barrier for ET, ΔG*, is 

decreasing. Because ΔG°CT is changing at a much faster rate than λCT, it is possible that 

ΔG°CT will equal λCT and ET will occur more quickly. If this were true, then larger QDs 

would exhibit more trap emission than smaller QDs. 

As Figure 4.19 shows, each sample is in the inverted region, and an activation 

barrier exists for ET. Because the activation barrier is larger than room temperature 

thermal fluctuations (see Table 4.2), ET from the exciton state to the emissive trap state is 

unlikely to occur in a classical manner. Other possible mechanisms are shown in Figure 

4.20. Figure 4.20(a) represents a semi-classical ET process wherein ET occurs from the 

exciton to a higher excited vibrational state of the trap. This vibrational state is the high 

frequency vibrational quantum mode used in Marcus-Jortner semi-classical ET theory 

described in more detail in Section 1.4. The higher excited vibrational state has the same 

reorganization energy as the emissive trap state, but -ΔG°CT is smaller. Since -ΔG°CT is 

approaching λCT the system is near the barrierless region and ET from the exciton to the 

 

Figure 4.20: Possible mechanisms for ET in the inverted region. X refers to the exciton 
state and T corresponds to the trap state. ET can either occur through tunneling to an 

excited vibrational state in the trap (a) or through an intermediate non-emissive state (b). 



 94 

higher excited vibrational trap state occurs rapidly. Once the ET occurs, the charge 

immediately relaxes into the lowest excited vibrational state, which is where emission 

occurs.  

A second mechanism shown in Figure x (b) involves an intermediate non-

emissive state such as a trap state associated with a ligand. ET occurs more readily from 

the exciton state because it is in the barrierless region. Then a second ET reaction occurs 

from the non-emissive trap state to the emissive trap state. The second ET is plotted on a 

second reaction coordinate because it requires a second set of nuclear coordinates. The 

ΔG°CT and λCT for the second ET must also be equivalent to ensure that ET from the non-

emissive trap state to the emissive trap state out competes non-radiative recombination. 

4.5. Comparing Temperature-dependent Exciton and Trap TRPL 

Temperature-dependent TRPL is an excellent tool for measuring the excited state 

dynamics of the exciton and trap state because we propose that the exciton populates the 

trap state through an ET mechanism, and according to the classical Marcus equation (see 

Section 1.4), ET rates are temperature-dependent. When we control the temperature, we 

alter the electron transfer rates in a predictable manner. We then analyze each state’s 

temperature-dependent TRPL and construct kinetic schemes based on classical ET theory 

to reproduce the observed behavior. From these kinetic schemes, we can determine the 

electron transfer rates. 

Exciton and trap PL decays were recorded for a series of temperatures ranging 

from 80 K to 305 K. The decays for one sample are shown in Figure 4.21. At each 

temperature, both exciton and trap decays are multi-exponential, indicating a distribution 

of relaxation processes are occurring. These PL decays are consistent with previous 
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studies on CdS colloids.52,58,59,63,67,84-90 Exciton PL decays are much shorter (~ns) 

compared to trap PL decays (~µs). Trap decays are expected to be longer because at least 

one of the charge carriers is localized on the surface resulting in reduced overlap of the 

electron and hole wavefunctions and decreasing the probability of radiative 

recombination.  

As we have shown earlier, hole traps contribute to the deep trap emission, but 

whether the electron is also trapped is still under debate. Chestnoy et al proposed the first 

 

Figure 4.21: Representative PL decays at various temperatures for the exciton state (a) 
and trap state (b). Each PL decay was recorded using a 10 µs TAC. 
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model of trap emission in CdS QDs,67 and suggested that trap emission is caused by a 

shallowly trapped electron tunneling to radiatively recombine with a deeply trapped hole. 

The multi-exponential trap PL decays are therefore a result of varying tunneling distances 

between the trapped carriers. The authors further speculated that a sulfur vacancy or Cd2+ 

edge atom acts as the electron trap, while a cadmium vacancy or S2- acts as a hole trap. 

Eychmuller et al confirmed this model using CdS QDs that exhibited both exciton and 

trap emission.58 The first CdS QDs synthesized by Chestnoy et al only had trap emission. 

In addition to explaining trap emission, Eychmuller et al proposed that exciton emission 

is actually a delayed PL. They argue that the electron trapping rates are on the order of 

picoseconds, which outcompetes radiative recombination. In order for exciton emission 

to occur, the electron must first be released from the trap state. This also implies that 

electron traps must be shallow since exciton emission is occurring.  

Even though CdS trapping dynamics have been studied since the late 1980’s, 

there is still much debate on trapping rates. Trapping rates have been measured using 

time resolved PL methods such as transient absorption and fluorescence up-conversion 

because these techniques provide high resolution on the femtosecond and picosecond 

time regimes. It is generally believed that hole trapping occurs before electron trapping. 

Studies have shown that hole trapping occurs on the order of picoseconds,87,91 and the 

hole trap state is long lived.92  

On the other hand, a range of electron trapping times has been reported and 

differences are primarily due to the nature of the electron traps. Zhang et al showed that 

traps at the band edge formed in less than 100 fs, and that these traps decayed primarily 

through electron-hole recombination within 10 ps.5,93,94 O’Neil et al showed that the rise 
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time for trap states near the band edge formed in less 10 ps and that deeper traps formed 

with times greater than 30 ps. They also noted that the rise times for the deeper traps were 

longer than expected, and suggested that the deep emissive traps were not directly 

populated from the exciton state.79 Logunov et al also investigated different electron trap 

depths and showed that shallow electron traps were formed within hundreds of 

femtoseconds while deeper traps were formed after 30 ps. More recent work on CdS 

synthesized in polymer solutions showed that the trap states were populated within 500 

fs, and the higher energy trap states rapidly decayed into the lower energy trap states.60,61 

The shape of the PL decays also differs between the exciton and trap state. The 

exciton state is dominated by a fast component with the emission intensity dropping by 

three orders of magnitude within a few hundred ns. The exciton also has a small tail or 

long component at longer times because the decay does not reach the baseline until after 

one µs. The trap also has a fast component at early times that accounts for one order of 

magnitude loss in emission intensity, but this fast component is much shorter compared 

to the short component in the exciton PL decay. The remaining portion of the trap PL 

decay is quite long, and in some cases has not fully reached the baseline after 10 µs.  

The sharp separation between the short and long components of the trap state PL 

decay suggests there is two different trap states close in energy with vastly different 

recombination dynamics. One trap state decays quickly, and the other trap state decays 

more slowly. Based on the excitation-dependent TRPL discussed later, we tentatively 

assign the fast component to recombination between a trapped hole and a shallowly 

trapped electron that are spatially correlated. The long component is assigned to radiative 

recombination of the trapped hole with a delocalized electron. Finally, the baseline or 
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background counts are higher for the trap PL decays compared to the exciton PL decays. 

As shown previously in the steady state spectra, the exciton emission is more intense 

compared to the trap emission. Therefore, we would expect the exciton to have a higher 

photon count rate compared to the trap state. 

The exciton and trap PL decays also differ in how they change with temperature. 

The exciton PL decays lengthen as the temperature increases while trap PL decays 

become shorter as temperature increases. This is discussed in more detail in Section 

4.5.1.  

4.5.1. Temperature-dependent Exciton and Trap Average PL Lifetimes 

These trends become more apparent when looking at the average PL lifetime, or 

the average time it takes to emit a photon. We fitted each PL decay using a multi-

exponential decay function following the procedure discussed in Section 2.4.4. The 

multi-exponential decay function was then integrated from zero to infinity to calculate the 

average PL lifetime. 

The average exciton and trap PL lifetimes, 𝜏 , for each sample studied are shown 

in Figure 4.22. The exciton average lifetimes are much shorter than the trap average 

lifetimes as expected because the exciton PL decays are much shorter. In all samples, the 

exciton lifetime ( 𝜏 ) lengthens as the temperature is increased to approximately 200 K. 

At temperatures greater than 200 K, the exciton 𝜏  decreases. The temperature at which 

𝜏  begins to decrease is different for each sample and does not appear to be related to the 

QD size. Additionally, sample 2 shows a much larger increase in 𝜏  with temperature 

compared to sample 1 and 3.  
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The trend in the exciton average lifetime with temperature indicates an activated 

trapping process, which has previously been observed in CdSe42,43,76 and CdSe/CdTe 

heterostructures. 95 This is discussed in more detail in Section 4.5.3., and shown 

schematically in Figure 4.23. At low temperatures, the charge carriers populate non-

emissive trap states, and therefore the exciton 𝜏  is short because non-radiative 

recombination dominates. As the temperature increases, the charge carriers return to the 

exciton state, and the exciton 𝜏  lengthens because more radiative recombination is 

occurring. As the temperature increases higher than 200 K, trap states higher in energy 

 

Figure 4.22: Average emission lifetimes for the exciton (left) and trap state (right) in three 
different CdS samples. The solid black lines are trend lines fitted to the data. For the 
exciton emission lifetimes, each sample was fitted with a Gaussian function. The trap 
emission lifetimes were fitted with a power law, except for sample 2, which was fitted 

with a truncated power law. The dashed line for the exciton state is to show that the 
average emission lifetimes begin to decrease at different temperatures for different 

samples. 
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compared to the exciton are now accessible, and the exciton 𝜏  decreases because non-

radiative recombination outcompetes the detrapping rates. 

The temperature at which 𝜏  is a maximum therefore depends on the energetic 

relationship between the exciton and the non-emissive trap state distributions. Sample 2 

has the maximum 𝜏  occurring at the lowest temperature, which may indicate it has the 

shallowest trap state distribution. These samples were made from different QD batches, 

and the differences in the non-emissive trap state distributions could be caused by 

changes in synthetic conditions. 

The trap 𝜏  decreases as temperature increases for all three samples. Samples 1 

and 3 exhibit power law behavior, while a truncated power law more accurately describes 

sample 2 shown in Figure 4.22. Power law behavior is quite common in blinking studies 

on single QDs. Blinking refers to a phenomenon where a QD fluctuates between an on 

state (high emission intensity) and an off state (low emission intensity). One of the more 

common mechanisms for blinking is that a QD turns off when a charge migrates to the 

surface, and the remaining charge non-radiatively recombines. The QD turns back on 

 

Figure 4.23: Schematic explaining the temperature-dependent average lifetime. KD refers 
to the total decay rate. 
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when the charge returns to the QD core, and the QD becomes neutral again. If the charge 

transfer was occurring to a single surface trap with a fixed rate, then the amount of time a 

QD is either on or off would be described by exponential statistics, which is not 

observed. Therefore, another mechanism was suggested where charge transfer happens to 

a static distribution of surface state that results in probabilities with power law statistics. 

Average PL lifetimes are calculated by integrating the decay fit function over an 

infinite time window, but this type of calculation has been shown to bias 𝜏  to longer 

times if there are long components in the multi-exponential decay.43,76 Additionally, 𝜏  

provides no information on how the shape of the decay is changing with temperature. 

Two PL decays may have similar 𝜏  values but very different shapes. To address these 

issues, we calculate 𝜏  as a function of a time window in addition to temperature using 

the following equation: 

𝜏 =
𝐴!𝜏! exp −𝑡! 𝜏! 𝑑𝑡!!!"#

!

𝐴!𝜏!exp −𝑡!! 𝜏! 𝑑𝑡!!!!"#
!!!

 

where texp refers to the time window of the experiment. If the PL decay were single 

exponential (when plotted on a semi-log scale), then 𝜏  would be the same regardless of 

the time window. However, the PL decays shown here deviate quite a bit from single-

exponential. Calculating 𝜏  in terms of a time window allows us to see how the shape of 

the decay changes with temperature because short components influence 𝜏  more at 

short time windows. 
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The exciton 𝜏  plotted as a function of temperature and time window for sample 

1 is shown in Figure 4.24. This is a 2D plot where the abscissa is temperature and the 

ordinate is the time window. The colors represent the average PL lifetime in 

nanoseconds. Each horizontal slice shows how the average PL lifetime changes with 

temperature for a particular time window as seen in Figure 4.25. Figure 4.25 shows a 10 

 

Figure 4.24: Exciton average PL lifetime 2D plot for sample 1. The colors represent the 
magnitude of the average lifetime. The dashed lines correspond to the average PL 

lifetimes that were extracted at specific time windows. 

 

Figure 4.25: Exciton average PL lifetimes within 10 ns (red), 1 µs (black), and infinite 
time (blue) for sample 1. These graphs were extracted from the 2D plot shown in Figure 

4.24. 
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ns, 1 µs and an infinite time window where the colors correspond to the dashed lines seen 

in Figure 4.24. The 10 µs time window is assumed to be equivalent to the infinite time 

window because all the decay components used to fit the exciton PL decays are much 

less than 10 µs. The exciton 𝜏  within 10 ns is approximately 4 ns, and it does not show 

a consistent trend with temperature until the temperature is greater than 150 K. At 

temperatures greater than 150 K, we see the same increase in 𝜏  followed by a decrease 

that is exhibited in the exciton 𝜏  calculated using an infinite time window. At 1 µs, the 

exciton 𝜏  follows the same trend as twin = ∞, but the values for 𝜏  are slightly less, 

indicating that at least one decay component is longer than 1 µs. 

 

Figure 4.26: Exciton average PL lifetime 2D plot for sample 2. 

 

Figure 4.27: Exciton average PL lifetime 2D plot for sample 3. 
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 Because the PL decays can be fitted with an infinite number of decay 

components, we do not assign physical processes to specific decay components or use the 

number of decay components for analysis. However, we can draw conclusions about the 

physical processes occurring within the QD by analyzing the PL decays in terms of short 

and long components. We use the 2D plots to determine which components are changing 

because short components are emphasized at short time windows and long components 

dictate 𝜏  at long time windows. By looking at the 2D plot for sample 1, we see that only 

the long components (greater than 100 ns) are changing with temperature. Samples 2 and 

3 also have long components changing with temperature as seen in Figure 4.26 and  

Figure 4.27 respectively. The long components are assigned to detrapping and exciton 

reformation. 
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The trap 𝜏  was also analyzed using the 2D plots in a manner similar to the 

exciton 𝜏 . The trap 2D plot for sample 1 is shown in Figure 4.28, and the trap 𝜏  for 

specific time windows are shown in Figure 4.29. At 100 ns, the trap 𝜏  lengthens as the 

temperature increases then shortens when the temperature is raised beyond 200 K, similar 

 

Figure 4.28: Trap average PL lifetime 2D plot for sample 1. 

 

 

Figure 4.29: Trap average PL lifetimes for sample 1 within specific time windows (twin). 
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to the exciton behavior for the sample. 

Modeling of the exciton dynamics discussed in more detail in Section 4.5.3 

suggests there is a Gaussian distribution of non-emissive trap states that is centered 

slightly higher in energy compared to the exciton. The tail of this distribution lies slightly 

below the exciton state, and charge transfer occurs from the exciton state to these trap 

states at low temperatures and back charge transfer to the exciton state is feasible at 

higher temperatures. This leads to the temperature-dependent exciton 𝜏  seen in Figure 

4.25. 

In CdS QDs, the non-emissive trap states are thought to be electron traps, and 

these shallow electron traps may act as an intermediate step for the formation of the deep 

emissive trap state. Therefore, how the exciton state populates the shallow electron traps 

influence the formation and dynamics of the emissive trap state. At low temperatures, 

both the electron and hole are localized in deep traps and non-radiative recombination is 

more likely. As the temperature increases, the electrons and holes transition to shallower 

traps where it may be more likely for them to radiative recombine and the trap 𝜏  

lengthens.  

However, at higher temperatures, the electron becomes more delocalized while 

the hole remains trapped, and the probability for radiative recombination is low resulting 

in a shortening of the trap 𝜏 . When the time window is increased to 1 µs, we see drastic 

changes in the trap 𝜏 . First, the trap 𝜏  increases from 38 ns to 380 ns at 80 K. Second, 

the trap 𝜏  decreases by approximately 15% as the temperature increases. This same 

trend is seen at 10 µs or when twin = ∞, but now 𝜏  is greater than 1 µs at lower 

temperatures, and decreases by approximately 60% as the temperature is raised. This 
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behavior is seen in all CdS samples as shown in Figure 4.30 for sample 2 and Figure 4.31 

for sample 3. 

These drastic lengthening of the trap 𝜏  with long time windows indicate the trap 

PL decays are dominated by decay components longer than 1 µs, and changes in the long 

 

Figure 4.30: Trap average PL lifetime 2D plot for sample 2. 

 

 

Figure 4.31: Trap average PL lifetime 2D plot for sample 3. 
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components cause the changes in the trap 𝜏  seen with temperature, just like the exciton 

dynamics. As mentioned previously, trap emission is caused by the hole radiatively 

recombining with either a trapped electron or a delocalized electron. Figure 4.32 depicts 

both types of recombination. When the electron and hole are trapped, radiative 

recombination can only occur if the two particles are in close proximity to each other, 

resulting in fast lifetimes, which are primarily non-radiative. In contrast, if the electron is 

delocalized, then probability of radiative recombination is minimized and the lifetimes 

are long. At these long time scales, it is more likely that the electron is delocalized and 

therefore there is little overlap between the electron and hole wavefunctions. The 

probability of radiative recombination is low, resulting in a long PL lifetime. As the 

temperature is increased, non-radiative relaxation pathways are more likely and the trap 

𝜏  shortens. 

4.5.2. Calculating Relative Quantum Yields From PL Decays 

We previously defined the quantum yield (QY) as the ratio of photons emitted to 

photons absorbed. If we assume that the number of absorbed photons is constant 

 

Figure 4.32: Schematic showing a trapped hole recombining with a delocalized electron 
in the conduction band (CB) or a trapped electron. KD refers to the total decay rate and 

includes both the radiative rate and non-radiative rate. 
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regardless of temperature, then a relative QY is determined from the number of photon 

counts in the PL decay. We know that the oscillator strength or probability of absorption 

is temperature independent because of previous studies on CdSe QDs.54 

Because the PL decay is a histogram, the number of emitted photons is easily 

calculated by totaling the number of counts in each channel that is used to record the PL 

decay. Each channel also contains noise such as dark counts, and this needs to be 

accounted for when we calculate the total number of emitted photons. When we collected 

the PL decay, we always set the delays so the maximum PL intensity or the peak of the 

decay occurs in a channel number greater than 200. This causes the first 200 channels to 

only contain noise or background counts, and the fitting software uses those channels to 

determine an average background count value. The average background count is always 

calculated from channels before the PL decay because the PL decay may not reach the 

background level within the time window used to collect the PL decay. We assumed that 

each channel has the same average number of background counts, and the total number of 

background counts are calculated by taking the average number of background counts 

times the number of channels. For all experiments, the number of channels is 4096. 

Finally, we subtracted the total background count from the total emitted photon count to 

yield the corrected emitted photon count.  

However, the corrected emitted photon count may not accurately reflect the 

relative QY because of the time taken to collect the PL decay. PL decays that are 

recorded for longer times will necessarily have larger photon counts. One would expect 

the average background count to also increase as the recorded time for the PL decay 

increases, and therefore the corrected emitted photon count remains unaffected. On the 
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other hand, our hybrid PMT detectors exhibit relatively low dark counts, and the average 

background count may not increase as the recorded time for the PL decay increases. This 

is especially true for states with high emission intensities such as the exciton state where 

background counts are generally low (less than 10), and there is a large separation 

between the peak number of counts in the decay and the background counts. The total 

number of counts may increase by hundreds, but the average background count may only 

change by a few counts if the PL decays are recorded for longer times. Therefore, we 

divided each corrected emitted photon count by the time it took to record the PL decay to 

understand how the relative QY changes with temperature. 

The exciton relative QYs calculated from the PL decays are shown in Figure 4.33. 

 

Figure 4.33: Exciton relative QYs calculated from the PL decays. The black lines are 
trend lines fitted to the data. 



 111 

As already reported (Table 4.1), the room temperature absolute QYs were also calculated 

from the steady state PL, sample 1 was the least efficient emitter (QY=5.8%). Sample 2 

was the brightest with a QY of 10%, and sample 3 had a QY of 9.4% The exciton relative 

QY for samples 1 and 2 decreased by approximately 80% as the temperature increased 

from 80 to 305 K indicating an 80 K absolute QY of 29 and 50%. In contrast, the exciton 

relative QY increased for sample 3 by one order of magnitude as the temperature was 

raised to 215 K. Above 215 K, the exciton relative QY decreased, but it still remained 

three times higher compared to 80 K. The exciton relative QY for sample 3 exhibits 

similar behavior to the exciton average lifetime, and both quantities peaked at 215 K.  

We expect some correlation between the average lifetime and the relative QY 

because these quantities are defined by the radiative (kR) and non-radiative (kNR) rates 

that are occurring within the QD. The relative QY is defined using the following 

equation: 

𝑄𝑌 =
𝑘!

𝑘! + 𝑘!"
 

and the average PL lifetime, τ, is defined as: 

𝜏 =
1

𝑘! + 𝑘!"
 

For sample 3, we speculate that changes in kNR are responsible for the temperature-

dependent τ and the relative QY. To understand how kNR changes with temperature, we 

need to know the physical processes that occur within the QD ensemble. We modeled the 

exciton PL dynamics using a kinetic scheme, and found that an activated trapping process 

is happening between the exciton and two non-emissive Gaussian trap state distributions. 

At low temperatures, charge transfer occurs from exciton state to the trap state, and non-
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radiative recombination prevails resulting in a high kNR. As the temperature increases, 

those trapped charges thermally repopulate the exciton state and radiative recombination 

is more likely, kNR decreases, and we see an increase in the relative QY and exciton 

average PL lifetime. However, when the temperature increases even more, higher energy 

trap states are now accessible and kNR increases again, and the relative QY and exciton τ 

decrease.  

This explanation works reasonably well for sample 3, but fails to explain the trend 

in the relative QY for samples 1 and 2. In order to explain the decrease in the relative QY 

and the temperature-dependent exciton average PL lifetime, the radiative rate would need 

to be temperature-dependent as well as the non-radiative rate. However, the radiative rate 

is generally assumed to be temperature-independent. 

 

Figure 4.34: Trap relative QYs calculated from the PL decays. 
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The trap relative QYs for all three samples are shown in Figure 4.34. All samples 

behave similarly, and the relative QY decreases with an increase in temperature. Samples 

2 and 3 exhibit a slight rise in the relative QY for temperatures below 125 K. Because 

both the trap average PL lifetime and the relative QY drop as the temperature is raised, 

we speculate that the non-radiative recombination rates are increasing.  

We believe that trap emission is caused by a trapped hole radiatively recombining 

with either a delocalized electron or a trapped electron. At low temperatures, the electron 

is also trapped, and radiative recombination occurs if the trapped electron is in close 

proximity to the trapped hole where tunneling may occur. The increase in temperature 

causes the electron to become more delocalized, and now the overlap of the electron and 

hole wavefunctions is reduced. The reduction in the overlap integral leads to a higher 

probability of non-radiative recombination, decreasing the trap average PL lifetime and 

the relative QY.  

The increase in the relative QY at low temperatures for samples 2 and 3 may 

indicate a higher population in the emissive trap state. We know that the exciton and 

emissive trap state are correlated because the exciton absorption peak is seen in the trap 

PLE spectrum. When modeling the exciton PL dynamics, we found that two non-

emissive trap state distributions were necessary to adequately reproduce the exciton PL 

decays. One of these non-emissive trap state distributions had a reorganization energy 

similar to the reorganization energy calculated for the emissive trap state.  

We hypothesize that this non-emissive trap state distribution is involved in the 

deep trap population mechanism, where charge transfer occurs from the exciton to the 

non-emissive trap state, and then into the emissive trap state. At low temperatures, 



 114 

electrons are in the non-emissive trap states rather than delocalized. So we expect to see 

more trap emission and a higher relative QY at lower temperatures compared to higher 

temperatures when the electron is delocalized and radiative recombination with the 

trapped hole is slow. 

4.5.3. Modeling Temperature-Dependent Exciton TRPL 

Early temperature-dependent TRPL studies were often analyzed using a three 

state model consisting of a ground state, dark exciton state, and bright exciton state.96-101 

The energy spacing between the dark exciton state and bright exciton state is size 

dependent and typically a few meV. At low temperatures, only the dark exciton state is 

populated. Because the transition from the dark exciton to the ground state is spin 

forbidden, relaxation from this state requires coupling to phonon modes. This results in 

long lifetimes that are on the order of microseconds.102-105 As the temperature increases, 

the bright exciton state becomes thermally populated, and exciton lifetimes begin to 

shorten. This model describes QD systems reasonably well for temperatures between 10 

and 70 K. 

However, this simple model fails to describe exciton dynamics at all 

temperatures, especially those above 100 K and below 20 K. For example, Crooker et al 

showed that exciton lifetimes in colloidal CdSe QDs below 2 K are temperature 

independent, and suggested a different relaxation pathway inherent to all dots with a 

small activation energy.97 This was further supported by theoretical calculations 

performed by Califano et al who showed that surface states such as hole traps reduce the 

splitting between dark and bright exciton states, resulting in a shorter dark exciton decay 

rate.106 Above 100 K, exciton PL decays are often multi-exponential, suggesting the 
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addition of new non-radiative recombination mechanisms based on a decreased quantum 

yield at higher temperatures. 

These multi-exponential decays are apparent in both ensemble,58 and single 

particle experiments,98,107,108 demonstrating that the multitude of recombination pathways 

are inherent to the QD, and not a result of sample inhomogeneities. Instead, they are 

attributed to complex interactions between the exciton and non-emissive trap 

states20,42,43,95,99,109 that are populated through an activated trapping mechanism. 

Therefore, exciton average PL lifetimes are a result of competition between the trapping 

and detrapping rates.  

For example, temperature-dependent TRPL on core/shell CdSe/CdZnS showed 

exciton average PL lifetimes lengthened to a maximum and then shortened as the 

temperature was increased from 77 to 305 K.43 At low temperatures, the trapping rate 

outcompetes the detrapping rate because charge carriers are trapped in states with 

energies below the exciton state. They are not released from the trap states because there 

is not enough thermal energy to return to the exciton state. Since most of the charge 

carriers are in trap states, non-radiative recombination is prominent and the exciton 

average PL lifetime ( 𝜏 ) is short. As the temperature increases, more trap states become 

populated. However, the increase in temperature also allows more charge carriers to 

overcome the detrapping barrier, resulting in an increased detrapping rate. Because the 

detrapping rate now competes with the trapping rate, radiative recombination also 

increases, and the exciton 𝜏  begins to lengthen. As the temperature increases even 

more, charge carriers can now enter trap states that are higher in energy compared to the 
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exciton leading to an increase in the trapping rate where once again non-radiative 

recombination is prominent. As a consequence, the exciton 𝜏  begins to shorten again. 

Because the temperature-dependent exciton 𝜏  in CdS shows similar behavior to 

those seen in core/shell CdSe/CdZnS, we used the previously described activated 

trapping model as foundation for developing a kinetic scheme to model exciton dynamics 

in CdS. Our model for carrier trapping is based on electron transfer (ET), and has been 

described in more detail elsewhere.42,43 We describe non-emissive trap states using an 

ensemble probability distribution function (PK(ε)) because these PL decays were recorded 

on a QD ensemble, and there is a multitude of possible trap states.  

The shape of the non-emissive trap state PK(ε) depends on whether the system is 

described in bulk semiconductor terms or in molecular terms. In organic 

photoconductors, Gaussian distributions are used to describe trap state energetics,110 

while exponential distribution below the band-edge describe traps in bulk 

semiconductors. As described in Section 1.2, QDs exhibit properties of both molecular 

systems and bulk systems, so either type of distribution is applicable to QDs. QDs have 

discrete electronic transitions such as organic photoconductors so a Gaussian distribution 

may be suitable. However, trap states in QDs may interact with each other like in bulk 

semiconductors, so an exponential distribution may also be relevant. Previous modeling 

on core/shell CdSe/CdZnS used a convolution of a Gaussian and exponential to describe 

trap state probability distribution functions.43 For exciton dynamics in CdS we found that 

a Gaussian distribution adequately reproduced the PL decays, and adding the exponential 

distribution showed no change in our modeling. 
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Now that we have defined the trap state distributions for our model, we need to 

define how the trap states are populated. We modeled trapping rates using classical ET 

theory, which was described in more detail in Section 1.3. Classical ET rates are 

governed by the free energy, ΔGK, the reorganization energy, λK, and the electronic 

coupling parameter, VK. We assumed that each trap state distribution is symmetrically 

distributed around the QD in a shell like manner. Each trap within the “shell” would 

experience the same local environment, and therefore we assigned a single λK and 𝑉! to 

each trap state probability distribution. The trapping rates were then determined using the 

following equation: 

𝑘!" = 𝑔!𝑃! 𝜀
2𝜋
ℏ    𝑉!

! 1
4𝜋𝜆!𝑘!𝑇

𝑒𝑥𝑝 −
𝜆! + 𝛥𝐺!" !

4𝜆!𝑘!𝑇
 

where gK represents the average number of trap states in the Kth trap distribution, 𝑃! 𝜀  

is the probability distribution function that was defined as a Gaussian with a peak energy 

ε for our modeling efforts. The detrapping rates were then calculated using detailed 

balance and are defined as: 

𝑘!" =
𝑔!

𝑔!𝑃! 𝜀 𝑘!"exp  
∆𝐺!" 𝜀
𝑘!𝑇

 

where gi represents the degeneracy of the exciton state. After defining the trapping and 

detrapping rates, we generated a kinetic scheme consisting of N states. The dynamics of 

each state are based on the probability of that state being occupied (ρn(t)) within a time t 

after the excitation event. The probabilities are calculated from numerical solutions to N 

rate equations defined as: 

𝑑𝜌! 𝑡
𝑑𝑡 =   −𝛾!!𝜌! 𝑡 + 𝛾!"!"𝜌! 𝑡 − 𝛾!"!"𝜌! 𝑡

!!!
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where 𝛾!"!" and 𝛾!"!" are the non-radiative transition rates from state m to n and from state 

n to m respectively. 𝛾!! is the radiative transition from state n. For our modeling efforts, 

𝑁 = 2+ 𝑁!!  where NK is the number of trap within the distribution. We used N=2 

because our model consists of two distinct states, exciton and ground state, in addition to 

the states within the trap distribution. 

Using software built by Dr. Jones, we constructed kinetic schemes that are solved 

numerically, and used to globally fir the PL decays for each emitting state at all 

temperatures as shown in Figure 4.35. Each modeled PL decay is 2 µs long because there 

is high uncertainty in the experimentally recorded PL decays beyond 2 µs. The modeled 

PL decays are then compared to the experimentally collected PL decays, and the fitting 

parameters such as the radiative rates and reorganization energies used within the model 

are adjusted until the residuals between the model PL decays and experimentally 

collected PL decays are minimized. 

The first iteration of our kinetic scheme consisted of an exciton state, deep 

emissive trap state, and ground state. The energies for the exciton state and emissive trap 

state were fixed to the values determined from the multi-peak fit of the PL line shape. 

The exciton was set to the initial state even though the excitation energy was well above 

the band-edge because hot carriers relax in ps or less24,87 and is beyond the resolution of 

our experiments. Non-radiative decay from either the exciton or emissive trap state to the 

ground state was excluded to simplify the model. The reorganization energy for the 

emissive trap was initially set to the reorganization energy extracted from the spectra as 

discussed in Section 4.5.1.  
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However, this model was unsuccessful in reproducing either the exciton PL 

decays or trap PL decays. One possible reason could be the different time scales for the 

exciton and trap PL decays because the exciton decays on the order of nanoseconds while 

the trap decays in microseconds. It is challenging to construct one single model to 

 

Figure 4.35: Screenshot of the software used to construct the kinetic schemes for TRPL 
analysis. The upper window shows a kinetic scheme consisting of an exciton state, two 
trap states and a ground state. The bottom panel shows how the model PL decays (red) 

produced by the scheme shown above compare to the experimental decays (black). 
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represent dynamics on such a wide time scale. Another challenge is the energy difference 

between the exciton state and the emissive trap state. The deep trap is located 

approximately 1 eV below the exciton state. Once a charge transfers from the exciton 

state to the trap state, it will not be able to return to the exciton state for radiative 

recombination. Furthermore, ET from the exciton to the emissive trap state is heavily in 

the inverted region, and the barriers for ET are quite large. Therefore, we do not expect 

the exciton to populate the emissive trap directly, and we focused our efforts on modeling 

only the exciton dynamics. 

To successfully model the exciton PL decays, our kinetic scheme required a 

single exciton state and two distinct non-emissive trap state distributions. A generalized 

schematic of the model showing the exciton state and a trap distribution is presented in 

Figure 4.36. We used a single exciton state instead of a manifold of bright and dark 

exciton states because the temperature range for this experiment ensured that the majority 

of the exciton PL signal arises from the bright exciton state. The results of our modeling 

for one sample are shown in Figure 4.37 where the experimentally recorded PL decays 

 

Figure 4.36: General three state model consisting of an exciton state, a distribution of 
non-emissive trap states, and a ground state used to build the kintetic scheme. KR is the 
exciton radiative rate. K(T) and K(-T) refer to the non-radiative trapping and detrapping 

rates respectively. 
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are shown in red and the model decays are shown in black. Our model fits the recorded 

PL decays reasonably well for three orders of magnitude change in intensity. The kinetic 

model allows us to estimate radiative rates for the exciton state, and we found the exciton 

radiative rate ranged from 29 to 36 ns, which is consistent with values reported for CdS 

QDs in heptane,111 but slightly longer than CdS nanorods. 

The kinetic model required two trap state populations to reproduce the 

temperature dependent exciton PL decays, and their probability distribution functions for 

one sample is presented in Figure 4.38. The parameters used for each trap distribution 

from the fitting software are listed in Table 4.3 where εi is the peak energy of the 

distribution, λi is the reorganization energy, Vi is the electronic coupling parameter, and 

σi is the width of the Gaussian probability distribution function. The trap state 

distributions used in the model apply to the QD ensemble and are specific to a single QD.  

 

Figure 4.37: Comparison of model exciton PL decays (black) with experimental exciton 
PL decays (red) for temperatures ranging from 80 K to 305 K. Both model and 

experimental PL decays are 2 µs. 
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One distribution (K1) is narrow with a width of a few meV and a peak energy 

within a few meV of the exciton state. K1 is also characterized by small reorganization 

values. This narrow distribution is similar to the narrow distribution seen in other 

core/shell QD samples42,43 and was attributed to trap states caused by the interface 

between the core and shell of the QD. The QDs used in our experiments are core only so 

interfacial trap states are unlikely to cause K1. The second distribution (K2) is much 

broader than K1 and, it is centered more than 150 meV higher in energy compared to the 

exciton. This means that only the tail of K2 is interacting with the exciton because trap 

Table 4.3: ET parameters extracted from the modeling with the kinetic scheme for K1 
(above) and K2 (below). The column headings are defined in the text. 

 

 

Figure 4.38: Non-emissive trap state distributions needed to adequately model the exciton 
PL decays. The exciton emission is 2.86 eV and is represented by the horizontal dashed 

line. K1 and K2 are described in the text. 
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states at the peak of the distribution are not accessible at room temperature. K2 is also 

characterized by large reorganization energies on the order of hundreds of meV. We 

assign K2 to traps located on the QD surface because the reorganization energies are so 

large, and surface states are expected to have high reorganization energies. 

One interesting thing to note is the reorganization energies generated in the 

kinetic scheme for the non-emissive trap state distributions are quite similar to the 

reorganization energies calculated from the steady state PL and PLE for the emissive trap 

state. We previously discussed how ET in CdS might occur through an intermediate state 

that would have similar reorganization energies as the deep trap but a smaller change in 

free energy. We propose that K2 acts as this intermediate trap state, and the deep emissive 

trap is populated through a sequential trapping mechanism. The concept of a sequential 

trapping process in CdS has been proposed before. O’Neil first showed that shallow traps 

near the band-edge formed more quickly than deeper traps. Other experiments using 

time-resolved emission spectroscopy on CdS QDs synthesized or embedded in polymers 

showed that high-energy trap states of the broad deep trap decayed quickly into low 

energy trap states resulting in a time-dependent Stokes shift.60,61 However, these CdS 

samples did not exhibit exciton emission, so it is unclear how those high-energy trap 

states were originally populated. More recent work using pulsed optically magnetic 

resonance (pODMR) on CdS nanorods showed that both the exciton and deep trap 

interact with the same species of shallow trap, but the nature of the shallow trap was not 

discussed.112 

4.6. Understanding Trap Dynamics with Excitation-Dependent TRPL 
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The previous experiments used an excitation energy that was well above the QD 

band-edge, and therefore excited both the exciton state and the deep trap state. We know 

that the exciton influences the steady-state PL because the trap PLE shows more trap 

 

Figure 4.39: Trap PL decays at 110 K collected with 3.26 eV excitation (blue) and 2.64 
eV excitation (red). Both trap PL decays were recorded at the same emission wavelength 

using a 10 µs TAC. 

 

Figure 4.40: Trap PL decays at 110 K collected with 3.26 eV excitation (blue) and 2.64 
eV excitation (red). Both PL decays were recorded at the same emission wavelength 

using a 500 ns TAC. 
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emission at the exciton absorbance energy, but does the exciton also influence the trap 

state recombination dynamics? To answer this question, we changed the excitation 

energy to 2.64 eV. The exciton absorbs at 2.87 eV, so this excitation energy will only 

excite the deep trap states. We collected a series of trap PL decays at varying 

temperatures in the same manner as the previous experiments.  

The results were quite unexpected. The trap PL decay at 110 K for 3.26 eV 

excitation energy and for 2.64 eV excitation energy are presented in Figure 4.39. The trap 

PL decay drastically changes in both shape and length when excited directly. The fast 

component seen as a small fraction of the trap PL decay using 3.26 eV exciton, now 

dominates the PL decay when using 2.64 eV excitation, which is more easily seen in 

Figure 4.40 where the PL decays were collected using a 500 ns TAC. At 3.26 eV 

excitation, approximately 3% of the PL decay has decay components less than 100 ns. 

However, at 2.64 eV excitation, 95% of the PL decay has decay components less than 50 

ns.  

At first we were concerned the fast component was caused by scatter from the 

laser, but there are several reasons why this is not the case. First, the trap PL decays were 

recorded using a 484 nm dichroic where light with wavelengths shorter than 484 nm is 

reflected onto the sample, and light with wavelengths longer than 484 nm is transmitted 

onto the detector. However, the transition at which light is reflected or transmitted is not 

sharp, and some excitation light still passes through to the detector. Second, the trap PL 

decays are recorded at 2.07 eV using a monochromator, so it is unlikely that light at 2.64 

eV would also be collected. Finally, the fast component is much longer than our 

instrument response function (IRF) as seen in Figure 4.42. If the laser caused the fast 
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component, then the fast component would have the same width as the IRF. Since it does 

not, we attribute the fast component to the trap state recombination dynamics, and not to 

an artifact from the laser system. 

Figure 4.40 also shows the trap PL decay at 2.64 eV excitation decreases by four 

orders of magnitude within the first 200 ns, while the trap PL decay at higher excitation 

energies decreases by less than an order of magnitude within the same time window. The 

 

Figure 4.41: Trap PL decays recorded using 2.64 eV excitation for temperatures ranging 
from 80 K to 305 K. 

 

Figure 4.42: Trap PL decay (red) at 110 K and IRF (black) recorded using a 500 ns TAC. 
The IRF width is one channel, which is approximately 122 ps. 
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trap PL shape and length when directly excited remains the same at all temperatures as 

shown in Figure 4.41. 

The trap average lifetime, 𝜏 , is also remarkably different with different 

excitations as shown in Figure 4.43. First, the trap 𝜏  is much shorter when excited with 

2.64 eV light as compared to 3.26 eV excitation, which is expected because the PL 

decays are much shorter. Second, the change in trap 𝜏  with temperature is also different 

with different excitation energies. The trap 𝜏  when excited with 3.26 eV excitation 

decreases by approximately 50% as the temperature is increased. In contrast, the trap 𝜏  

when excited with 2.64 eV excitation increases by 500% as the temperature is increased. 

The change in trap PL decays, and therefore the trap 𝜏  with excitation energy is 

unusual because it appears that the trap state emission violates Kasha’s rule. Kasha’s rule 

states that emission is independent of excitation,113 so we would expect the trap dynamics 

 

Figure 4.43: Temperature-dependent trap average PL lifetimes for 3.26 eV excitation 
energy (blue) and 2.64 eV excitation energy (red). The solid black lines are trend lines 

fitted to the data. 
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to be the same regardless of excitation. Obviously this is not the case, and we suggest that 

the different excitation energies are actually creating fundamentally different trap states 

with similar emission energies. For example, the trap state formed with the 2.64 eV 

excitation is both the electron and hole trapped, while the trap state formed with 3.26 eV 

excitation is the electron delocalized and only the hole trapped. Because the electron traps 

are expected to be shallow,52,58,79,114 the energy difference between the hole recombining 

with a trapped electron or a delocalized electron would be small. 

To test this hypothesis, we performed the same temperature-dependent TRPL 

with six different excitation energies ranging from well above the QD band-gap to well 

below the QD band-gap.  The different excitation energies were chosen based on the 

absorption spectrum of the sample as seen in Figure 4.44 These energies and their 

equivalent wavelengths are listed in Table 4.4. The exciton absorption energy is 2.87 eV, 

so excitation energies equal or greater than 2.87 eV would excite mainly the exciton state, 

 

Figure 4.44: Absorption lineshape spectrum for CdS QDs. Each arrow represents a 
different excitation energy used in the experiment. The values for the excitation energies 

are listed in Table 4.3. Excitations 1-3 are below the band-gap and 4-6 are above the 
band-gap. 
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and only a small fraction of the QDs would have deep trap directly excited. For excitation 

energies below 2.87 eV, only the deep trap state is excited. 

It is important to note that these experiments were performed on the same sample 

with the different excitation energies in no particular order. Furthermore, the trap PL 

decays were recorded at the same emission wavelength regardless of excitation. 

Additionally, the excitation power at the sample was kept to a minimum using neutral 

density filters to prevent photobleaching of the sample. We saw no change in the PL 

intensity at room temperature throughout the course of the experiment, indicating 

photobleaching has not occurred. However, we cannot confirm this by steady state PL 

because the sample volume within in the cryostat is too low for the PL measurement, and 

once a sample has been removed from the cryostat, it cannot be used again. 

Table 4.4: Excitation energies and wavelengths used for excitation-dependent TRPL 
study. The exciton absorption energy is 2.87 eV. 
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4.6.1. Excitation Energies Above the Band-edge 

The trap PL decays using excitation energies greater than the band-edge (>2.87 

eV) show the same temperature-dependence regardless of the excitation energy. The trap 

average PL lifetime, 𝜏 , 2D plot constructed from the PL decays for the three excitation 

energies above the band-edge are shown in Figure 4.45. All three excitation energies 

cause the trap 𝜏  to be constant with temperature at short time windows. At long time 

windows, the trap 𝜏  decreases as temperature increases. These trends are more clearly 

seen in Figure 4.46, where the temperature-dependent trap 𝜏  are plotted for 100 ns, 1 

µs, and 10 µs time windows. The 10 µs time window is assumed to be equivalent to the 

infinite time window because none of the decay components used to fit the decays are 

longer than 10 µs. Time windows less than 100 ns have not be shown because the trap 𝜏  

changes by tenths of a nanosecond, and it is difficult to draw conclusions on such a small 

change. 

 

Figure 4.45: Trap average PL lifetime 2D plots for three different excitation energies 
above the QD band-edge. From left to right: 3.26 eV (380 nm), 3.10 eV (400 nm), and 

2.88 eV (430 nm). The exciton absorption occurs at 2.87 eV. 
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The trap 𝜏  within 100 ns exhibits a trend with temperature similar to the exciton 

𝜏  that was discussed previously. At 80 K, the trap 𝜏  is approximately 40 ns. As the 

temperature increases, the trap 𝜏  lengthens and then reaches a maximum. Once the 

temperature increases beyond 200 K, the trap 𝜏  begins to shorten again. We previously 

discussed the same temperature-dependence seen in the exciton 𝜏  in terms of an 

activated trapping process where the exciton 𝜏  is a result of competition between the 

trapping and detrapping rates occurring between the exciton state and a non-emissive trap 

state distribution.  

However, an activated trapping mechanism is not applicable in this case, because 

one of the carriers, the hole, is already deeply trapped. We know that the trapped carrier 

is a hole because of the discussions in Section 4.1.1. We assume that the electron remains 

delocalized when using these excitation energies. The hole trap state is more than likely a 

narrow distribution of trap states, where thermal population exchange occurs between the 

 

Figure 4.46: Excitation and temperature-dependent trap average PL lifetimes extracted 
from Figure 4.45 at specific time windows. (A) 100 ns (B) 1 µs (C) 10 µs 
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states. It is possible that there is an optimal trap state configuration for radiative 

recombination with the delocalized electron that occurs at temperatures ranging from 125 

K to 230 K. Below these temperatures, the hole may be too deeply trapped, and the 

overlap with the electron wavefunction is too low to allow radiative recombination. 

Above 230 K, the hole interacts with higher energy states, and non-radiative 

recombination increases, leading to a decrease in the trap 𝜏 . 

When the time window is increased to 1 µs or longer, we see a slightly different 

trend with temperature. Now, the trap 𝜏  increases dramatically to over 400 ns at 1 µs 

and over 1300 ns for 10 µs. Furthermore, the trap 𝜏  continuously decreases by 

approximately 20% for the 1 µs time window and by approximately 40% for the 10 µs 

time window as the temperature is raised. The decrease in the trap 𝜏  accompanied by a 

decrease in the relative QY (see Figure 4.50 (left)) with an increase in temperature 

suggests that the non-radiative recombination is increasing at longer time windows. The 

exact nature of the non-radiative relaxation pathways is unknown. Because we see no 

change in the trap recombination dynamics with excitation energies above the band-edge, 

we speculate that the deep emissive trap is formed after the carriers have relaxed to the 

band-edge and hot carrier trapping does not play a role. 

4.6.2. Excitation Energies Below the Band-Edge 
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The trap recombination dynamics vary with different excitation energies that are 

below the band-edge in contrast to the dynamics when excited with above band-gap 

energies. The trap 𝜏  2D plots for the three different excitations below the band-edge are 

shown in Figure 4.47. For 2.82 eV (440 nm) excitation, the trap 𝜏  2D plot looks 

remarkably similar to those shown in Figure 4.45. This is expected because this QD 

sample has an absorption spectrum that is inhomogenously broadened because of a size 

distribution. Even though the first exciton absorption occurs at 2.87 eV for the majority 

of QDs, there exists a sub population of larger QDs with a slightly smaller band-gap. The 

2.82 eV excitation would generate excitons within these larger QDs. Since excitons are 

still produced in the larger QDs, we expect similar trap dynamics using 2.82 eV 

excitation energy compared to excitation energies well above the band-edge. However, 

the 2.76 eV (450 nm), and 2.64 eV (470 nm) excitation energies are well below the band-

gap, so excitons should not be produced with these excitation energies. Therefore, we 

should only observe trap dynamics at these excitation energies. 

 

Figure 4.47: Trap average PL lifetime 2D plots for three different excitation energies 
below the QD band-edge. From left to right: 2.81 eV (440 nm), 2.76 eV (450 nm), and 

2.64 eV (470 nm). 
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When we excite the deep trap state directly, we start to detect a fast component at 

low temperatures, as indicated by the lower (bluer) trap 𝜏  at time windows greater than 

1 µs. This fast component becomes more dominant when using 2.64 eV excitation energy 

compared to 2.76 eV. The fast component is unusual because we expect dynamics to 

slow down at lower temperatures. Another noteworthy observation is the trap 𝜏  

temperature-dependence with below band-edge excitation energies. Instead of the trap 𝜏  

shortening with increasing temperature as seen in Figure 4.45, we see a lengthening of 

the trap 𝜏  with increasing temperature. This lengthening is greater for 2.76 eV 

excitation compared to 2.64 eV excitation. The temperature-dependent trap 𝜏  are more 

clearly seen in Figure 4.48, where the trap 𝜏  is plotted for specific time windows. 

Before discussing the temperature trends observed in the trap state 𝜏 , we first 

must consider the nature of the trap state we are forming with the different excitation 

energies. A general schematic showing possible trap state configurations formed with 

different excitation energies is presented in Figure 4.49.. When the QDs are excited using 

 

Figure 4.48: Excitation and temperature-dependent trap average PL lifetimes extracted 
from Figure 4.47 at specific time windows. (A) 100 ns (B) 1 µs (C) 10 µs 
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2.64 eV, only states deep within the band-gap are excited, and no interactions with the 

conduction or valence band is possible. Electrons are excited from states within the band-

gap to shallow electron traps below the conduction band. The holes remain in traps, 

which are lower in energy than the valence band. When the excitation energy is increased 

to 2.76 eV, the electrons are still excited into electron trap states, but these trap states are 

closer in energy to the conduction band, and it is feasible for an electron to enter the 

conduction band. As discussed previously, 2.82 eV excitation energy is high enough to 

excite an electron into the conduction band for the larger QDs. The remaining hole then 

relaxes into a hole trap state, and it radiatively recombines with the electron in the 

conduction band. 

Now that we know what states are formed with the different excitation 

wavelengths, we can start discussing the temperature-dependent trap recombination 

dynamics seen in Figure 4.48. For 2.64 eV excitation, we observe for all time windows 

that the trap 𝜏  are magnitudes are less than the other excitations, and they are mainly 

temperature-independent. Because the low excitation energy only excites the trap states, 

 

Figure 4.49: Cartoon showing how trap states are formed with different excitation 
energies. CB and VB refer to the conduction band and valence band respectively. EX is 

the excitation energy. 
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we assign the fast component seen in the trap PL decays and the 2D plot for 2.64 eV 

excitation energy to radiative recombination to between a trapped electron and a trapped 

hole.  

In order for radiative recombination to occur, the trapped electron and hole must 

be spatially correlated. When a charge carrier becomes trapped, their wavefunction 

becomes localized, and the overlap between the electron and hole wavefunctions is 

reduced. However, if the electron and hole are localized in close proximity to each other 

than wavefunctions may overlap enough to permit radiative recombination. Furthermore, 

if the charge carriers are in nearby, then it is possible for one carrier to tunnel and 

recombine with the other carrier.  

Since the probability of both carriers being trapped in the same area is relatively 

low, we would expect non-radiative recombination to strongly influence the PL decays, 

resulting in fast PL decays and short average lifetimes, which is what we observe. 

Tunneling would also explain the near temperature independence because tunneling is a 

distance-dependent phenomenon and not temperature-dependent.  

The slight increase in the trap 𝜏  with temperature for 2.64 eV excitation at long 

time windows can perhaps be explained by QD surface reconstruction. We recognize that 

trap states are formed on the particle surface, and higher temperatures may cause 

fluctuations in the surface environment. These fluctuations may shift the electron and 

hole trap states into a configuration that increases the likelihood of radiative 

recombination. This increases in the trap 𝜏  with increasing temperature is more likely to 

be detected at longer time windows because of the time scales at which surface 

reorganizations occur. 
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The 2.76 eV excitation is a rather unique case because this excitation energy 

produces trap dynamics that contain elements of both above band-edge and below band-

edge excitations. At low temperatures (below 200 K), the trap state recombination 

dynamics behaves as if it was excited directly, and at higher temperatures (greater than 

200 K) the trap behaves as if it was influenced by the exciton state. For example the trap 

𝜏  using 2.76 eV excitation is only a few nanoseconds longer than 2.64 eV excitation at 

80 K within the first 100 ns of the PL decay. The difference in the trap 𝜏  at low 

temperatures between 2.76 eV and 2.64 eV excitation energies becomes greater with 

longer time windows, but the trap 𝜏  for 2.76 eV excitation always remains closer to the 

2.64 eV rather than the 2.82 eV excitation.  

However, as the temperature is increased, the trap 𝜏  using 2.76 eV shows a more 

dramatic increase compared to the 2.64 eV excitation, and the 2.76 eV excitation begins 

to behave as the 2.82 eV excitation, especially at longer time windows. Both the 2.82 eV 

and 2.76 eV excitations show the trap 𝜏  increasing with temperature for the 100 ns and 

1 µs time windows, but the maximum trap 𝜏  occurs at different temperatures and the 

amount of increase varies for the two excitation energies. For example, the trap 𝜏  using 

2.82 eV has reached a maximum at 200 K for the 100 ns time window and a maximum at 

125 K for the 1 µs time window. However, the 2.76 eV excitation produces a maximum 

trap 𝜏  at 305 K for the 100 ns time window and 245 K for the 1 µs time window. 

The difference in the temperatures at which the maximum trap 𝜏  for the two 

different excitation energies can be attributed to different electron trap depths. From 

previous discussions, we theorize that the trap 𝜏  becomes longer when the electron is 

delocalized, based on the lengthening of the trap 𝜏  for above band-gap excitations. 
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Therefore, a lengthening in the trap 𝜏  for below band-gap excitations would indicate 

that the electron transitioned from a trap state into a delocalized state or conduction band. 

Because thermal energy would be required for the transition, the temperature at which the 

trap 𝜏  begins to length would provide insights into the trap depths. If the electron is 

localized in a deep trap, then more thermal energy is needed to make the electron 

delocalized, and this causes the trap 𝜏  to lengthen at a higher temperature. If the 

electron is in a shallow trap, then the trap 𝜏  would lengthen at a lower temperature, 

since less energy is involved in the transition to the conduction band.  

Based on this argument, we speculate that the 2.64 eV excitation only excites 

electrons into the deepest traps. The 2.64 eV excitation showed no transition to long 

lifetimes that would occur if the electron were delocalized. We believe that 2.64 eV is too 

low to generate electrons into traps shallow enough to thermally interact with the 

conduction band. Thermal energy is approximately 25 meV at room temperature, which 

is not high enough to overcome the 200 meV difference between the excitation energy 

and the exciton absorption energy.  

On the other hand, the trap 𝜏  for the 2.76 eV excitation does show a transition 

from short to long lifetimes, indicating the electron becomes delocalized at some point. 

Therefore, the 2.76 eV excitation energy creates electron traps, which are shallow enough 

for thermal energy to delocalize the electron. Even though the 2.76 eV is still over 100 

meV lower than the exciton absorption energy, it may be high enough to generate 

shallow traps in the larger QDs, which would have a slightly smaller band-gap and lower 

exciton absorption energy. Finally, the 2.82 eV excitation energy generates the shallowest 

electron traps because the trap 𝜏  show similar trends to the above band-gap excitations. 
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This is expected because the 2.82 eV excitation energy is close enough to the exciton 

absorption energy that little thermal energy is needed to delocalize the electron, and the 

2.82 eV excitation energy is also high enough to generate exciton states for the largest 

QDs. 

4.6.3. Relative Quantum Yields 

The relative QYs also vary with excitation energies in addition to the trap 𝜏 . We 

previously showed that the trap recombination dynamics are similar for excitation 

energies above the QD band-edge, and this is also true for the relative QYs as shown in 

Figure 4.50 (left). The relative QY decreases with increasing temperature for all 

excitation energies above the band-gap. Because the trap 𝜏  also decreases with 

temperature, at least for long time windows, we attribute the change in the relative QY to 

 

Figure 4.50: Trap state relative QY calculated from the PL decays for above band-gap 
excitation (left) and below band-gap excitation (right) energies. The relative QY has been 
normalized to the QY at 80 K. The black lines are included to help visualize the trends in 

the data. 
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an increase in the non-radiative recombination processes. This is reasonable because the 

electron is delocalized while the hole remains trapped with these excitation energies, and 

the probability for radiative recombination is low. Therefore, it is more likely for non-

radiative processes to outcompete the radiative ones. 

In contrast, the below band-gap excitation energies show different trends in the 

relative QY with excitation energy as observed in Figure 4.50 (right). The lowest 

excitation energy, 2.64 eV, results in a temperature-dependent relative QY that is similar 

to the above band-gap excitation energies. However, this excitation energy only generates 

trapped electrons in addition to the trapped holes. Since both carriers are localized, the 

overlap of their wavefunctions is reduced. Radiative recombination can only occur if the 

carriers are trapped in close proximity to each other, and the probability of this happening 

is relatively low. Therefore, we expect non-radiative recombination to be more prevalent 

and increase as the temperature increases in a similar manner as the above band-gap 

excitation energies.  

The 2.76 eV and 2.82 eV excitation energies are the only excitation energies that 

show an increase in the relative QY with an increase in temperature. However, the 

relative QY for the 2.82 eV excitation energy differs from the 2.76 eV excitation energy 

because it begins to decrease for temperatures greater than 230 K, although the relative 

QY at 305 K is still three times greater than 80 K. The trend in the relative QY for 2.82 

eV excitation shows the same characteristics as the exciton relative QY for sample 3 (see 

Figure 4.33). Sample 3 used in the experiments discussed in Section 4.5 is the same 

sample that was used for the excitation-dependent TRPL studies.  
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The exciton PL decays used to generate the relative QY were collected using 3.1 

eV excitation energy, yet the similarity in the temperature-dependent relative QY for the 

trap only occurs for the 2.82 eV excitation. The temperature-dependent relative QY for 

the exciton state was explained as a competition between trapping and detrapping rates 

between the exciton and a distribution of non-emissive trap states. At low temperatures, 

charge transfer occurs from the exciton state to the non-emissive trap state, but back 

charge transfer is unlikely. As the temperature increases, the possibility of back charge 

transfer to the exciton state also increases. As a result, the exciton relative QY also 

increases. Eventually, the increasing temperature makes higher energy trap states more 

accessible, and the trapping rate becomes faster than the detrapping rate, causing the 

exciton relative QY to decrease. 

4.7. Controlling Trap Emission with Oleic Acid 

The final component of this project is to determine the cause of trap emission 

because once we understand the nature of trap emission, we can develop new methods to 

control trap emission or to eliminate it completely. The most prevailing theory for trap 

emission is incomplete ligand coverage.21,52,57,58,61,67,77,85,87,115,116 Colloidal QDs are 

generally synthesized using wet chemical procedures that utilize a variety of organic 

stabilizing ligands to promote particle growth and prevent aggregation.31,117-120 However, 

their primary function is to passivate the QD surface, thereby preventing trap states. The 

ligands passivate the surface either by binding to defects in the crystal lattice67,121 or to 

unbound surface sites, removing any surface dangling bonds. As a result of binding to the 

QD surface, ligands have been shown to strongly affect the QD optical properties.21,122-125 
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QDs may lose ligands through the purification process or by the dilutions 

necessary for spectroscopic measurements. During the purification processes, QDs are 

precipitated by the addition of non-solvent followed by centrifugation to remove 

unreacted precursors and other impurities. However, this process has been shown to also 

remove weakly bound ligands.126-128 Dilution may also remove ligands based on the 

theory of chemical equilibrium. During synthesis, there is an excess of free ligands in 

solution, and ligands are more likely to remain adsorbed to the QD surface. After 

purification, QDs are redispersed into clean solvents containing no ligands, and the 

ligands will desorb from the QD to maintain chemical equilibrium based on Le 

Chatelier’s principle. Le Chatelier’s principle states that the equilibrium of a system will 

shift in order to counteract the change in conditions.129 In this case, there is a lack of 

ligands in solution, so ligands desorb from the QD surface in order to establish dqual 

concentrations of ligands in solution and on the QD. NMR studies on oleic acid bound to 

CdSe QDs have confirmed that an equilibrium exists between bound ligands and free 

ligands in solution.130,131 

If incomplete ligand coverage causes trap emission, then adding more ligands to 

the QD solution after purification should prevent trap emission. By adding ligands to the 

clean solvent, the chemical equilibrium will favor more ligands bound to the QD surface 

rather than in solution. To test our hypothesis, we synthesized CdS QDs using oleic acid 

as the stabilizing ligand. After we purified the QDs and diluted them to the 

concentrations necessary for spectroscopic measurements, we added varying amounts of 

oleic acid to each QD sample in order to determine the oleic acid concentration needed to 

promote ligand adsorption onto the QD. The full experimental details are discussed in 
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Section 3.5. Once the samples are prepared, we monitored the change in the trap emission 

using steady state and time-resolved PL. 

4.7.1. Changes in Trap Emission Using 90% Oleic Acid 

The first set of samples was prepared using CdS QDs synthesized with technical 

grade (90%) oleic acid. Each sample contained the same concentration of QDs and 

varying amounts of 90% oleic acid. The changes seen in the PL behavior is discussed in 

terms of volumes added oleic acid rather than concentrations of oleic acid because we do 

not know the starting amount of oleic acid that may already be present on the QD surface.  

The UV-Vis absorption spectra for the first series is presented in Figure 4.51, and 

we see that adding oleic acid causes little change in the first exciton absorption peak at 

385 nm. We do not expect the oleic acid to affect the absorption because excitons are 

primarily generated in the QD core, and therefore would not be affected by the QD 

 

Figure 4.51: CdS absorption spectra with varying amounts of 90% oleic acid added. 
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surface. However, we do observe an increase in the absorption at shorter wavelengths for 

all samples compared to the control (no oleic acid added). We primarily use UV-Vis 

absorption to confirm the concentration of QDs in solution and to ensure that aggregates 

have not formed. If oleic acid is affecting the trap states, then changes are more likely to 

be seen in the emission spectra rather than the absorption spectra because the trap 

emission signal is more intense than its absorption signal. 

The steady state emission spectra for the CdS-oleic acid samples are shown in 

Figure 4.52 (left). Each emission spectrum has been normalized to the absorptance at the 

excitation wavelength. This normalization ensures that the changes seen in the PL is 

caused by changes in oleic acid and not because a sample had more absorption. An 

 

Figure 4.52: Normalized CdS PL spectra with increasing amounts of 90% oleic acid 
(left). The sharp feature at 1.8 eV is scatter from the excitation light. On the right is the 

relative change in emission intensity for the exciton (blue) and trap (red). 
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increase in added oleic acid caused the exciton emission to decrease and the trap emission 

to increase, contrary to our predictions. 

If more ligands were binding to the QD surface and passivating the trap states, 

then the exciton emission would increase while trap emission would lessen. Each PL 

spectrum was converted into a lineshape spectrum and fitted with a series of Gaussian 

peaks to determine the change in signal intensity for both the exciton and the trap. The 

results are presented in, Figure 4.52 (right) where the exciton and trap peak amplitudes 

have been normalized to the control sample.  

For the exciton, we see that exciton emission decreased by approximately 40% 

with additional amounts of oleic acid, and trap emission increased by a similar amount. 

Another interesting observation in Figure 4.52 (left) is the exciton appears to slightly 

blue-shift (shifts to higher energy) as the amount of added oleic acid is increased. The 

blue-shift is less than 10 meV for the largest amount of added oleic acid, but it does 

appear to consistently increase as more oleic acid is added as shown in Figure 4.53. 

Because the exciton emission energy is indicative of the QD size, a blue-shift 

implies that the band-gap is becoming larger, and hence the QD size is shrinking. Ligand 

adsorption should not affect the QD size because ligands bind to empty surface sites and 

would not extend beyond the length of ligands already present on the surface. So the 

blue-shift in the exciton emission is unusual. However, it may provide insight into the 

mechanism that causes the decrease in exciton emission and an increase in trap emission.  
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NMR studies have shown that ligands desorb from the QD surface as either 

ligands or metal-ligand complexes.130,132 In the case of CdS, oleic acid may desorb from 

QD surface as cadmium oleate, removing cadmium from the QD surface. This would 

cause the QD to become smaller, shifting the exciton emission to higher energies. The 

removal of cadmium also creates unpassivated surface states such as charged sulfur 

atoms, increasing the probability of trap emission. Additionally, the samples are exposed 

to oxygen during spectroscopic measurements, and oxidation may affect the ligand 

chemical equilibrium. For example, oxidation of PbSe QDs caused the oleic acid to 

desorb from the surface as lead oleate.132 

4.7.2. Effects of Purified Oleic Acid on Trap Emission 

Since the oleic acid used previously is only 90% pure, it is possible that the 

impurities in the oleic acid are causing the changes observed in the exciton and trap 

 

Figure 4.53: Change in exciton emission energy with additional oleic acid. 
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emission. In order to ensure that only oleic acid is binding to the QD, and not the 

impurities, we purified the oleic acid using the procedure described in Section 3.5.1. We 

attempted to synthesize CdS QDs using the purified oleic acid, but were unsuccessful. 

Therefore, we synthesized a new batch of CdS QDs using the 90% oleic acid, and used 

purified oleic acid for the additional amounts added after synthesis and purification. 

When we add increasing amounts of purified oleic acid to the samples, we still 

observe changes in the exciton emission, but the trap emission is hardly affected as seen 

in Figure 4.54 (left). Previously, the exciton emission decreased by 40%, but when using 

purified oleic acid, the exciton emission decreased by less than 6% as shown in Figure 

4.54 (right). The trap emission is affected in a similarly affected. When using 90% oleic 

 

Figure 4.54: Normalized CdS PL spectra with increasing amounts of purified oleic acid 
(left). The sharp feature at 1.8 eV is scatter from the excitation light. On the right is the 

relative change in emission intensity for the exciton (blue) and trap (red). 
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acid, the trap emission increased by 40%, but the purified oleic acid causes an increase 

that is less than 0.4%, which is too small to definitively attribute to changes in the 

purified oleic acid. 

Even though the PL spectrum is not changing, we can still draw conclusions about 

oleic acid affecting the emission by using the PLE spectrum. When collecting a PLE 

spectrum, the emission wavelength remains constant while the excitation wavelengths are 

changing. Therefore, any changes seen in the emission are caused by changes in the 

absorption.  

PLE spectra were collected for both the exciton and trap state in addition to the 

emission spectra shown in Figure 4.55. Each PLE spectrum has been normalized to the 

first exciton absorption peak of the control. For the exciton PLE, the exciton absorption at 

 

Figure 4.55: Normalized PLE spectra recorded at the exciton emission (left) and 
maximum trap emission (right). The gap in the trap PLE is from removing scatter from 

the excitation light. 
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2.86 eV initially doubles, and then remains constant with increasing oleic acid. This 

indicates that the exciton state in the samples with additional oleic acid emits with over 

twice as much intensity as the control. The trap PLE shows a similar trend in the exciton 

absorption as the exciton PLE. Additional amounts of oleic acid cause a doubling of the 

trap emission at 2.86 eV excitation energy for the first addition of oleic acid. Subsequent 

additions of oleic acid cause an even greater rise in the trap emission. Furthermore, 

additional oleic acid results in an increase in trap emission when the trap states are 

excited directly with excitation energies below 2.8 eV. 

Even though there is over twice as much exciton and trap emission at the exciton 

absorption energy (2.86 eV), we do not observe large changes in the PL spectrum. One 

possible reason for this could be due to the chosen excitation light. All CdS-oleic acid 

samples were excited well above the band-edge and Figure 4.55 shows that the emission 

 

Figure 4.56: Normalized CdS absorption spectra for varying additions of purified oleic 
acid. Each absorption spectra has been normalized to the exciton absorption of the control 

(0 µL added). 



 150 

is approximately equal at 3.6 eV, near where the samples were excited. A future 

experiment would be to excite the samples at the band-edge where the most change in 

absorption (according to the PLE) is occurring. 

Another interesting observation is the UV-Vis absorption also shows little change 

in the exciton absorption as observed in Figure 4.56. By comparing the PLE spectrum to 

the absorption spectrum, we can get a sense of how the quantum yield for the exciton 

state is changing with additional oleic acid. Since exciton absorption hardly changes in 

the UV-Vis spectra, we theorize that additional oleic acid enhances the quantum yield for 

the exciton state because the emission has more than doubled in the PLE spectrum. 

We realize that the PL spectra do not support this claim, and we argue that PL 

spectra does not tell the whole story because of the excitation energy is well above the 

band-edge. We previously showed that high excitation energies reduce the QY because of 

either activating new non-radiative recombination pathways at higher excitation energies 

or by exciting smaller QDs that are non-emissive. If the exciton QY is indeed increasing, 

then additional oleic acid is either changing the recombination rates or passivating more 

QD surfaces, and thereby increasing the number of emitting QDs. Time-resolved PL 

would be capable of differentiating between the two mechanisms. If the recombination 

rates were changing such as a reduction in the non-radiative recombination or an 

enhancement in the radiative recombination, then the shape of the PL decay, and hence 

its average lifetime would also be affected. If the number of emitting QDs increased, then 

only the PL signal intensity would be changed and the shape of the PL decay remains the 

same.  
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4.7.3. Concluding Remarks 

In summary, we have shown that oleic acid, the primary ligand for CdS synthesis, 

does affect emission behavior, and these changes depend on the oleic acid purity. When 

90% oleic acid is used, the exciton emission is diminished and the trap emission is 

enhanced. We speculated that adding additional oleic acid caused oleic acid to desorb 

from the QD surface as cadmium oleate, etching the QD, and thereby reducing its size in 

addition to creating more unpassivated surface states. However, purified oleic acid 

produced different results, and caused an increase in both exciton and trap emission when 

exciting at the QD band-edge. The increase in exciton emission was explained by either a 

change in the recombination rates or an increase in the number of emitting particles. 

Further work is needed in order to confirm the trends observed in the emission behavior 

as well as to determine the cause of either the enhancement or decline in emission 

intensity.



CHAPTER 5: FINAL REMARKS 
 
 

At a first glance, QDs are promising candidates for a variety of applications 

because of their size tunable optical properties. However, as we probe these systems 

more deeply, we begin to understand that QDs are inherently complex, and controlling 

their optical properties is not simply a matter of controlling their size. QDs are even more 

challenging because the relationship between their surface chemistry and resultant optical 

properties is not always apparent or straightforward. For example, the ligands necessary 

for QD synthesis can either enhance QD emission or diminish it. Furthermore, surface 

effects on photogenerated charge carrier recombination dynamics in QDs are still not 

well defined, especially for systems with multiple emissive states. 

The overlaying theme of this dissertation is to understand how the QD surface 

impacts charge carrier recombination dynamics. In particular, we have focused our 

efforts on trapping because trapping is often stated as a reason for explaining exciton 

recombination dynamics, low photoluminescent quantum yields, and low device 

efficiencies. However, the mechanism by which trapping occurs is not well defined, nor 

is the exact nature of trap states known. Therefore, we concentrated on comprehending 

trap states and trap recombination dynamics in CdS QDs, where the trap state is emissive. 

We have learned that trap states are surface states that are strongly influenced by 

the surrounding medium, and trap emission in CdS QDs is caused by a positive hole 

trapped on a negatively charged sulfur atom. Additionally, we described the probability 

of trap emission within the framework of electron transfer (ET) theory, allowing us to 
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make predictions concerning trap emission in other QD systems. For example, CdS 

always exhibits trap emission because this type of QD occurs in either the barrierless or 

inverted region of (ET) based on the Gibb’s free energy and reorganization energies 

calculated from the absorption and emission spectra. In contrast, CdSe is in the normal 

region for all but the smallest sizes, where trapping is unlikely to compete with radiative 

recombination due to an activated barrier for trapping. 

We also have determined that exciton dynamics in CdS are similar to those 

reported for CdSe using temperature-dependent TRPL. Both systems exhibit temperature-

dependent exciton average lifetimes indicative of an activated trapping process. We 

successfully modeled these dynamics in CdS using a three state model where the exciton 

interacts with a distribution of non-emissive trap states through an electron transfer 

mechanism. Our previous attempts to model the exciton dynamics using ET from the 

exciton state to the emissive trap state were unsuccessful, and we proposed that the 

emissive trap state is formed through an intermediate state rather than direct ET. 

Furthermore, we learned that trap state recombination dynamics are heavily 

influenced by the exciton state. For the first time, we demonstrated that trap average 

lifetimes depend on the nature of the trap state using excitation-dependent TRPL. For 

example, trap average lifetimes are four times longer at room temperature using above 

bandgap excitation ( exciton formed) compared to direct excitation (only traps formed). 

We discussed these differences in terms of two distinct trap states, where above bandgap 

excitation produces trap emission from a trapped hole and delocalized electron and direct 

excitation causes trap emission from a trapped hole and trapped electron.  
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Finally, we attempted to control trap emission by changing the ligand coverage on 

the QD surface, and learned that ligand interactions affect both exciton and trap emission 

in complex ways. Adding more ligands to the QD solution after synthesis did not remove 

trap emission, but actually increased it and concurrently decreased the exciton emission 

when using 90% pure oleic acid. Purified oleic acid caused different behavior in which 

both the exciton and trap emission increased. We explained these findings with two 

different mechanisms. In the first mechanism, oleic acid desorbs from the QD surface as 

cadmium oleate when oxygen is present, etching the QD surface and creating more trap 

states. The second mechanism relies on oleic acid influencing the exciton state rather than 

the trap state, and we proposed further experiments to help elucidate this mechanism.  

The work highlighted in this dissertation emphasizes the importance of 

understanding the correlation between exciton recombination dynamics and trap 

recombination dynamics. When trap states were first discussed in QDs, they were seen as 

a detriment, and therefore should be removed rather than studied. I propose our 

perception of trap states needs to change, and these states may actually be beneficial. For 

example, we can design white light emitting diodes by tuning the broad trap emission to 

encompass all wavelengths. I can also see trap states being advantageous for applications 

that require long-lived charge separated states because trap states under certain conditions 

are charge separated states with lifetimes on the order of microseconds. But before we 

can start using trap states, we must first understand them, and this work has laid the 

foundation for further investigation into trap states. 
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