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Background

Importance:

● Essential for optimizing job scheduling in HPC 
cluster management.

● High-quality job traces are crucial for HPC cluster 
management, especially for RL-based schedulers.

Problem:

● Data is scarce and obtaining it is challenging due to 
privacy concerns. RL schedulers require vast 
amounts of high-quality data, which is not readily 
available.

Addressing the Problem:

● Using ML methods to generate synthetic job traces.
● We use ML methods like GANs, VAEs, and 

Transformers to generate synthetic job traces, 
enhancing HPC scheduling and resource 
management with RL-based schedulers.
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Future Work

Preliminary findings: RealTabFormer performs best in marginal CDFs and correction heatmaps for joint 
distribution. Our next steps involve further testing the synthetic data by training RL schedulers to evaluate 
performance. We aim to compare RL schedulers trained with synthetic data to those trained with original data to see 
if the synthetic data can achieve the same or better performance.
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Goal: To Minimize the Discrepancy between Actual and Synthetic Data. 

Job Run Time: CDFs comparing 
actual and synthetic job durations 
on a log scale.

Job Arrival Interval: CDFs of 
actual versus synthetic job arrival 
times.

Cluster - A group of interconnected computers that 
work together to perform tasks. Record of executed Jobs in a system.Job Traces  -

Fig 1 - Theta Cluster (Argonne Leadership Computing Facility) [2] Fig 3 - Theta Job Trace [1]

CDF: Marginal Distribution Corr H-Maps: Joint Distribution 

Training Data Corr Heatmap

TVAE Data Corr Heatmap

REaLTabFormer Data Corr Heatmap
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Fig 2 - Job Submission and Logging Workflow
RL Agent

Classic Scheduler:
● Operates on fixed policies.
● May not adapt well to varying 

workloads or system changes.

RL Scheduler:

● Dynamically adjusts decisions 
through continuous learning.

● Optimizes resource utilization 
and minimizes wait times in 
real-time.

Collected and Restructured Data:
● Efficiently gathered and reorganized data using 

pandas to lay the foundation for training advanced 
machine learning models.Some collected datasets 
include Theta, Theta GPU, and SC.

Implementation:
● Used the SDV library to train ML models like 

CTGAN, TVAE, and CopulaGAN for generating 
synthetic tabular job traces.

● Additionally, employed RealTabFormer and Findiff 
models to further enhance our synthetic data 
generation.

Evaluation:
● Used trained models to generate synthetic data and 

visualized it to evaluate effectiveness.
● This involved assessing both marginal and joint 

distributions to ensure accuracy in producing 
synthetic job trace data.
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