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Fig 3 - Theta Job Trace [1]

Future Work

Classic Scheduler:

Job, Computing Nodes A e Operates on fixed policies.
1 Ny et 00O  May not adapt well to varying Preliminary findings: RealTabFormer performs best in marginal CDFs and correction heatmaps for joint
Cmpt scheauler [ i i i i ; Ol workloads or system changes. distribution. Our next steps involve further testing the synthetic data by training RL schedulers to evaluate
e ciecten st T OOQ .D RL Scheduler: performance. We aim to compare RL schedulers trained with synthetic data to those trained with original data to see

e Dynamically adjusts decisions If the synthetic data can achieve the same or better performance.
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