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ABSTRACT 
 
 

GELAREH BABAIE.  Dynamic range enhancement in digital fringe projection and laser 
interferometry. (Under the direction of DR. FARAMARZ FARAHI) 

 
 

Optical metrology is the science and technology concerning measurements with light. 

Surface texture and 3D profile measurement are very important in many applications 

such as production automation, robot vision, virtual reality, medical image diagnosis, and 

other fields. Fringe projection profilometry and laser interferometry systems are two 

powerful optical methods for surface shape and texture measurements. These techniques 

offer the advantages of non-contact operation, full-field acquisition, high resolution, and 

fast data processing. As a result, these techniques are widely used in different fields 

where fast and accurate measurement is required. However, despite the widespread use of 

these systems, there are several limitations in acquiring and analyzing interferometric 

data. One serious limitation, which significantly decreases the SNR in both fringe 

projection and laser interferometry systems, is the limited dynamic range of imaging 

systems. For example, a typical 8-bit camera can represent the intensity level between 0 

to 255 grayscale, while the optical reflectivity of objects under the measurement towards 

the camera can be much wider. As a result, some areas in the image taken by the camera 

are saturated while other areas are underexposed. Consequently the true intensity values 

and phase information of the corresponding saturated and underexposed areas cannot be 

correctly retrieved for metrology purposes. Therefore, achieving a system with high 

dynamic range is very desirable in the field of optical metrology. This research effort, in 

part, is focused on addressing the dynamic range problem in both digital fringe projection 

and laser interferometry techniques. Spatially Varying Pixel Intensity (SVPI) technique is 
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introduced as a tool to enhance dynamic range in optical metrology tools specifically in 

digital fringe projection and laser interferometer systems. The results obtained 

demonstrate that this technique can increase the signal to noise ratio in the fringe 

projection and laser interferometer system, hence improving the measurement precision. 

In the second part of the research, profilometry based on optical wavelength 

conversion is introduced as a new technique for 3D profilometry of objects composed of 

unique raw materials, such as dark, non-reflective objects.  

A solid can absorb light as the result of intraband transitions. When the energy of the 

incident light exceeds the energy bandgap of the solid, the electrons absorb the energy of 

the light and electron jumps from the ground energy level to the higher excited level. The 

reverse process can happen when the electrons in the excited states drop to the lower 

level by either emitting a photon (radiative process) or by releasing heat (non-radiative 

process).  

The amount of light absorption, percentage of absorbed light that is converted to 

another wavelength, depends on the optical properties of the material that the object is 

made from. New fringe projection systems based on wavelength conversion are presented 

in this thesis that offer increased signal to noise ratio as well as increasing the effective 

numerical aperture of the measurement systems. 
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CHAPTER1: INTRODUCTION 
 
1.1. Introduction 

Dimensional characterization of surface plays an important role in functionality of a 

part. Measuring the surface texture and form has significant importance in many 

industrial and biological applications. Recent development in manufacturing of more 

complex objects with high variety on raw materials, functions, and geometries demands 

for development of more precise measurement techniques. Also, the growing need for in-

process testing to improve the quality of manufacturing process requires a fast, precise 

and potentially non-contact measurement technique. Optical-based surface topography 

measurement techniques have the advantage of being non-contact, non-destructive, fast, 

and highly accurate. These techniques avoid deformation and mechanical errors in 

measuring even highly delicate surfaces. The basic principle of optical-based surface 

measurement technique is to project light from an optical source onto an object and 

analyze the reflected or transmitted signal. Several optical instruments have been 

developed over the years for surface topography measurements, including laser and white 

light interferometry [1] [2], confocal microscopy [3] [4], confocal chromatic microscopy 

[5], Moire [6] [7] [8] [9] [10], structured light projection [11] [12], etc. Although the 

optical-based instruments are non-contact, fast and high resolution, there are still serious 

limitations in the metrology of objects using these types of instruments. We can divide 

these limitations into three main categories. 
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 First, limitations that come from the inherit properties of the physical components 

used in the instruments. For example, the trade-off between the resolution and field of 

view of the imaging sensor can limit the measurement range. 

 Second, the limitations that comes from the intrinsic properties of the measurement 

method. For example, in interferometric-based techniques such as laser interferometers, 

Moire, and fringe projection techniques, there is always a phase ambiguity issue due to 

the periodic nature of the signals. The principle of these methods will be discussed in the 

detail in Chapter 2. 

Third category is the limitations, which are related to the geometry or/and optical 

properties of the surface under measurement in combination with the system’s 

characteristics. One such limitation, for example, could be easily experienced in 

metrology of complex objects (objects with free form geometry) using an optical 

instrument that utilizes a conventional 8-bit camera as its image acquisition unit. An 8-bit 

camera can distinguish the intensity range between 0 to 255 gray scales while the light 

reflecting back from a complex object can offer a much wider range than 8-bit. 

Therefore, some information of the reflected signal cannot be correctly recorded by the 

system, which results in an inaccurate and an unreliable measurement. Another example 

of such limitations occurs in metrology of objects that are composed of materials with 

specific optical properties. For example, transparent materials or highly absorbent 

materials have very low reflectivity; therefore an optical-based metrology instrument that 

uses a conventional imaging system cannot obtain enough information for reliable 

metrology of an object made from such materials.  
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Tremendous efforts have been directed over the years to tackle the first and second 

types of limitations in optical surface metrology tools. The main purpose of this research 

effort is to provide metrology solutions to solve the third type of limitations in the field of 

optical metrology. The main focus of this work is to provide solutions for more accurate 

and more reliable 3D profilometry of complex objects using fringe projection and laser 

interferometry techniques. This chapter will provide an overview of the techniques 

developed to overcome the challenges that fall within the first and the second type of 

limitations discussed above. Also, the problem associated with the limited dynamic range 

of imaging systems in metrology of complex objects, as an example of the third type of 

optical metrology tools, will be discussed. In chapter two, the principle of 3D 

profilometry of objects using fringe projection technique, and laser interferometry will be 

discussed. In Chapter 3, a novel technique called Spatially Varying Pixel Intensity (SVPI) 

is reported to enhance dynamic range of a fringe projection system with simulation and 

experimental results. In chapter 4, the effect of limited dynamic range in laser 

interferometers for metrology of objects will be discussed, and a modified Spatially 

Varying Pixel Intensity technique is introduced to enhance dynamic range in a Michelson 

laser interferometer. The experimental setup and results will be discussed in detail in this 

chapter. In Chapter 5, the effect of optical properties of the material in metrology of 

complex surfaces will be discussed. A novel technique called  “3D Profilometry Based on 

Wavelength Conversion” is presented and supported by experimental results. In final 

chapter, Chapter 6, a summary of all the major achievements in the course of this study 

will be discussed, and some suggestions for future work will be given. 
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1.2. Limitations in Optical Metrology Associated with System Components 

There are two distinct types of optical surface metrology instruments: i) those that 

measure over a large area from several millimeters to several meters, with spatial 

resolution of tens of micrometers to hundreds of micrometers. Moiré interferometry [6]-

[10], fringe projection [12] and photogrammetry [13] [14] are in this category, and ii) 

instruments that measure over a small area up to a few millimeters with spatial resolution 

of 1 micrometer to sub nanometers. Coherence scanning interferometry [15] and confocal 

microscopy [3] [4] are two examples of this category of instruments.  

Therefore metrology of objects with a large area, which carries low profile and high 

frequency features on top of them, is a challenge in the field of optical metrology. The 

problem is usually associated with the trade-off between the range of measurement, 

which is usually limited by the imaging system field of view, and the corresponding 

resolution of the measurement system, which is limited by the spatial sampling in the 

system.  

One approach to maintain high spatial resolution over a large field of view (FOV) is 

to scan the object and obtain several images with smaller FOV and high spatial 

resolution, and then stich the images together using an appropriate stitching algorithm. 

The stitching process might introduce several sources of errors in the measurement 

results, which need to be considered [16].  Also taking multiple images from the sample 

and stitching them together is a very time-consuming process.  

Array microscopy is an alternative approach for solving the FOV and spatial 

resolution trade-off problem [17]. In this technique a 2D array of micro-optical systems is 

overlaying a 2D detector array, which enables the system to simultaneously obtain 
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several images from a different area of the object with high spatial resolution, figure 1-1. 

The obtained high-resolution images are stitched together to construct an image with 

large FOV and high spatial resolution.   

 

 

 

Figure 1.1: A 2D array of micro-optical systems overlaying a 2D array of detector, which 
enables the system to form a complete, large-format, high-resolution image [17]. 

 
 

 
Another approach for solving the FOV, spatial resolution trade off problem is to 

combine the two types of instruments (high spatial resolution instruments with small 

FOV and low spatial resolution instrument with large FOV). Dual Moiré and Laser 

Interferometry is a technique reported by M. Abolbashari. et al. [18]. In this technique 

coarse measurements with large field of view obtained from a Moire interferometer at 

different zoom levels have been combined with high-resolution and fine measurements 

obtained by a Michelson laser interferometer over a small field of view and shorter 

vertical range to construct large format high resolution objects. A schematic of the 

reported setup is shown in figure 1.2. 
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 Figure 1.2:  Schematic of the dual-moiré-laser interferometer [18]. 

 
 
1.3. Limitations in Optical Metrology Associated with the Intrinsic Nature of  

      the Measurement Method 

Interferometric based surface metrology techniques, such as laser interferometry, 

Moire, and digital fringe projection techniques are among the most powerful and 

important optical surface metrology tools. In these techniques the phase of the reflected 

or transmitted fringe pattern from the object is modulated by the surface topography. 

Therefore, by obtaining the phase distribution of the light one can extract the desired 

information from the object under the measurement. However, because of the periodic 

nature of such optical signals, the phase at a certain point is uniquely defined only in the 

principal value range of (−π,π). In general, the true phase map can vary over the 2π 
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range, which causes discontinuous phase jump in the wrapped phase map if the phase 

modulation is greater than 2π. Several algorithms have been developed over the years to 

find the continuous phase map from the wrapped phase of the object. These algorithms 

are usually referred to as phase unwrapping techniques. 

A simple approach to unwrapping the phase is to compare the phase at neighboring 

pixels, and by adding or subtracting integers of 2π to bring the relative phase of the 

neighboring pixels into the –π,π  intervals [19].  

 
ϕ m,n = φ m,n ± 2πk   (1.  1)  

 
where, “k” is the integer multiples and called the wrapped counts.  

In the mentioned unwrapping algorithm, a presumption of continues phase map is 

made. However, in the real measurement condition, the presence of different types of 

noise such as low fringe contrast, shadow, fringe discontinuity, and variable reflectivity 

from the object surface may cause fringes to merge or break in some locations. The 

locations where the fringes merge or become isolated are called residues or discontinuity 

sources. In this situations, phase unwrapping becomes more difficult and highly path 

dependent. Several advanced unwrapping techniques have been developed over the years; 

they can be divided into three categories: i) global algorithms, ii) region algorithms, and 

iii) path-following algorithms.  

In the global algorithm a global function, which is usually an error function, is 

defined. Then the algorithm tries to minimize the error using a least square regression 

model. FFT [20], multigrid technique [21] and Lp-norm method [22] are in this category.  

These types of algorithms are robust, but they are computationally extensive.  
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The region algorithms divide the image into sub regions. The phase of each sub 

region will be wrapped individually. Then the phase of all the sub-regions will be 

wrapped relative to each other until the entire phase is wrapped. The region algorithms 

can be sub classified into two groups: the tile-based [23], [24], [25] algorithms and the 

region-based [26], [27], [28] algorithms. These types of algorithms are faster than global 

algorithms, but they are less accurate and less robust. 

 In the path-following algorithms, a path is defined, and the unwrapping process is 

done through that path.  This group can be sub-classified into two groups [23]: i) residue-

compensation methods, and ii) quality guided path methods. The residue compensation 

algorithms search for residues and abrupt phase steps in the image. Then it generates 

branch cuts around them. The unwrapping path is then defined in such a way to avoid 

crossing the branch cuts. Goldstein unwrapping algorithm is in this category [29]. These 

algorithms are computationally efficient, but they are not robust.  

The quality guided algorithm works based on unwrapping the highest quality pixels 

first, and unwrapping the lowest quality pixels last. The technique first defines a quality 

map, which is a matrix of values that defines the quality of each pixel on the image. The 

success level of the technique depends on how well the quality map is defined. These 

types of algorithms are very robust and usually computationally efficient [30]-[35]. 
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1.4. Limitations Associated with Combined Object Properties and System Characteristics 
 

Usually, optical surface metrology tools utilize imaging sensor arrays such as CCD or 

CMOS cameras for detection of optical signals. These cameras have given dynamic range 

of 8 or 16 bits. However, in some cases the dynamic range of light coming from the test 

object toward the imaging sensor is much wider than the dynamic range of the imaging 

sensor itself. For example, a conventional 8-bit camera can correctly record the intensity 

range values between 0 to 255 gray scale levels, and if the intensity level of signal 

reaching the camera is wider than this range (0-255) some intensity information of the 

light cannot be accurately recorded, which limits system’s application for such objects.  

The large variation in the intensity of the light reflecting from the surface can be the 

result of the intrinsic properties of the signal itself. For example, in laser interferometry, 

when two Gaussian beams are superimposed, the resultant interferogram has a wide 

range with a bright central part, which fades into darker region when moving away from 

the center. There are methods to generate a flat beam profile to avoid this problem, but 

such a beam profile is not always the optimum option. Therefore, an optical metrology 

tool that utilizes Gaussian laser beam as its light and a conventional camera as its image 

acquisition unit could potentially have a dynamic range problem.  

Also, large variation in the intensity of light reflecting from the object might be the 

result of shape and/or composition of the object under measurement. For example, in 

integrated optical circuits the presence of metallic and non-metallic regions generates 

significantly different levels of optical reflections, which makes the light collection from 

these regions very difficult in a single image. Also, specular objects with spherical or 

free-form shapes reflect light in very wide range of angles from normal to near vertical, 
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which make collection of the reflected light from this object very difficult using a single 

imaging sensor. In both cases, the intensity level of the light coming from the test object 

varies above the dynamic range of most conventional cameras. Hence, the true intensity 

value of the incoming light cannot be entirely recorded in a single shot. As a result, the 

correct phase information of the detected signal cannot be obtained and consequently the 

correct height variation of the object under measurement cannot be reconstructed. Hence, 

developing an imaging technique, which enhances the dynamic range in interferometric 

based systems, would be very useful for a reliable demodulation of the interference 

pattern and has many applications.  

In the rest of this section, we first review the principle of dynamic range enhancement 

in digital photography. Then the previously developed techniques to enhance dynamic 

range in fringe projection and laser interferometers will be discussed. 

 
1.4.1. High Dynamic Range Photography 

High Dynamic Range Imaging (HDRI or HDR) is a set of methods used in imaging to 

capture a greater range of intensity levels between the brightest and darkest areas on an 

image than available with standard methods. It has been shown that a high dynamic range 

image can be constructed by fusing multiple differently exposed images of the same 

scene [36], [37], [38]. The idea of fusing multi-exposure images is first introduced by 

Charles Wyckoff in the early nineteen sixties well before the age of digital image 

processing [39]. He developed a high dynamic range film, called XR firm (extended 

range film) by composing three layers of same spectral sensitivity but different intensity 

sensitivity (for example the bottom layer had very low sensitivity to light intensity and 

top layer had much more sensitivity to light intensity). As a result, he was able to record a 
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very wide range of intensity information of the scene on his film. Then he printed his 

gray scale picture onto color paper to separate the differently exposed parts of the scene 

by mean of colors.  

The same principle is then applied in digital imaging sensor. Multiple images with 

different exposures are obtained from the same scene. At low exposures, information 

from the bright zones can be properly recorded and at high exposures, information from 

the dark zones can be preserved. The information obtained from differently exposed 

images can be combined to construct a high dynamic range image from the target scene. 

The quality of the composed HDR image depends on the number of images and the 

chosen exposure for each image. In order to have a better understanding of how many 

images and at what exposures are required to construct a high-quality HDR image by 

fusing multiple exposed images, we need to understand what the camera measures. 

In general, the scene radiance transfers to the pixel value by a nonlinear mapping 

called response function. The nonlinearity comes from several factors, such as vignetting, 

lens fall-off, the sensitivity of the detector, and the electronics of the camera. 
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Figure 1.3: A schematic of a digital camera, which illustrates how is a scene radiance 
transformed to pixel values. 

 

 

The scene radiance, r, is attenuated by passing through the lens system of the camera. 

Figure 1.3, The irradiance received on the imaging sensor can be calculated by the 

following equation: 

E = r  
π
4   (

D
f )
!  V(φ)   (1.  2)  

 
where, E is the irradiance received by the sensor, "D" is the lens diameter, "f" is the lens 

focal length, and V(φ) is the vignetting coefficient, which can be approximated by: 

 
  V φ = cos!(φ)   (1.  3)  

 
where φ is the angle between the chief ray and the optical axis. 

The shutter can control the total amount of time, which the sensor is exposed to the 

scene. Therefore the total amount of light received on the imaging sensor during an 

integration time of Δt, or in the other words the exposure of the camera is: 

  

  

  

  Object 

Lens 
Shutter Sensor	
   

A	
  to	
  D 
Convertor Pixel	
  

value	
  (P) 

  

ϕ 
  
In	
  camera	
  
processing 



 
 

13 

 
𝐼 = 𝐸Δ𝑡     (1.  4)  

 
Typical sensors such as CCD and CMOS are designed to produce an electrical signal, 

which is proportional to the sensor exposure up to a saturation level. Above the saturation 

level, the sensor cannot distinguish between different exposure values. The produced 

electrical signal is converted to integer values using an analog to digital convertor (ADC).  

This step introduces quantization noise to the recorded data. Then the digital values 

are scaled and transformed by a gamma function to properly display on a monitor. 

Also if the sensor exposure is less than a certain level, the correct signal information 

will be lost in the sensor noise. Generally, there are three main sources of noise 

associated with a typical CCD and CMOS cameras, the photon shot noise, dark current 

noise, and read noise. The photon shot noise, first introduced in 1918 by Walter Schottky 

[13], exists because the photon arrives at random intervals at any detector. Therefore 

there is always an uncertainty of the number of photons collected over a given period of 

time by the camera. Dark current noise is caused by the statistical variation of the number 

of thermally generated electrons due to the heating of the camera sensors. Cooling the 

sensors may reduce it. Other types of noise that may occur during the amplification and 

quantization of signals are collectively referred to as read noise, which may be minimized 

by careful design of camera circuitry. 

Regardless of the individual factors involved in nonlinearity in the imaging process, 

we can define the camera response function, which converts the sensor exposure to the 

image brightness as follow: 

𝑀 = 𝑓(𝐼)     (1.  5)  
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where M is the intensity value of each pixel on the monitor, and f is the camera response 

function. The non-linear mapping defined by the camera response function is an 

intentional process, which enables the camera to compress a wide range of irradiance 

values into a fixed range of measurable image brightness. The response function of each 

camera is the individual characteristic of that camera that is set by the manufacturer.  

By having the response function of the camera, we can find the irradiance received by 

each pixel of the imaging sensor using equation below: 

𝐸!" =
1
∆𝑡!

  𝑓!!(𝑀!")  
(1.6)  

 
where, f!! is the inverse of the camera response function and ∆𝑡! is the exposure time, 

and 𝑀!" is the intensity value of the obtained image.  

Therefore, by taking multiple images at different exposure time, multiple values can 

be obtained for each individual pixel using equation 1-6. A high dynamic range image 

can be obtained by selecting the best value of the irradiance for each pixel using all the 

obtained irradiance by differently exposed images. In general a high dynamic range map 

can be constructed by combining the reconstructed irradiance values of each pixel using, 

 

𝐸! =
𝐸!"𝜔(𝑀!")!

∆𝑡!!
  

(1.  7)  

 
where 𝜔(𝑀!") is some weighting criterion. Several algorithms have been developed to 

show how to combine differently exposed images to generate HDR images. These 

algorithms all have the same basics as discussed above, however they differ in the choice 
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of weighting criterion. [40] [41] [42] [43]. Figure 1-4 shows a simple schematic of high 

dynamic range imaging using differently exposed images. 

 

 

Figure 1.4: Formation of a high dynamic range image using a sequence of images with 
different exposure [43]. 

 

 

Two aspects need to be considered here: i) the number of images needed to recover 

the camera’s response function, and ii) the number of images required to construct a high 

quality HDR image. Debevec and Malik [36] showed that two images are enough to 

recover the camera response function providing that they cover a wide range of radiance 

values. However to construct a high quality HDR image, we need as many images to 

insure each pixel falls at least in one image in the working range, of the imaging system 

[40]. In general, if the dynamic range of the scene is “D” and dynamic range of the 

imaging system is “d”, the minimum number of images required for constructing a HDR 

image is 𝑁 = !
!
.  
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1.4.2. Dynamic Range Enhancement In Interferometric Based Technique 

The intensity variation of an interferogram may be much wider than the gray-scale 

level, which can be recorded by a conventional camera. As stated before, in laser 

interferometry when two Gaussian beams are superimposed, the resultant interferogram 

has a wide intensity range, and when combined with the wide range of reflections from a 

curvilinear object the overall range of the optical signal reaching the sensor array could 

be much larger than the sensor’s range. If we select the camera exposure time to correctly 

capture the dark zones then the details in the bright regions are lost by overexposure. 

Likewise, if the integration time is set to capture the bright zones correctly, then the 

underexposed dark regions are lost in sensor noise. 

 

 

Figure 1.5 An interference pattern obtained from a Michelson 
laser interferometer with two different exposure times. 

 
 

 

 

(a)	
  
300	
  ms

(a)	
  
50	
  ms



 
 

17 

The correct phase information of the pattern cannot be extracted under such 

conditions. Therefore, developing a method to enhance the dynamic range in 

interferometric based systems would be very useful for a reliable demodulation of the 

interference pattern.  

Several methods have been developed over the years to overcome the limited 

dynamic range problem of cameras in interferometric based systems. One technique 

proposed by Yoshinori et al is called ‘High dynamic range scanning’ [44]. This technique 

utilizes the conventional differently exposed image fusing concepts as discussed in 

section1.4.1, where a sequence of fringe images are obtained from the surface at different 

exposure times. This technique produces the HDR interferogram based on obtaining the 

response function of the imaging system through a calibration process. Once the response 

function is calculated, the proportional true value of each pixel can be computed and 

based on that, a high dynamic range image can be constructed [45] [46] [47] [48].  

Another technique proposed by Vergas et al. [49] enhances the dynamic range of an 

interferometery imaging system by acquiring multiple images from the stationary sample 

at different exposure times and computing the modulation depth for each fringe pattern 

γ x, y  through a normalization algorithm. For each single exposed pattern, in the regions 

where the modulation depth has large values, the fringe pattern is not overexposed nor 

underexposed. In the opposite case, if the modulation map has low values the 

corresponding fringe pattern is not reliable at these points and the technique will not use 

these values in constructing the HDR interferogram. Although this technique does not 

require computing the response function of the camera, it requires computing the 

modulation map for differently exposed images, which is a time consuming process.  
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Another high dynamic range imaging technique in fringe projection was proposed by 

Zhang et al [50]. In this technique a high dynamic range image was acquired by adjusting 

the intensity of some regions of the pattern using a DLP based on the feedback from the 

reflected pattern of the sample captured by the camera. In this work the dynamic range of 

the fringe projection system is improved with a single shot, however, since their 

enhancement technique is done in one step it cannot compensate for object with very 

wide variation of reflectivity. In addition, compensating in one-step could mistakenly 

decrease the intensity of pixels that have high intensity due to pixel bleeding effect and 

decrease the fringe contrast. In this research effort, a new technique called Spatially 

Varying Pixel Intensity technique has been developed to enhance dynamic range imaging 

in both laser interferometry and digital fringe projection profilometry. The principle of 

this technique for applications in digital fringe projection and laser interferometry will be 

discussed in detail in chapters 3 and 4.  
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CHAPTER 2: 3D PROFILOMETRY OF OBJECTS USING FRINGE PROJECTION 
AND LASER INTERFEROMETERS 

 
2.1. Fringe Projection Profilometry Technique 

Fringe projection is one the most important three dimensional measurement 

techniques, which offers the advantages of being non-contact, full-field acquisition, high 

resolution, and fast data processing. The technique has a wide range of applications in 

both the industrial and biomedical fields such as characterization of MEMS components 

[51] [52], vibration analysis [53] [54], reverse engineering [55] [56] [57], quality control 

of circuit board manufacturing [58] [59] [60], biometric identification applications such 

as 3D facial reconstruction [61] [62], 3D intra-oral dental measurement [63], non-

invasive 3D imaging and monitoring of vascular wall [64], human body shape 

measurement for shape guided radiotherapy treatment [65] [66], inspection of wounds 

[67] [68],  and skin topography measurement for use in cosmetology [69] [70] [71]. 

A typical fringe projection profilometry system consists of a projection unit, an image 

acquisition unit, and a processing unit. A schematic of a fringe projection profilometry 

system is shown in figure 2.1. 
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Figure 2.1: A schematic of a typical fringe projection profilometry system. 

 
 

 

The projection unit projects a structured pattern (usually a sinusoidal) to the test 

object at a given angle. Several methods have been developed for generating and 

projecting patterns [72]-[84]. In general the projector units can use either a coherent light 

source such as a laser source combined by an interferometer to generate high frequency 

fringes [72] [73] or use an incoherent light source such as LED combined with a grating 

[74] [75] or simply use a digital optical projector to project a computer based generated 

fringes [81] [82] [83] [84].  

The reflected pattern from the test object is a deformed pattern, which the height 

information of the object is embedded in the phase distribution of the reflected light as 

the result of triangulation.  Triangulation causes variation in the periodicity of the fringe 

pattern viewed by the imaging system as the result of relative height variation on the test 

object surface. 
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In order to explain the basic operation of a fringe projection system first consider the 

projection unit, which generates equally spaced fringes of spatial period of d!, 

illuminating a reference flat test object at angle α relative to the surface normal, figure 

2.2.  

 

 

 

Figure 2.2: A fringe projection triangulation setup with a flat reference surface. 

 

 
 
 
The spatial period of the fringes on the surface of the reference flat plate is:  

𝜆! =
𝜆!
cos𝛼  

(2.  1)  
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If the image acquisition unit views the reflected pattern at angle β relative to the 

surface normal, the obtained spatial period will be: 

 

𝜆! =
𝜆! ∙ cos𝛽
cos𝛼    (2.  2)  

 
The spatial period of the reflected pattern viewed by the imaging system alters with 

the system geometry. Now consider if an object replaces the reference flat surface with a 

a given surface profile of ℎ as shown in figure 2.3.  

The light wave reflected from each point of the object incident the detector with a 

shift relative to the reflected light from the reference flat surface due to the object surface 

profile.  

 

 

Figure 2.3:  Schematic of a fringe projection triangulation setup for 3D profilometry of an 
object 
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As a result, a shift in the phase of the fringe pattern on the image plane occurs, which 

can be expressed in terms of the displacement “d” with the following relationship: 

 

𝜑 =
2𝜋
𝜆!
∙ 𝑑   (2.  3)  

 
Therefore, by finding the relation between "𝑑" and "ℎ"at each point the relation 

between phase of the reflected light and the height information of the object can be 

obtained. The following calculations show the steps to find the relation between "𝑑" and 

"ℎ". 

In AHB triangle we have, 

𝐴𝐵 =
ℎ

cos𝛼  
(2.  4)  

similarly for  the triangle ABC, 

 

𝐴𝐵
sin𝛽 =

𝐵𝐶
sin  (𝛼 + 𝛽)  

(2.  5)  

and 

𝑑 = 𝑂𝐵 ∙ sin𝛽 =
ℎ

cos𝛼 ∙ sin  (𝛼 + 𝛽)  
(2.  6)  

 

As the result we obtain:  

𝜑 =
2𝜋
𝜆!
∙   

ℎ
cos𝛼 ∙ sin  (𝛼 + 𝛽)  

(2.  7)  

or 
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𝜑 =
2𝜋
𝜆!""

∙ ℎ   (2.  8)  

 

where, 𝜆!"" = 𝜆! ⋅   
!"#!

!"#  (!!!)
 is the equivalent wavelength of the fringe projection system 

that depends on the spatial period of the projection pattern and the geometry of the 

system. Therefore the phase of the reflected fringe pattern obtained by the imaging 

system at each point directly depends on the height distribution of the object at a specific 

point. For a two dimensional image: 

 

𝜑(𝑥,𝑦) =
2𝜋
𝜆!""

∙ ℎ(𝑥! ,𝑦!)  
(2.  9)  

 
where, 𝑥,𝑦 are the image coordinates, and 𝑥! ,𝑦! are the objects coordinate.  

In general the intensity distribution of the acquired fringe pattern obtained by the 

imaging system can be described as: 

 
𝐼 𝑥,𝑦 = 𝐼! 𝑥,𝑦 [1+ 𝛾 𝑥,𝑦 cos 𝜑 𝑥,𝑦    (2.  10)  

 
where I!(x, y) is the background intensity distribution and γ x, y  is the modulation depth 

of the fringes in the field of view, which can be simply described as the fringe contrast. 

For simplicity we can write the intensity distribution of the acquired fringe pattern as 

follow: 

 
𝐼 𝑥,𝑦 = 𝑎 𝑥,𝑦 + 𝑏 𝑥,𝑦   cos  (  𝜑 𝑥,𝑦 )   (2.  11)  

 
where 𝑎 𝑥,𝑦 = 𝐼! 𝑥,𝑦 , and 𝑏 𝑥,𝑦 = 𝐼! 𝑥,𝑦 𝛾 𝑥,𝑦 .  
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The processor unit of the fringe projection profilometry system then analyzes the 

obtained intensity distribution of the fringe pattern to extract the modulated phase of the 

pattern, φ x, y , and consequently calculates the height distribution of the object using 

equation 2.8.  

Fringe analysis is the key step in the fringe projection profilometry technique, which 

has significant influence on the overall performance of the system. In general, fringe 

analysis techniques can be divided into two main categories: i) temporal fringe analysis 

techniques, and ii) spatial fringe analysis techniques. In temporal fringe analysis 

techniques a sequence of images from a series of phase-shifted fringe patterns are 

required. The phase-shifting method and the fringe-scanning method belong to this 

category [85] [86] [87]. In spatial fringe analysis technique a high-frequency spatial 

carrier is required for a measurement. The main advantages of this type of technique is 

that they can extract the phase from a single shot interferogram; therefore they are usually 

fast and are good candidates for dynamic processes. Fourier transforms based methods 

(FTM) [88] [89] [90] [91] and the spatial carrier phase shifting methods [92] [93] are two 

most popular types of spatial phase analysis techniques. In the following section of this 

chapter the principles of each category of fringe analysis technique will be discussed. 

 
2.1.1. Temporal Fringe Analysis Technique 

The phase-shifting method is one of the most popular temporal fringe analysis 

techniques. In this method a series of fringe patterns, N, in which their initial phases are 

shifted by a known step of δψ are sequentially projected to the test sample, and their 

reflected patterns are acquired by the imaging system. 

For the sampling number k=1,2,3…N, the phase shift value is usually defined by: 
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𝛿𝜓 =
2𝜋
𝑁   

(2.  12)  

 
Therefore the intensity distribution of the K!" fringe pattern obtained by the imaging 

system can de defined as: 

 
𝐼! 𝑥,𝑦 = 𝑎 𝑥,𝑦 + 𝑏 𝑥,𝑦   cos  (  𝜑 𝑥,𝑦 + (𝑘 − 1) ∙ 𝛿𝜓)   (2.  13)  

 
The phase distribution of the fringe pattern can be calculated by using the intensity 

distribution of the acquired images using the following equation: 

 

tan   𝜑 𝑥,𝑦 =
𝐼! 𝑥,𝑦 sin[ (𝑘 − 1) ∙ 𝛿𝜓]!

!!!

𝐼! 𝑥,𝑦 cos[ (𝑘 − 1) ∙ 𝛿𝜓]!
!!!

  
(2.  14)  

 
For example, in a four-step phase shifting, N = 4, and δψ = !

!
, the phase distribution 

can be calculated by: 

 

𝜑 𝑥,𝑦 = 𝑡𝑎𝑛!!(
𝐼!(𝑥,𝑦)− 𝐼!(𝑥,𝑦)
𝐼!(𝑥,𝑦)− 𝐼!(𝑥,𝑦)

)   (2.  15)  

 

The spatial resolution of the system is limited by the number of the pixels on the imaging 

system. Also, the accuracy of the system can be improved by increasing the sampling 

number. In general, as the sampling number increases, the random noise in the system 

decreases by factor of !
!

, which results in a more accurate and more reliable 

measurement. On the contrary, since the technique requires taking multiple images at 

different times, it is very sensitive to any vibration in the environment; therefore the 
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phase-shifting technique is not a suitable fringe analysis technique for the measurement 

of a moving object. 

 
2.1.2. Spatial Fringe Analysis Technique 

In dynamic applications, where the height distribution of the test object is constantly 

changing, it is highly desirable to have a fringe analysis technique, which can calculate 

the phase distribution from only one captured image. In the spatial fringe analysis 

technique, a high frequency, equally spaced fringe pattern, called carrier fringe, 

𝑓!(𝑣!! , 𝑣!!), is superimposed with the modulated phase. The intensity distribution of the 

acquired pattern can be written as: 

 
𝐼 𝑥,𝑦 = 𝑎 𝑥,𝑦 + 𝑏 𝑥,𝑦   cos  (  2𝜋(𝑣!!𝑥 + 𝑣!!𝑦)+ 𝜑 𝑥,𝑦 )   (2.  16)  

 

where, 𝜑 𝑥,𝑦  deforms the equally-spaced carrier frequency. The most common 

technique for the spatial analysis of carrier fringe pattern is the Fourier transform method. 

The following calculations show the necessary steps required for phase extraction from 

equation 2-16 using the Fourier transform technique. 

The cosine term in equation 2-16 can be written as a summation of two exponents as 

shown in the following equation, 

 
𝐼 𝑥,𝑦 = 𝑎 𝑥,𝑦 + 𝑐 𝑥,𝑦 𝑒!!" !!!!!!! + 𝑐∗(𝑥,𝑦)𝑒!!!" !!!!!!!        (2.  17)  

 

where, 

𝑐 𝑥,𝑦 =
𝑏(𝑥,𝑦)𝑒!"(!,!)

2   
(2.  18)  
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and 

𝑐∗(𝑥,𝑦) =
𝑏(𝑥,𝑦)𝑒!!"(!,!)

2   
(2.  19)  

 
Taking a two-dimensional Fourier transform from equation 2-19, we will have: 

 
FI v!, v! = A v!, v! + C v! − v!", v! − v!" + C∗ v! + v!", v! + v!"    (2.  20)  

 
where A v!, v!  is the spectrum of the background illumination, which is usually 

considered as the background noise, or DC noise. C v! − v!", v! − v!"  and  

C∗ v! + v!", v! + v!"  are the spectra of the deformed carrier fringes. By filtering around 

either "C  " or "C∗" term and shifting it toward the origin, we can eliminate the spectrum of 

the carrier fringe, and isolate the term "C  " or "C∗", which contains only the spectrum of 

the modulated phase. By applying a two dimensional inverse Fourier transform on the 

filtered spectrum we can reconstruct the c x, y  or c∗(x, y), and consequently calculate 

the modulated phase, φ(x, y). For example, consider c x, y  is the term which is 

reconstructed; the real and imaginary parts of this term can be written as follow: 

 

𝑅𝑒 𝑐(𝑥,𝑦) = 𝑏 𝑥,𝑦 cos 𝜑 𝑥,𝑦   

  

(2.21)  

𝐼𝑚 𝑐(𝑥,𝑦) = 𝑏 𝑥,𝑦 sin 𝜑 𝑥,𝑦    (2.22)  

Therefore,  

𝜑 𝑥,𝑦 = 𝑡𝑎𝑛!!(
𝐼𝑚 𝑐 𝑥,𝑦
𝑅𝑒 𝑐 𝑥,𝑦 )  

(2.  23)  
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As the result of the trigonometric arctangent function, the phase is mathematically 

limited to the interval –π,π . The generated phase map at this step is usually referred to 

as the wrapped phase map. In general, the true phase map can vary over the 2π range, 

which causes discontinuous phase jump in the wrapped phase map. Therefore an 

additional procedure is required to find continuous phase distribution, which is referred to 

as phase unwrapping. An overview of phase unwrapping techniques was provided in 

chapter 1. As discussed before in chapter 1 the quality-guided algorithms are among the 

most robust and time efficient unwrapping algorithms. Therefore in our experimentation 

for 3D profilometry of objects using fringe projection and laser interferometry techniques 

we have used the quality-guided algorithm which uses short time Fourier transform 

(STFT) quality map proposed by Qian Kemao [94], for unwrapping the phase of the 

signal.  

 
2.2. Interferometry  

2.2.1. Basics of Interferometry 

Optical interferometers have been widely used in a variety of precision measurement 

techniques. Optical interferometers work based on the interference phenomena produced 

by superposition of two or more light waves. When two light waves propagate in the 

same medium, they interact with one another, both constructively and destructively. 

Providing that the light waves have a degree of coherence and same state of polarization, 

the resultant wave creates an intensity distribution with bright and dark regions, which is 

called fringe pattern.  
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A light wave can be considered as a transverse electromagnetic wave propagating 

along the z direction, and mathematically can be described as: 

 
𝐸 𝑥,𝑦, 𝑧, 𝑡 = 𝑎  cos  (𝜔𝑡 − 𝑘𝑧)   (2.  24)  

 
where 𝑎 is the amplitude of the light wave, 𝜔 = 2𝜋𝑣 is the angular frequency, 𝑣 is the 

light frequency, 𝑘 = !!
!

 is the propagation constant, and 𝜆 is light wavelength. The term 

"𝜔𝑡 − 𝑘𝑧" is the phase of the light wave, which varies as a function of time and distance. 

A wavefront is represented by a surface of constant phase at any specific time. Equation 

2-24 can be also written in the complex format as follow: 

 
𝐸 𝑥,𝑦, 𝑧, 𝑡 = 𝑟𝑒[𝐴 exp 𝑖𝜔𝑡 ]   (2.  25)  

 
where 𝐴 = 𝑎  𝑒!!

!!"
! = 𝑎  𝑒!!" is known as the complex amplitude. 

Consider two light waves, which have the same frequency and state of polarization, 

are propagating in the same direction. The resultant intensity at each point is the square of 

the sum of the complex amplitude of the two waves: 

 

𝐼 = 𝐴! + 𝐴! !  

                                            = (𝐴! + 𝐴!)(𝐴! + 𝐴!)∗  

                                                                                  = 𝐴! ! + 𝐴! ! + 𝐴!𝐴!∗ + 𝐴!∗𝐴!  

                                                    = 𝐼! + 𝐼! + 2 𝐼!𝐼! cos∆𝜑  

  

(2.  26)  

(2.  27)  

(2.  28)  

(2.  29)  
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where I! and I! are the intensities of each light wave, and ∆φ = φ! − φ! is the phase 

difference between them. If the waves have the same initial phase, the phase difference 

corresponds to an optical path length difference: 

 

∆𝑃 =
𝜆
2𝜋   ∆𝜑   (2.  30)  

 
If the phase difference varies linearly across the field of view, the intensity of the mixed 

light waves varies sinusoidally based on equation 2-29, which results in alternating black 

and white bands, known as a fringe pattern. 

The intensity of the fringe pattern varies between two limits, 𝐼!"#, for bright fringes, 

and. 𝐼!"#, for dark fringes. The visibility,𝑉, is defined as a contrast of fringe pattern, and 

mathematically is written as: 

 

𝑉 =
𝐼!"# − 𝐼!"#
𝐼!"# + 𝐼!!"

   (2.  31)  

 
If  I!"# = 1, and I!"# = 0, then the contrast of fringe pattern is maximum. 

2.2.2. Interferometry Techniques For Surface Topography Measurement 

When a test object is inserted across the field of view of one of the interfering light 

waves, it will introduce a change in the phase of the light’s wavefront. Therefore the 

height distribution of the test object modulates the wavefront of the light waves. When 

the light with distorted wavefront mixes with the other, non-distorted light wave, a fringe 

pattern will be produced, in which the height information of the test object is embedded 

in the phase distribution of the interference pattern. Therefore the surface profile of the 
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object can be obtained by proper analysis of the fringes as described in section 2.1 

followed by the unwrapping technique to avoid discontinuity.  

The most common types of laser-based interferometers used for surface topography 

measurements are Michelson interferometers, Mirau interferometers, and Linnik 

interferometers. A brief description of each interferometer is given in the following 

subsections. 

2.2.3. Michelson Interferometers 

A typical Michelson interferometer used for surface topography measurement 

consists of a laser source, a beam collimator, a beam splitter, a reference mirror, imaging 

system, and the test object, figure 2.4. The height information of the test object deforms 

the wavefront of the reflecting light coming back from path 1, while the reflecting light 

coming back from the reference mirror has not changed. The two reflecting wavefront 

will interfere with each other once they pass through the beam splitter, and create a fringe 

pattern, which is phase modulated based on the height variation of the test object.  
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Figure 2.4: A schematic of a Michelson laser interferometer for surface measurement. 

 
 
 
2.2.4. Mirau Interferometer 

A Mirau interferometer is a compact form of a Michelson interferometer. The light 

source and the camera are in the same location, and the measurement beam and the 

reference beam have almost the same optical path length difference. As the result a Mirau 

interferometer is good for both laser interferometry and white light interferometry. A 

schematic of a Mirau interferometer is shown in figure 2.5. 
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Figure 2.5: A schematic of a Mirau interferometer. 

 

 

2.2.5. Linnik Interferometes 

Linnik interferometers also follow the same principle as Michelson interferometers. 

The only difference is they use a high magnification objective lens in front of both 

reference mirror and the object to focus the light for a high-resolution measurement. 

These types of interferometers are good for the observation of small details on the 

surface. A schematic of this interferometer is shown in figure 2.6.  
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Figure 2.6: A schematic of a Linnik interferometer. 

 

 

In all of the above interferometers, the obtained interferogram will be transferred to 

the computer for further processing to derive its phase information. As discussed in 

chapter 1, usually the resultant interferogram will have a higher level of intensity 

variation in comparison with what can be captured by a camera as the result of the 

Gaussian distribution of the laser source or/and the shape of the object under 

measurement. Therefore it is possible to lose some useful information of the 

interferogram and consequently the object due to the underexposed or saturated pixels on 

the interferogram. Figure 2.7 shows an interferogram obtained by a Michelson 

interferometer from a curved surface.  The area of the interferogram, which is associated 

Laser 
  BS  

  

Camera  

  

Reference mirror 

Lens 

Lens 

  

  



 
 

36 

with high reflection from the object, is saturated. This leads to serious limitations in the 

metrology of such surfaces using a laser interferometer. 

 

  

Figure 2.7: An interferogram obtained by a laser interferometer from a surface [49]. 

 

 

In chapter 3 and 4 Spatially Varying Pixel Intensity technique will be introduced as a 

tool to enhance dynamic range in digital fringe projection 3D profilometry and laser 

interferometery systems. 
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CHAPTER 3: DYNAMIC RANGE ENHANCEMENT IN 3D PROFILOMETRY OF 
FREE FORM OBJECTS USING DIGITAL FRINGE PROJECTION 

 
3.1. Introduction 

As discussed in chapter 1 limited dynamic range of conventional cameras causes 

difficulties in optical metrology of objects with wide variation in their optical reflectivity 

due to either their compositions or forms. For instance, metallic objects with steep slopes 

have a much higher level of intensity variations in their reflections compared to what can 

be captured by the 0-255 gray intensity range level of conventional cameras. As a result, 

reflected patterns taken by conventional cameras lose some information from such 

surfaces.  

One powerful technique to obtain a 3D profile of an object is the digital fringe 

projection technique [51]-[71]. The details of the digital fringe projection technique were 

discussed in chapter 2. In general a simple setup to apply fringe projection is to project a 

fringe pattern onto the object and observe the reflected pattern by a camera from another 

direction. The reflected pattern is a deformed fringe pattern, which has the height 

information of the object embedded in its phase distribution. However, as mentioned 

before, dynamic range can be a problem in many situations. For example, figure 3.1(a) 

shows the image of a metallic ball from a fringe projection setup at low exposure time. 

Only areas with strong reflection toward the camera (tip of the metal ball) can provide 

measurable optical signal, while light reaching the camera from other regions of the 

object is extremely weak.  Thus, sufficient information from the illuminated object is not 
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available to obtain surface topography of the object.  As we increase the exposure time, 

figure 3.1(b), patterns reflected from sides of the ball with low reflection toward the 

camera become visible while pixels corresponding to areas with higher reflection toward 

the camera become saturated. Therefore the corresponding phase and intensity 

information of those areas (saturated pixels) are not measurable. 

 

 

 

Figure 3.1: (a) Reflected fringe pattern captured by the camera from the metallic ball with 
exposure time = 5 ms, and (b) reflected pattern of the same sample with exposure time = 1 s 

 

 

In this chapter we introduce a new technique called ‘Spatially Varying Pixel 

Intensity’ (SVPI), which can enhance the dynamic range in a fringe projection system by 

recursively adjusting the intensity of the projected pattern at the pixel level. This 

technique improves the dynamic range of the imaging system with no physical 

modification in the fringe projection systems.  

(a) (b)(a) (b)
(a) (b) 
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In section 3.2 the measurement method will be discussed in detail. The proposed 

technique is simulated using a Matlab code and the results of the simulation discussed, in 

section 3.3. To implement the concept experimentally, we have used different setups for 

objects with different dimensions, ranging from tens of micrometers to tens of 

centimeters. In section 3.4 we describe use of a calibration ball with couple of millimeters 

diameter as the object under measurement. Afterwards, in section 3.5, we present the 

SVPI technique when applied on a series of solder bumps (diameter range of tens of 

micrometers) to measure the 3D profile of solder bumps designed for flip chip bonding, 

and finally in section 3.6, we present results when this technique has been applied to 

measure the 3D profile of a spherical object with dimension of tens of centimeters. 

 
3.2. SVPI Measurement Method in Digital Fringe Projection Profilometry 

The goal of SVPI technique is to control the irradiance of each pixel on the camera by 

repeatedly adjusting the intensity of the projection pattern at pixel level. Therefore the 

algorithm needs to adjust the intensity of each pixel on the projector based on the 

intensity received to the pixel/s of the camera. As the result, the first step in the SVPI 

technique is to find the geometrical alignment between the projector and camera’s pixels.  

In the case of the planer imaging, in which the object under the measurement is a 

uniform planer object, a geometric transformation function can transform features from 

the camera coordinate to the projector coordinate by a linear approximation. This kind of 

approximation assumes that the ratios of length and angle information are preserved 

between the camera, and the projector coordinates. Each point on the camera’s image 

plane can be traced back to the projector’s image plane by a rotational and scaling matrix 
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plus a translational vector using equation 3.1. A simple schematic of the system is shown 

in figure 3.2. 

P!" = T!"
!"×C!" + S!"   (3.  1)  

where,  P!" =
𝑥!"
𝑦!"  is the projector pixel’s coordinate, C!" =

𝑥!"
𝑦!"  is the camera pixle’s 

coordinate,  T!"
!" = 𝑎 𝑏

𝑐 𝑑  is a matrix, which is responsible for the rotation and scale 

factor between the projector image plane, and the camera’s image plane, and  S!" = [
𝑒
𝑓] is 

the transitional vector between the two coordinates. 

Therefore by having the rotational and scaling matrix of T!"
!", as well as the 

transitional vector of S!", each pixel on the camera’s image plane can be traced back to 

the corresponding pixel of the projector image plane, figure 3.2.  
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Figure 3.2 Linear geometrical alignment between the projector coordinate and camera. 

 

 

In order to find T!"
!" = 𝑎 𝑏

𝑐 𝑑 , and S!" = [
𝑒
𝑓] , we project  three pre-defined points onto 

the object, and obtain their images on the camera. Therefore three relations can be written 

between the camera’s three pixels and projector’s three pixels based on equation 3.1 as 

follows: 
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𝑥!!
𝑦!! = 𝑎 𝑏

𝑐 𝑑
𝑥!!
𝑦!! +  [

𝑒
𝑓]  

𝑥!!
𝑦!! = 𝑎 𝑏

𝑐 𝑑
𝑥!!
𝑦!! +  [

𝑒
𝑓]  

𝑥!!
𝑦!! = 𝑎 𝑏

𝑐 𝑑
𝑥!!
𝑦!! +  [

𝑒
𝑓]  

  

(3.  2)  

By simple calculations using the above equations, we can show that the unknown 

coefficient of a, b, c, d, e, and f can be found by solving the equations below: 

 

𝑎
𝑏
𝑐
=

𝑥!! 𝑦!! 1
𝑥!! 𝑦!! 1
𝑥!! 𝑦!! 1

!! 𝑥!!
𝑥!!
𝑥!!

  

  

(3.  3)  

And,    

𝑑
𝑒
𝑓
=

𝑥!! 𝑦!! 1
𝑥!! 𝑦!! 1
𝑥!! 𝑦!! 1

!! 𝑦!!
𝑦!!
𝑦!!

  

(3.  4)  

 

 

As mentioned before, the above linear transformation function is only good sufficient 

when the object under the measurement is a uniform planer object, however, in our 

experiments, almost all the objects under the measurement are not planer, and they have 

complex geometries. Therefore, the assumption of the linear approximation, which states 

that the ratios of length and angle information are preserved between the projector and 

camera, is no longer valid over the entire image. One technique to find the geometrical 

alignment in a non-linear transformation is to divide the image into sub-regions where the 
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linear approximation is valid for each. Therefore for each sub-region we can use the 

three-point technique as explained above to find the rotational and scaling matrix of T!"
!", 

and the transitional vector of S!", and stitch the sub-regions together to find the general 

non-linear transformation matrix. 

In our experiments, we usually projected a checkerboard pattern to the sample under 

measurement and the camera observed the reflection pattern. Corners on the 

checkerboard pattern were determined in the camera’s image plane and the point 

correspondences between the camera and the projector were calculated considering the 

linear transformation at each square, figure 3.3. From this information the transformation 

matrix,  T!"
!" between the camera’s and projector’s pixels and the translation vector, Sij, 

were computed.  
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Figure 3.3: Geometrical alignment between camera pixels and projector pixels, a) projected 
pattern, and b) captured image by the camera. 

 

 

Knowing the transformation function between the camera and projector, the SVPI 

technique then targets all the pixels on the projector, which correspond to the saturated or 

under-exposed pixels on the camera’s plane, and modifies their intensities accordingly. 

In order to quantify how effectively the reflected pattern preserves the correct 

intensity and phase information of the object, a dynamic range coefficient is introduced 

as below: 

 

K!" =
N!

𝑁! − 𝑁!
   (3.  4)  

 
where, N! is the number of pixels with intensities within the dynamic range of the camera 

(for example for a 8 bit camera this value is between 0 to 255 gray scale level),  N! is the 
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total number of pixels in the camera image, and N! is the number of pixels in which their 

intensity values cannot be altered due to some physical limitations in the system such as 

the lighting conditions, properties of the object under test, and the camera noise.  

 In order to find N!, first a uniform white pattern (intensity level of 255) was 

projected to the sample, and the total number of pixels with intensities below the camera 

noise level was identified as N!!. These are all the pixels, which their intensity will 

always be below the camera noise no matter how many times the algorithm applies to the 

system. Then, a solid dark pattern (intensity level of 0) was projected to the sample, and 

the total number of pixels with intensities above the saturation level is identified as N!!. 

These are all the pixels, which their intensities will be always saturated no matter how 

many times the algorithm applies to the system.  N! is the sum of N!! and N!!.  

A flowchart of the SVPI technique for 3D profilometry of object using a digital fringe 

projection system is shown in figure 3.4. The first step in the algorithm is to define some 

initial parameters as below: 

“𝑖" is the number of iteration in the algorithm. 

"K!"! "  is a constant value of 0. This constant will be used in the first iteration of the 

algorithm only for comparison between the two successive dynamic range coefficients. 

 "M!" is the camera initial mask, which is a matrix with the same resolution as the 

image obtained by the camera, for example if the image of the camera has 1024×1024 

pixels, M! is a 1024×1024 matrix, in which all of its elements are one. 

"σ" is a pre-determined value, which depends on the lighting condition and camera 

noise level. This value will be used to compare the dynamic range coefficient of two 

successive images taken by the camera.  In order to find  σ, a uniform pattern was 
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projected on a flat glass wafer and its reflection recorded by the camera at different times. 

The six-sigma standard deviation in the intensity of the twenty images is shown as σ in 

the flowchart. The standard deviation,σ,  was calculated using the following equation: 

 

𝜎 =
1
𝑁    (𝑥! − 𝜇)!

!

!!!

  

(3.  5)  

 
where, 𝑁 is the number of images, and 𝜇 is the mean intensity value of all the obtained 

images. 

Given these initial values, the algorithm creates a structured pattern, which will be 

projected onto the object using the projection unit and the imaging unit captures the 

reflected pattern from the object.  𝑃! and  𝑅! are the structured patterns projected to the 

object and its reflected pattern obtained by the imaging unit at 𝑖!! iteration of  the 

algorithm; respectively. 

Then for each obtained image from the camera, the algorithm calculates the dynamic 

range coefficient, 𝐾!"! , and compares it with the dynamic range coefficient of the 

previously captured image by subtracting them from each other.  If the difference 

between the two successive dynamic range coefficients is greater than the pre-determined 

σ value, the algorithm can improve the dynamic range of the system by taking the 

following steps: 

1. The algorithm finds all the saturated and all the under exposed pixels in the 

image obtained by the camera. 
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2. Then a camera mask with the same size as the image obtained by the camera 

will be created, in which all of its pixels corresponding to the saturated pixels 

on the camera have the value of !
!

 and all of its pixels corresponding to the 

underexposed pixels on the camera have the value of 𝑘, and the rest are all 

equal to one. 

3. Based on the created camera mask and considering the geometrical alignment, 

a projector mask will be created with the same resolution as the projector. 

4. The projector mask will be multiplied by the previously projected pattern to 

create a new modified structured pattern. 

5. The new pattern will be projected to the object and the camera will obtain the 

reflected pattern. 

6. Finally, the dynamic range of the previously obtained image will be compared 

by the dynamic range coefficient of the latest obtained image. 

The algorithm stops when the difference between two successive dynamic range 

coefficients is less than the pre-determined value "σ". At this point we have reached the 

limit of the system and the dynamic range of the system cannot be improved any further 

due to the presence of noise and physical limitations in the system. 

We can retrieve the true intensity value of the light reflecting off of the object toward 

the camera by scalar multiplication of the intensity values of the final image obtained by 

the camera, with the reverse values of all the applied camera masks, equation 3.5. 

 

HDR_Image = 𝑅!×
1
mask(#i)!

!!!
   (3.  5)  

 



 
 

48 

Where "R!" is the final image recorded by the camera and "n"is the number of camera 

masks, which have been applied. By having the HDR image, the phase map of the pattern 

using one of the fringe analysis techniques, such as Fourier transform [90] or four-step 

phase shifting can be computed [95].  
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Figure 3.4: SVPI technique flowchart to enhance dynamic range in a fringe projection. 
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3.3. Simulation  

The SPVI technique is simulated in Matlab. A sinusoidal pattern illuminates a 

hemispherical object with known height and reflectivity, and the reflected pattern is 

recorded by a 10 bit simulated camera at a different angle as shown in Figure 3.5.  

 

 

 

Figure 3.5: (a) Initial simulated structured pattern, (b) the simulated object, and (c) the initial 
reflected pattern. 

 

 

The dynamic range coefficient for the reflected pattern shown in figure 3.5 (c) is 0.07. 

Almost all of the pixels’ values are saturated. We applied SVPI technique to this reflected 

pattern. The dynamic range coefficient of the reflected pattern after applying the SVPI 

one time is 0.35, which shows five-fold improvement from 0.07. We repeated the SVPI 
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technique once more and the dynamic range coefficient was improved to 0.95. The 

constructed intensity masks, the modified structured pattern, and the images obtained by 

the camera after each step of applying the SVPI are shown in figure 3.6. 

Figure 3.7 shows the HDR constructed image using equation 3.5, and its unwrapped 

phase map obtained by the Fourier transform technique [90].   

 

  

Figure 3.6: Simulation results for the DR enhancement using SVPI technique, a) intensity 
mask, a(1), structured pattern, a(2) and the reflected pattern, a(3), before applying the SVPI, 
K!" = 0.07 , b) intensity mask, b(1), structured pattern, b(2), and the reflected pattern, b(3) 
after applying the SVPI once, K!" = 0.35, c) intensity mask, c(1), structured pattern, c(2) 

and the reflected pattern, c(3) after applying the SVPI twice, K!" = 0.95. 
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The actual reflectivity level from the object to the camera is between 0 - 1.9072e+004 

gray scale levels. Simulation results show that with SVPI technique we can improve the 

dynamic range of the fringe projection system by more than four bits. 

 

 

 

Figure 3.7: (a) HDR constructed image using the SVPI technique, and (b) the phase map of 
the object using the DCFT technique 

 

 
In the rest of this chapter we will describe several digital fringe projection systems to 

measure the 3D profile of freeform surfaces with different dimensions. All the objects 

under study exhibit high level of reflectivity towards the camera due to their shapes and 

material composition. We applied the SVPI technique to enhance dynamic range in these 

systems and the results will be presented. 
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3.4. Three Dimensional Profile Measurement of a Calibration Sphere 

A Calibration sphere, or a datum sphere is a specular metallic ball, which is widely 

used in calibration of coordinate measuring machines (CMM). In order to evaluate and 

determine compensation needed for errors in CMM, it is essential to correctly measure 

the 3D profile of these objects. However, due to their spherical shape, they reflect light at 

wide range of angles from normal to near horizontal. Therefore, collecting the true 

intensity value from such objects using a conventional, low dynamic range camera is a 

challenge. In this experiment we have applied the SVPI in a digital fringe projection 

setup to characterize a calibration sphere. The schematic of the experimental setup used is 

shown in figure 3.8. A pattern, generated by MATLAB code, was projected on the 

sample at an angle using an AAXA M2 micro projector, native XVGA with 1024x768 

resolutions. The projected pattern illuminates the sample with an angle. The reflected 

pattern was captured by an AVT P Guppy F-146 camera with 1392 x 1024 pixels along a 

perpendicular line. Field of view of the system is 5.2  𝑚𝑚×  5.2  𝑚𝑚, and its lateral 

resolution is 5  𝜇𝑚. 
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Figure 3.8:  Schematic of a system implemented to demonstrate dynamic range enhancement 
in digital fringe projection for 3D profile measurement of a calibration ball. 

 
 
 

A geometrical alignment procedure as described before was used and transformation 

matrix between camera’s image plane and the projector’s image plane, T!"
!", and the 

translation vector of S!",  were calculated. The camera exposure time was set for 500 ms. 

Figure 3.9 shows the result of SVPI technique after applying the technique once. The 

dynamic range coefficient of the first image obtained by the camera is 0.79±0.03, after 

applying the SVPI technique once the dynamic range coefficient is increased to 

0.89±0.03. 

 

 

Lens	
  system

sample
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Figure 3.9: (a) First structured pattern projected onto the sample without applying the SVPI, 
(b) first reflected image captured by the camera, (c) modified structured pattern based on 
SVPI technique, and (d) reflected pattern recorded by the camera after applying the SVPI 

once. 

 
 

The SVPI technique is applied for the second and third time. The dynamics range 

coefficient difference of the third and fourth reflected patterns is less than the 

predetermined value of σ = 0.03, therefore the SVPI algorithm is terminated after 

applying the technique three times. Figure 3.10 shows the structured projection patterns 

and their corresponding reflected images for the metallic ball before applying the SVPI 

technique, 3.10-a (1) and 3.10-a (2), and after applying the SVPI technique for the first, 

3.10-b (1), 3.10-b (2), and second time, 3.10-c (1), 3.10-c (2). The dynamics range 

coefficient of the final captured image is 0.99±0.03. 

(a)

(b)

(c)	
  

(d)
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Figure 3.10: a (1) Initial structured pattern illuminating the sample, a (2) first reflected 
image captured by the camera, K!" = 0.79 ± 0.03, b(1) modified structured pattern after 

applying the SVPI once, b(2) reflected image using the modified pattern b(1),K!" = 0.89 ±
0.03  , c(1) modified structured pattern after applying the SVPI twice times, and c(2) 

reflected image using the modified pattern c(1), K!" = 0.99 ± 0.03. 

 

 

In order to calculate the phase map of the final HDR image, a four-step phase shifting 

algorithm [95] was used and consequently unwrapped using the quality-guided [94] 

algorithm. Figure 3.11 shows the wrapped phase of the calibration sphere and its 

unwrapped phase. 

 

a(1)

a(2)

b(1)

b(2)

c(1)

c(2)
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Figure 3.11: (a) Phase of the metallic ball calculated by 4-step phase shifting, and (b) 
unwrapped phase map of the sample 

 

 

In order to translate the phase information into the height information we determined 

the equivalent wavelength of the system. The mathematical description of the equivalent 

wavelength in fringe projection technique was discussed in chapter 2. In general, the 

equivalent wavelength depends on the pitch of the fringe pattern and the system 

configuration. To measure the equivalent wavelength experimentally, we used a flat 

surface as the object and changed the distance of the object incrementally along the 

optical axis. For each incremental change we acquired the fringe pattern. As the object 

moves, the fringe patterns also moves.  By looking at one pixel, we observed that the 

change of the intensity follows a sinusoidal function. The amount of movement that 

corresponds to the period of this sinusoidal function is the equivalent wavelength for that 

pixel. The equivalent wavelength can vary from one pixel to another pixel due to 

parameters such as the angle between the projector and the camera, and the quality of the 

(a) (b)
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optical components such as lens systems used in the setup. Figure 3.12 shows the 

equivalent wavelength map for the fringe projection setup used for 3D profilometry of 

the calibration ball. 

 

 

3.12: Equivalent wavelength map for the fringe projection setup used for 3D profilometry of 
the calibration ball.  

 

 

Figure 3.13 shows the actual height map of the calibration ball using the equivalent 

wavelength map for each pixel.  

To characterize the system, an uncertainty analysis was performed on the system 

based on the following procedure.  

We acquired the height map of the object by acquiring phase-shifted interferograms 

and using the described fringe analysis technique. This procedure repeated ten times by 

removing the object and putting it back in its place and measuring the object’s surface 

profile each time.  
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The standard deviation of difference between the measurements were calculated using 

equation 3.5. Then the standard deviation is multiplied by six to obtain the error at 

99.6%. 

The average height of the semi-spherical ball calculated from the tens measurement 

was determined to be 2.237  𝑚𝑚, and the uncertainty of the system was determined to be 

0.018  𝑚𝑚. Therefor the final measurement result for the height of calibration ball is 

2.237  𝑚𝑚  ± 0.018  𝑚𝑚 with 99.6% of confidence level. 

The diameter of the calibration ball was calculated based on multiplying the total 

number of pixels, which lies within one end of the calculated height map to the other end 

of the height map (from point A to B in figure 3.13) and the dimensions of each pixel of 

the camera (lateral resolution of the system). The camera has 1024×1024 pixels, with 

the field of view of 5.2𝑚𝑚×5.2  𝑚𝑚, therefore the lateral resolution of the system is 

𝑟! = 5.2  𝑚𝑚 1024 = 0.005  𝑚𝑚. As the result the diameter of the calibration ball was 

calculated to be 4. 784  ± 0.005.    
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Figure 3.13: Actual height map of the calibration ball using the SVPI technique in a digital 
fringe projection system. 

 

 

3.5. Three Dimensional Profile Measurements of Solder Bumps 

One challenge in advanced integrated circuit packaging is to measure the profile of 

solder bumps in the flip chip bonds. Solder bumps are partial-spherical microstructures, 

which function as high-density interconnectors in flip chip technology. Due to the 

spherical shape and high reflectivity of solder bumps, acquiring a 3D profile of such 

structures based on a fringe projection technique requires a HDR imaging system. The 

spherical shape of the bumps, with large slopes on the sides, makes light collection from 

the sides very difficult while high reflectivity from the top of the bumps saturates some 

camera pixels, figure 3.14. 
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Figure 3.14: Solder bump field on the middle of a substrate package at different 
magnification. 

 

 

 In order to enhance the dynamic range and measure 3D profile of solder bumps using 

a digital fringe projection system, an experimental setup was developed as shown in 

figure 3.15. A structured pattern, generated by Matlab code, was projected on the sample 

using a micro projector (model: 3M, MPro150) with 1024x768 resolution. The projected 

pattern goes through a lens system using a binocular stereomicroscope (model: Leica 

MS5) with a 2x external de-magnifying lens and illuminates the object at an angle. The 

reflected image was taken by a SUMIX camera with a resolution of 2048  ×  1536  using 

the other arm of the stereomicroscope. The field of view of the system at its highest 

magnification was 1.2  𝑚𝑚  ×  0.9  𝑚𝑚, and its lateral resolution was 1  𝜇𝑚. 

 

10 mm10 mm
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Figure 3.15: Schematic of the experimental setup of dynamic range enhancement in fringe 
projection using SVPI technique.  

 

 
Figure 3.16 shows a solder bump field with the projected fringes as seen by the 

experimental setup at the highest zoom level of the system.  

 

 

Figure 3.16:  The reflected pattern captured by the SVPI system with an exposure time = 
16.56 ms. 
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The dynamic range coefficient of the above image is 0.57±0.03. We have applied the 

SVPI process twice to improve the dynamic range of the system.  Figure 3.17 shows the 

modified patterns and corresponding reflected patterns before and after the SVPI 

technique is applied once and twice. The dynamic range coefficient of the final image, 

figure 3.17 (f), is 0.98±0.03.  

 

 

 

Figure 3.17: (a) Initial structured pattern illuminated to the solder bumps, (b) first reflected 
pattern captured by the camera, K!" = 0.57 ± 0.03,(c) first modified structured pattern 

after applying the SVPI technique once, (d) second captured pattern, K!" = 0.89 ± 0.03, 
(e) second modified structured pattern after applying the SVPI technique twice, and (f) third 

reflected pattern, K!" = 0.98 ± 0.03. 
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A 4-step phase shifting algorithm [95] was then used to calculate the phase of the 

image, figure 3.18 (a). In order to eliminate the carrier frequency, a 2D Fourier transform 

applied to the obtained phase and a median Gaussian filter run through the detected 

signal, figure 3.18 (b). Then the filtered signal was shifted to the center in order to 

eliminate the effect of carrier frequency in the phase map, figure 3.18 (c). Finally, the 

phase map of the object without the presence of carrier frequency was obtained by 

applying a 2D inverse Fourier transform on the filtered and centered Fourier spectrum of 

the phase, figure 3.18 (d). 

 

Figure 3.18: a) Combined carrier phase and object phase map obtained from the four-step 
phase shift fringe analysis technique, (b) Fourier spectrum of the combined phase map, (c) 
filtered and shifted to center phase spectrum, and (d) wrapped phase of the object without 

the carrier phase information.  

(a) (b) 

 
(c) (d) 
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Then a quality-guided algorithm [94] was applied to the underlying phase of the 

object, in order to find the continuous phase map of the object. Figure 3.19 shows the 

unwrapped phase map of the solder bumps. 

 

 

 

Figure 3.19: Three dimensional unwrapped phase of the solder bumps using SVPI technique 
in a digital fringe projection setup. 

 

Since, in the process of the phase analysis to obtain the profile of the solder bumps, 

we have used a Gaussian filter, we have eliminated the noise components as well as some 

high frequency components associated with sharp edges.  In order to estimate the 

boundaries, each bump has been fitted to a hemisphere and a code was generated to stitch 

the data from the 3D profile of a bump to its fitted hemisphere.  The schematic of the 

process applied on one solder bump in order to find its final profile with sharp edges is 

shown in figure 3.20. 
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Figure 3.20: (a) 3D profile of one solder bump calculated from the SVPI technique, (b) 
hemisphere fit, (c) data selected from the raw profile of the solder bump, (d) selected data 

from the hemisphere fit, and (e) final profile of the solder bump with sharp edges. 

 

 

 

(a) (b) 

(d) (c) 
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The fitting process can be applied to all the solder bumps. Figure 3.21 shows the 

result of fitting to 9 different bumps. Since the solder bumps are located on a solder 

resist, the actual height of the bumps above the solder resist is less than what we measure 

from the fitting process. In order to find the average thickness of the solder resist, the 

local minimum of each bump before the fitting process was obtained. The average value 

of the local minima was considered as the average thickness of the solder resist. In our 

experiment this value was determined to be 10  𝜇𝑚.  Figure 3.22 shows the profile of the 

solder bumps above the solder resist. 

 

 

Figure 3.21: Three-dimensional profile of 9 solders bumps with sharp edges using the fitting 
process. 
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Figure 3.22: Three-dimensional profile of 9 solders bumps with sharp edges using the fitting 
process above the solder resist layer. 

 
 

The height bumps were calculated after calculating the effective wavelength for the 

system, in the same manner as in section 3.4. The heights of the bumps were determined 

to be within the range of 33.63  µμm to 40.09  µμm while their radii varied between 47 µμm to 

51  µμm. 
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3.6. Three Dimensional Profile Measurements of Large Industrial Objects with Steep 
Slopes using Digital Fringe Projection 

 
Fast and accurate 3D profile measurement of large objects is another important 

application of SVPI technique. The manufacturing industry needs a fast inspection 

process to control the quality of parts and determine if a feature is within tolerance 

specifications or not. Traditional 3D measurement techniques such as Coordinate 

Measurement Machines (CMM) and laser scanning provide accurate measurement. 

However, these techniques are generally slow and expensive. Digital fringe projection is 

a non-contact, fast, and low-cost alternative technique to measure the 3D profile of 

industrial parts. However, limitation of their dynamic range introduces challenges in 

accurate shape measurement of an object with wide variation in its optical reflectivity. 

One example of such an object is a metallic hemispherical object with a hallow sphere 

inside. Figure 3.23 shows the sample we used for this experiment. 

 

 

Figure 3.23: (a) The outer surface of a hemispherical shaped industrial object, and (b) the 
inner surface of a hemispherical shaped industrial object. 

(a) (b) 
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The goal is to measure both outside and inside surfaces of this object. However, the 

level of reflection towards the camera is more than the dynamic range of an 8 bit imaging 

system due to the spherical shape of the object. Therefore, we applied SVPI technique to 

enhance dynamic range in a digital fringe projection setup. 

A schematic of a digital fringe projection setup used for 3D profilometry of the 

mentioned object is shown in figure 3.24. A sinusoidal pattern, generated by MATLAB 

code, was projected on the sample at an angle using a micro projector (model: 3M, 

MPro150) with 1024x768 resolution. The field of view of the system is 12.78  𝑐𝑚  ×

  16.45  𝑐𝑚 and the lateral resolution is 0.16  𝑚𝑚.  

Figure 3.25 shows images taken by the camera with different exposure times.  

 

 

 

Figure 3.24: Digital fringe projection profilometry setup used for industrial spherical object 
profile measurement.  
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Figure 3.25: Images taken by the camera with different exposure times from the industrial 
spherical object. 

 

 

In order to apply the SVPI technique, a piecewise linear geometrical alignment as 

discussed in section 3.2 was implemented, and the transformation matrix, T!"
!", and the 

translation vector, S!",  were calculated, figure 3.26.  

 

 

Figure 3.26: Piecewise linear geometrical alignment process between the projector plane and 
the camera image plane, (a) projector pattern with several segment with known three points, 

and (b) image obtained from the object illuminated by a known projected pattern. 
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After the geometrical alignment was implemented, the exposure time of the camera 

was set at 250 ms, and the SVPI technique was applied to enhance dynamic range of the 

digital fringe projection technique. Figure 3.27 (a) shows the obtained image by the 

camera from the outer surface of the object at 250 ms exposure. The dynamic range 

coefficient of this pattern is 𝐾!" = 51.33± 0.02, therefore more than half of the 

information from the object is lost as the result of low dynamic range of the system.  

Figure 3.27 (b) is the camera mask created by the algorithm in which the pixels 

corresponding to the saturated pixels on the image 3.27 (a) have lower values, and pixels 

corresponding to the under-exposed pixels on the image 3.27 (a) have higher values. 

Image 3.27 (c) is the created projector mask considering the geometrical alignment 

between the camera and the projector. Figure 3.27 (d) shows the new modified structured 

pattern by multiplying the projector mask to the initial sinusoidal fringe pattern. Finally, 

figure 3.27 (e) shows the second image obtained by the camera from the object when it is 

illuminated by the modified structured pattern. The dynamic range coefficient of this 

pattern is increased to 𝐾!" = 91.06± 0.02. 

Therefore, by applying the SVPI technique we have been able to bring the intensity of 

more pixels within the dynamic range of the imaging system, and consequently preserve 

more phase information from the test object. 
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Figure 3.27: Application of the SVPI technique on an industrial spherical object in order to 
enhance dynamic range in a digital fringe projection setup. 
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Figure 3.28 illustrates a comparison between a single image obtained by the fringe 

projection setup without utilizing the SVPI technique at low and high exposure time, and 

a single image obtained by the fringe projection setup utilizing the SVPI technique. The 

dynamic range coefficient of the image taken by the SVPI technique is almost twice the 

dynamic range coefficient of the images obtained without SVPI technique. 

 

 

 

Figure 3.28: (a) Image obtained by the fringe projection setup at 20 ms camera exposure 
time before applying the SVPI. Dynamic range coefficient of this image is K!" = 48.36 ±
0.02. (b) Image obtained by the fringe projection setup at 250 ms camera exposure time 

before applying the SVPI. Dynamic range coefficient of this image is K!"51.33 ± 0.02. (c) 
Image obtained by the fringe projection setup at 250 ms camera exposure time after 

applying the SVPI. Dynamic range coefficient of this image is K!" = 91.06 ± 0.02. 

(a) (b) 

(c) 
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Once we had the high dynamic range image obtained by the SVPI technique, we 

applied a 4-step phase shifting algorithm [95] to calculate the corresponding phase map 

of the image, Figure 3.29 (a). As before, a median Gaussian filter was applied on the 

Fourier spectrum of the calculated phase. The filtered spectrum is then shifted to the 

center of the spectrum (frequency of zero), and the inverse Fourier transform applied as 

discussed in more detail in section 3.5. The obtained phase from the object is a wrapped 

phase with some discontinuity. A quality-guided unwrapping algorithm was applied on 

the wrapped phase to find the continuous phase of the object [94]. Figures 3.29 (b) and 

3.29 (c) show the wrapped and unwrapped phase of the outer surface of the industrial 

object respectively.  

 

 

 

Figure 3.29: (a) Phase of the sample calculated from a 4-step phase shifting algorithm, (b) 
wrapped phase map of the object, and (c) calculated unwrapped phase map of the object 

using quality-guided algorithm.  
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Since in the process of unwrapping the phase map of the object, we used the Gaussian 

filter in the Fourier spectrum of the phase, the sharp edges of the object are rounded. In 

order to estimate the sharp edges of the sample under the measurement, the unwrapped 

profile has been fitted to a hemisphere and a stitching code is generated in Matlab and 

was used to find the final profile of the object with sharp boundaries. Figure 3.30 shows 

the final 3D profile of the object. The calculated height of the outside hemisphere of the 

object is 5.294±0.008 cm and its diameter is 10.579±0.015 cm. 

  
 

 

Figure 3.30: Three-dimensional profile of the outer surface of the industrial object using the 
SVPI technique in a fringe projection setup. 

 

 

Figure 3.31 shows the radial profile of the calculated height map of the object with 5-

degree of steps starting from the 10 mm distance from the center of the profile.  
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Figure 3.31: Radial profile of the industrial object using the SVPI technique in a fringe 
projection setup. 

 

In the same manner, the hallow inside of the object is measured using the SVPI 

technique. Figure 3.32 shows the 3D profile of the inner surface of the object. The 

calculated height of the inner hemisphere side of the object is 7.016±0.008 cm and its 

diameter is 9.637±0.015 cm. 

 

 

Figure 3.32: Three-dimensional profile of the inner surface of the industrial object using the 
SVPI technique in a fringe projection setup. 
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The radial profile of the calculated height with 5-degree of steps starting from the 

center of the profile is shown in figure 3.33. 

 

 

Figure 3.33: Three-dimensional profile of the inner surface of the industrial object using the 
SVPI technique in a fringe projection setup. 

 

 

3.7. Discussion 

In this chapter, we demonstrated that SVPI technique can enhance dynamic range in a 

digital fringe projection profilometry system by recursively controlling the intensity of 

the projected pattern at pixel level based on the feedback from the reflected pattern 

obtained by the camera.  

As the result of HDR imaging we were able to reconstruct a full-field 3D profile of 

specular objects with steep slopes with different sizes and shapes more precisely in 

comparison to what can be obtained by a conventional fringe projection system. 

Since the technique is recursive, it is applicable for profilometry of objects with a 

very wide range of optical reflectivity. The only limiting factor for enhancing the 
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dynamic range using SVPI technique is the physical limitations in the system such as 

camera noise, and the illumination performance of the projector. 

 Furthermore since dynamic range enhancement is achieved at multiple steps we can 

reduce error caused by pixel bleeding by defining the proper parameters in the algorithm 

such as the "𝑘" value.  

Finally, this method to achieve a HDR imaging system can be applied to many 

existing fringe projection profilometers with digital projection without any hardware 

change requirements. 
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CHAPTER 4: DYNAMIC RANGE ENHANCEMENT IN LASER 
INTERFEROMETERS 

 
4.1. Introduction 

The dynamic range of a conventional camera limits the resolution of laser 

interferometer systems. When two Gaussian beams are superimposed, the resultant 

interferogram has a bright central part, which fades into a darker region when moving 

away from the center with no obvious border.  As a result, a single image does not fully 

capture information from all regions. If we set the exposure time to optimize the image 

for the dark zones, the correct intensity and phase information of the bright zones are lost 

since the corresponding pixels of the bright regions on the camera sensor become 

saturated. Likewise, if we set the exposure time to optimize the signal for the bright 

zones, detailed information of the dark zones is lost, Figure 4.1. Furthermore, if the test 

object under measurement shows a wide range of reflectivity due to its form or 

composition, the limited dynamic range of the conventional cameras will become even 

more problematic. Therefore, developing a system that enhances the dynamic range of 

laser interferometry systems would be very useful for a reliable demodulation of the 

interference pattern, and has many applications [96] [97] [98] [99] [100]. 

A typical method to enhance the dynamic range in laser interferometry systems, as 

discussed in chapter 1, is to obtain the response function of the imaging sensor and 

compute the true value of each pixel by acquiring multiple images with different 

exposure times of a static scene [46] [47]. 
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In this chapter we apply the concept of the Spatially Varying Pixel Intensity (SVPI) to 

laser interferometers. In order to demonstrate this technique we used a Michelson laser 

interferometer. However the technique can be applied on any other type of laser or white 

light interferometers as well.  

 

 

Figure 4.1: (a) An interference pattern obtained from a Michelson laser interferometer at 
camera exposure time set to 300 ms, and (b) an interference pattern obtained from a 

Michelson laser interferometer at camera exposure time set to 50 ms.  

 

 

As discussed in chapter 3, the goal of SVPI technique is to recursively control the 

irradiance received on the imaging sensor at the pixel level to preserve more reliable 

information from the reflected light. In a digital fringe projection system, this goal can be 

fulfilled by controlling the intensity of the projected pattern in the computer, hence no 

physical modification is required in the system. In a laser interferometry system, we 

control the intensity of light reaching the imaging sensor by inserting a spatial light 

modulator (SLM) in front of the imaging system. The SLM is a device which spatially 
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modulates and controls the intensity of the light. There are different types of SLM, which 

can broadly be categorized into two groups: i) Electrically Addressed Spatial Light 

Modulators (EASLM), and ii) Optically Addressed Spatial Light Modulators (OASLM) 

[101].  

In our experiment we used a liquid crystal modulator switched by thin-film transistors 

(TFT), which is in the OASLM category. Figure 4.2 shows a schematic of a liquid crystal 

TFT spatial light modulator. The major components of this device are the back panel, a 

liquid crystal (LC) layer, and the front and back polarizer layers. The back panel consists 

of 600×800 pixels connected by horizontal and vertical lines. Each pixel includes a TFT 

to which a charge storage capacitor is attached. The voltage across the capacitor can be 

changed using the control circuitry. As a result, the local electric field can be controlled 

at each pixel and hence the polarization of the light as well. This leads to controlling the 

intensity of light that can be transmitted through each pixel.  

 

Figure 4.2: A schematic of a liquid crystal spatial light modulator by a TFT switch [102]. 
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First the experimental setup used to implement the SVPI technique in laser 

interferometry will be discussed. The measurement procedure of SVPI technique to 

enhance the dynamic range in a laser interferometer will be discussed in section 4.3, and 

finally the results will be given in section 4.4.  

 

4.2. Experimental Setup 

4.2.1. Instrumentation  

A schematic of a Michelson laser interferometer with enhanced dynamic range is 

shown in figure 4.3. Light from a He-Ne laser (λ=632.8 nm) was coupled into a single 

mode fiber and collimated at the other end of the fiber using a 10x objective lens. The 

collimated beam was transmitted through a 50-50-beam splitter where one beam travels 

through the reference arm and reflects back from the tilted reference mirror. The mirror is 

tilted in order to obtain linear fringes (called carrier fringes) in the interferogram. The 

other beam travels through the object arm to illuminate the measurement sample, which 

is a super polished flat mirror with nominal flatness of less than !
!"

 as reported by the 

manufacturer. Reflected beams from the mirror and the measurement sample combine 

and produce an interference pattern.  

The interference pattern was magnified using a magnifying lens system and was 

projected onto the spatial light modulator. The SLM used in this experiment was a liquid 

crystal display (LCD) taken from a PowerLite S5, EPSON projector, which is optimized 

for light in the red region of the visible spectrum. 

The SLM can control the intensity of light transmitted through each pixel using a 

controller unit.  The pattern on the SLM was imaged on an AVT P Guppy F-146 camera 
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using a zoom lens. The obtained image is transferred to a computer for further phase 

analysis.  

 

 

  

Figure 4.3: A schematic of a Michelson interferometer and the experimental setup 
used to demonstrate dynamic range enhancement technique. 
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Figure 4.4: Experimental setup used for dynamic range enhancement in a 
Michelson laser interferometer using the SVPI technique. 

 

 

4.2.2. Geometrical Alignment 

Geometrical alignment is essential between the SLM and the camera sensor. To 

geometrically align the system, specific voltage was applied to each pixel of the SLM to 

create a known pattern on the SLM, figure 4.5 (a). The pattern on the SLM is then 

imaged on the camera. A linear transformation was used between these two patterns and 
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based on that, the transformation matrix,T!"
!", and the translation vector,  S!", were 

computed.  

 

Figure 4.5: Geometrical alignment between the SLM and the camera. 

 

 

Each pixel on the camera can be traced back to a pixel on the SLM using equation 1, 

where P!"  is a pixel of the SLM and C!"  is the corresponding pixel of the camera. 

P!" = T!"
!"×C!" + S!"   (4.  1)  

  

4.3. SVPI Algorithm Measurement Procedure  

Figure 4.6 shows a flowchart of the algorithm developed to enhance the dynamic 

range in laser interferometry. The basic concept of the algorithm is similar to the one 

presented in chapter 3 for dynamic range enhancement in a digital fringe projection 

system, although some modifications are necessary to apply this concept in laser 

interferometers.  The procedure is explained below.  

(a) (b) 
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First, a specific voltage was applied to the SLM in order to maximize the intensity of 

light passing through all pixels. The exposure time and gain of the camera were adjusted 

to obtain an image, which is the brightest image with no saturated pixels. The average 

value of the bright fringes was chosen to be the maximum acceptable intensity, I!"#. 

Then, a new voltage was applied to the SLM to allow the minimum possible intensity of 

light passing through each pixel of the SLM. It is important to note that, in practice, this 

minimum value is not zero. The exposure time and gain of the camera were adjusted until 

all of the pixel’s values were above the noise level of the camera. At this point, the 

exposure time and gain of the camera were fixed for the rest of the experiment and I!"#  , 

the minimum acceptable intensity, was defined and calculated as the average intensity of 

the dark fringes.  

In order to quantify how effectively the SVPI technique improves the dynamic range 

of the system at each step, the dynamic range coefficient is introduced as below: 

 

K!" =
N!

N! − N!
 (4.  2)  

 
where N! is the number of pixels with intensities within the acceptable dynamic range of 

the camera (I!"#  to  I!"#), N! is the total number of pixels in the camera image, and N! is 

the number of pixels, in which their intensities cannot be adjusted as discussed in the 

previous chapter. 

The noise level of the imaging system was determined by calculating the standard 

deviation of a sequence of images at different times (fluctuation of the light intensity 
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from the mean value). For our system, this number was determined to be δ = 1.15%.  

This value can be used to find the uncertainty in the dynamic range coefficient.  

In order to find the uncertainty of the dynamic range coefficient, dynamic range 

coefficient of a pattern is calculated once based on all the pixels with the intensity I!" 

where  I!"# < I!" < I!"#, and  for I!"# − δ < I!" < I!"# + δ. The difference between 

these two values results in the dynamic range coefficient uncertainty, δK!". This number 

for our system was determined to be δK!" = 0.09. 
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Figure 4.6. SVPI algorithm used to enhance the dynamic range of a laser interferometer. 
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4.4. Experimental Results and Discussion 

Figure 4.7 shows an image taken by the camera with an exposure time set to 500 ms, 

and all the SLM’s pixels are set to transmit the maximum possible light. The camera 

pixels corresponding to the central part of the image are mostly saturated and no correct 

intensity and consequently no phase information can be extracted from this region. The 

dynamic range coefficient of this image is K!" = 0.33± 0.09. 

 

 

Figure 4.7. Image obtained by the camera at exposure time 500 ms.  

 
 

 

We have applied the SVPI technique to this system. Initially, the SLM was adjusted 

to allow maximum transmission and the interferogram was recorded. Figures 4.8 (a) and 

4.8 (b) show the transmission function of the SLM and its corresponding recorded 

pattern.  Figure 4.8 (c) shows the transmission function of the SLM after the first iteration 

of SVPI algorithm. As shown in figure 4.8 (c), in the region where the intensity of 

interference pattern is above I!"#, the SVPI technique adjusts the SLM’s transmission 

function to reduce the intensity of light reaching the camera by 80%. The values on the 

SLM transmission coefficients were 0.2 for all the pixels corresponding to the saturated 
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pixels on the camera, and the remaining pixels’ values were all one. Figure 4.8 (d) shows 

the interference pattern after this first step. Dynamic range coefficient of the 

interferogram, after the first iteration of SVPI algorithm, was increased to K!" = 0.68±

0.09, which shows more than twofold improvement.  

Figure 4.8 (e) shows the SLM transmission function after applying the SVPI 

technique for the second time. In the area where the first iteration of the SVPI technique 

was able to compensate for the excessive transmission of light, and prevent saturation on 

the camera, the SLM transmission function values remained at 0.2. After applying the 

SVPI once there are still many saturated pixels at the central part of the image, therefore 

the transmission coefficients of corresponding pixels on the SLM were adjusted to 0.04 to 

the reduce the light intensity at these pixels even more. Dynamic range coefficient of the 

interferogram was improved to K!" = 0.87± 0.09, which is about 30% improvement in 

the dynamic range from the second image and 128% improvement from the first image 

obtained by the camera. The transmission function of the SLM and its corresponding 

interference pattern are shown in Figures 4.8 (e) and 4.8 (f). 
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  Figure 4.8: (a) Initial transmission of the SLM, (b) image obtained by the camera at 
exposure time 500 ms, (c) modified transmission of the SLM after the first iteration, (d) 
image obtained by the camera at exposure time 500 ms for modified SLM, e) modified 

transmission of the SLM after the second iteration, and (f) image obtained by the camera at 
exposure time 500 ms. 

 

 

In order to find the phase map of the interferograms, the discrete Fourier transform 

technique was applied to the images obtained by the camera at each step [90]. Phase 

information could not be retrieved from the initial interferogram, before applying the 

SVPI technique, due to high level of noise.  

After applying the SVPI technique once, we were able to obtain the phase map from 

the interferogram of Figure 6(d). The 3D height map of the object obtained at this step is 
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shown in figure 4.9. The height variation is on the order of 0.3λ. Figure 4.10 shows the 

obtained 3D height map of the object after applying the technique for the second time. 

The height variation is on the order of 0.1λ, which is close to the nominal flatness of the 

mirror provided by the manufacturer. 

 

 

 

Figure 4.9: Three-dimensional profile of the flat mirror obtained from a Michelson laser 
interferometry after applying the SVPI technique once. 
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Figure 4.10: Three-dimensional profile of the flat mirror obtained from a Michelson laser 
interferometry after applying the SVPI technique twice. 

 

 

4.5. Discussion: 

Comparison of figures 4.9 and 4.10 clearly shows improved measurement precision. 

The results obtained indicate that the SVPI technique can enhance dynamic range of a 

laser interferometry system.  

Higher dynamic range in laser interferometers enables us to inspect a large area of the 

object under measurement since we can simultaneously preserve the correct intensity 

information form the bright central part of the interferogram as well as its dark borders.  

Furthermore, the results obtained from an optically flat surface, indicate that the SVPI 

can also enhance the signal to noise ratio. 

0

20

40

60

80

100

120

140

0

10

20

30

40

50

60

70

80
0

1

2

3

4

5

6

x 10-4

 

 0

1

2

3

4

5

x 10-4

Height	
  (nm)
λ



 
 

95 

Enhancing dynamic range in laser interferometrs is particularly important for 

metrology of surfaces made from different materials such as microelectronic circuits and 

those with curved surface features and steep slopes.  

Our experimental results demonstrated that an interferogram with low dynamic range 

coefficient with high noise level could be transformed into an interferogram with high 

dynamic range coefficient with reduced noise. 
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CHAPTER 5: THREE- DIMENSIONAL PROFILOMETRY OF OBJECTS BASED ON 
ABSORPSION AND OPTICAL FREQUENCY CONVERSION 

 
 
5.1. Introduction 

Recent advancement in manufacturing of objects with unique raw materials offers 

new challenges in optical surface metrology of such objects. In the semiconductor 

industry, superior mechanical properties of micro and nano-crystalline materials 

composed of metal alloys; ceramic and/or polymers give a boost in manufacturing of 

high-power, high temperature and fast semiconductor devices. However, these types of 

materials demonstrate unique optical properties, which lead to serious limitations in 

optical surface metrology of these devices. For example, to enhance the electrical, 

thermal and mechanical properties of some objects such as solder bumps used in flip chip 

industry, nanoparticle alloys of gold, silver or/and copper is usually distributed uniformly 

on them. The presence of these metal alloy nanoparticles creates hot spots in the intensity 

of light reflecting back from such objects, which consequently creates difficulties in the 

optical profilometry of such objects.  

In another example, the remarkable mechanical, electrical, and thermal properties of 

carbon nanotubes [103], [104] makes them an extremely powerful material in 

manufacturing of nano-electronic and nano-mechanical devices. However, from the 

optical point of view, carbon nanotube materials have strong absorption (more than 98%) 

and very low reflectance (less than 2%) in a very wide spectral range [105]. They can be 

considered as a black body material. As discussed in chapter one, the basic principle of 
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optical surface metrology tools is to project an optical signal to the object and analyze the 

reflected light from the object or transmitted light through the object. Therefore, none of 

the existing optical metrology tools could measure the surface of an object composed of a 

black body material, since there would be no or very low reflectivity or transmissivity 

from such objects.  Currently surface measurement of dark or gray objects is a challenge 

due to the low signal to noise ratio of the captured image by the imaging system. 

In this chapter, we introduce a new technique to measure the 3D profile of an object 

composed of unique raw materials based on fringe projection techniques and optical 

wavelength conversion principle. 

The principle of fringe projection technique is discussed in chapter two in detail. In 

the rest of this chapter, first, a brief overview on the basics of optical wavelength 

conversion based on absorption and emission in solid-state materials will be discussed. 

Then, an experimental setup is used to show the concept of profilometry based on optical 

wavelength conversion on a hemispherical object, composed of a specific polymer, which 

fluoresces in the red spectrum under the illumination of blue light or ultra-violet 

wavelength. In the last part of this chapter, 3D profile of a dark, non-reflective object is 

measured based on optical heat induction in the object. 

 
5.2. Absorption and Emission in Solid State Materials   

Light can be absorbed by a solid as the result of intraband transitions [106]. When the 

energy of the light exceeds the band gap energy of the solid, the electrons absorb the 

energy of the light and the electron jumps from a lower energy level to a higher excited 

level. The reverse process can happen when the electrons in the excited states drop to the 

lower level by emitting light usually with the longer wavelength than the initial 
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wavelength of the incident light (Stoke’s shift [107]). The emission process in solids is 

called luminescence.  

The intraband transitions are observed in all types of solids, however luminescence 

does not occur for all solids upon the absorption of light. The process of returning the 

excited electron to a lower level can be through emitting a photon (radiative process) or 

by releasing the excess energy in the form of heat (non-radiative process). 

Broadly, solid state materials can be divided into four main groups based on their 

optical properties, i) crystalline insulators and semiconductors, ii) glasses, iii) molecular 

materials, and iv) metals. 

Most insulators are highly absorptive in the infrared, and ultraviolet spectrum. The 

infrared absorption happens due to the vibrational excitations of the crystalline lattice, 

and the ultraviolet absorption happens due to the absorption by bound electrons. The 

infrared absorption causes electrons to jump to the higher vibrational states, and when 

they decay it may cause the object to heat up locally (non-radiative emission). The 

ultraviolet absorption causes electrons in ground state to jump to the excited electronic 

states with large amount of energy. Ultimately the excited electrons will return to the 

ground state by emitting a photon (radiative process) at a longer wavelength [107].  

Optical properties of glasses are usually the same as insulators. They are transparent 

in visible spectrum, and highly absorptive in ultraviolet spectrum due to the electronic 

transitions. They also emit a broad emission bands mainly in the blue-green spectral 

region depending on the glass composition. Therefore glasses can absorb the ultraviolet 

light and emit in visible spectrum [107]. 
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Semiconductors and molecular materials are strongly absorptive in near infrared and 

visible spectrum; hence they are not optically transparent. These types of materials 

exhibit strong luminescence when their electrons in the valence band jump to the 

conduction band. Figure 5.1 shows a schematic of the absorption and emission process in 

a semiconductor. 

 

  

Figure 5.1 Schematic diagram of the vibrational-electronic transitions in a semiconductor. 

 

 

Metals have very high reflectivity in the infrared to the visible range of the spectrum 

[107]. The high reflectivity in metals is the result of light interaction with the free 

electrons of the metal based on Drude-Lorentz free electron model of metals [107]. If the 

incident light source has a frequency above the plasmonic frequency of the metals, 

usually above the ultraviolet spectrum, the metals become transparent, and the effect is 
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called the ultraviolet transparency of metals. Also, intraband transitions are possible in 

metals from states below the Fermi level [107] to empty levels above it, which can reduce 

the reflectivity of the metals, but in general, metals do not luminescence.   

Therefore, semiconductors, insulators, glasses and molecular materials (such as 

organic compounds) can either emit light from their surfaces or heat up, hence emitting 

long wavelength infrared radiation once they are illuminated with the light source at the 

proper wavelength.  

In this chapter, we have combined the principle of fringe projection technique with 

the wavelength conversion phenomena to improve the signal to noise ratio of the 

interferogram obtained from objects with specific compositions. 

 
5.3. Profilometry of a Hemispherical Polymer Surface using Optical Wavelength 

Conversion  

Hemispherical shape objects composed of a specific polymer, which absorbs the blue 

spectrum of light and emits a fluorescence signal in the red spectrum, were made as test 

samples. Also, small metal chips were added to their surfaces to create hot spots under 

illumination in the image obtained by the camera. Figure 5.2 shows two such prepared 

objects. 
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Figure 5.2 Hemispherical shape objects composed of a unique polymer combination. 

 
 

A sinusoidal fringe pattern at the blue wavelength was projected onto the sample. A 

portion of the blue light reflects back from the surface and some light is absorbed by the 

surface, which causes the object to fluoresce in the red spectrum. First, the combined 

reflected blue, and the emitted red signal from the object were observed using a CMOS 

color camera. Figure 5.3 shows a schematic of the setup implemented in the experiment 

as well as the reflected pattern obtained by the camera.  

 

 

Figure 5.3 (a) A schematic of the fringe projection setup used for profilometry of a 
hemispherical shaped object composed of a specific polymer, and (b) the reflected image 

obtained by the CMOS camera.  
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Due to the spherical shape of the object and the added metal chips to the surface, a 

large area of the obtained pattern is saturated. Consequently, the phase information of the 

saturated pixels cannot be recovered correctly. 

Then, a long pass optical filter, which only passes wavelengths greater than 550 nm is 

placed in front of the camera to block the blue light reflecting back from the sample. As a 

result only the red light, which is the fluorescent signal from the object’s surface reaches 

the camera’s sensor. Figure 5.4 shows the experimental setup used to implement the 

concept, as well as the fluorescence pattern emitted from the sample’s surface. 

 

 

 

Figure 5.4 (a) The experimental setup used for profilometry of a hemispherical shaped 
object using the wavelength conversion technique, and (b) the emitted florescence pattern 

from the object obtained by the CMOS camera. 
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blue light source, becomes a secondary point source itself and fluoresces the red light in 

all directions. As a result, despite the steep slopes of the object, the light uniformly 

reaches the camera from the entire object.  

In general, the curved shape of the object effectively acts as a lens (or curved mirror) 

with a given numerical aperture with an optical axis normal to the surface, locally. This 

will limit the ability of the system to collect the entire signal reflecting back from the 

surface. However, the wavelength conversion produces light in all directions that is not 

dependent on the shape of the object and the emission solid angle could exceed 2𝜋 

allowing more light to be collected by the imaging system. 

Figure 5.5 schematically compares the amount of light reaching the detector in the 

case where the camera observes the reflected light from the object surface versus the case 

where the camera observes the emitted fluorescence light from the object’s surface. In the 

reflected mode, the amount of light reaching the camera is highly affected by the 

geometry of the object, while in the fluorescence emission mode, the amount of light 

reaching to the camera is less dependent on the shape of the object.  
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Figure 5.5: (a) A schematic of the fringe projection profilometry based on reflected light, 
and (b) a schematic of the fringe projection profilometry based on wavelength conversion. 

 
 
Figure 5.6 (a) shows the phase calculated by the four-step phase shifting algorithm of 

the obtained images from the reflected blue light, and figure 5.6 (b) shows the phase of 

the fluorescence emitted light.  

 

 

Figure 5.6 (a) Calculated phase of the blue reflected light using a four-step phase shifting 
algorithm. (b) Calculated phase of the red fluorescence emitted light using a four-step phase 

shifting algorithm. 
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Figure 5.7 (a) shows the Fourier spectrum of the calculated phase in the reflection 

mode, and figure 5.7 (b) shows the Fourier spectrum of the calculated phase in the 

fluorescence mode.  

  

 

 

Figure 5.7 (a) Fourier spectrum of the phase component of the reflected blue signal, and (b) 
Fourier spectrum of the fluorescence red signal. 
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The Fourier spectrum of the calculated phase of the reflected blue pattern contains a 

large amount of noise, which dominates the signal. The signal to noise ratio for this 

image is 18%, Figure 5.7 (a).  

The noise level for the fluorescence pattern is reduced significantly, Figure 5.7 (b), 

and the signal to noise ratio of this pattern is 116% which indicates six fold improvement 

in the signal to noise ratio. 

In order to obtain the unwrapped phase map of the signal, we used a window Fourier 

transform algorithm combined with the quality-guided unwrapping technique. Figure 5.8 

(a) shows the unwrapped phase map calculated from the blue reflected signal and figure 

5.8 (b) shows the unwrapped phase map calculated from red fluorescence emitted signal.  

 

 

 

Figure 5.8 (a) Unwrapped phase map constructed from the blue reflected pattern, and (b) 
unwrapped phase map constructed from the emitted red pattern. 
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Comparison between Figures 5.8 (a) and 5.8 (b) clearly shows that using optical 

wavelength conversion in situations where the test object can be excited to fluoresce 

improves the signal to noise ratio in a fringe projection profilometry system, hence, a 

more accurate and reliable phase can be obtained from the object with complex geometry 

compared to the conventional fringe projection profilometry. 

As mentioned in section 5.2, some of the materials do not fluoresce upon absorption 

of the light. Instead they heat up in a non-radiative process. In the next section difficulties 

in metrology of dark, non-reflective objects and the principle of light absorption and heat 

induction in such objects will be discussed.  

The concept of wavelength conversion from visible spectrum to deep infrared (heat) 

spectrum will be used in a fringe projection system to enhance the signal to noise ratio 

and to demonstrate an optical technique for the metrology of dark, non-reflective objects. 

 
5.3. Optical Profilometry of Dark Objects Based on Optically Induced Heat 

Profilometry of dark/gray objects is currently a challenge in the field of optical 

metrology due to low or no light being reflected from this type of objects. 

When a light beam is incident on a bulky medium, some portion of the light reflects 

from its surface while the rest enters the medium and propagates through it. If the 

frequency of the light resonates with the transition frequencies of the atoms in the 

medium, absorption occurs, and the beam will be attenuated as it progresses through the 

medium. The absorption of light by the medium is quantified by the absorption 

coefficient, which is defined as the fraction of the power absorbed in a unit length of the 

medium (Beer’s law) [107]. A black, non-reflective object absorbs almost all of the 
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energy of the incident light and locally heats up as a result of thermal agitation of its 

composing molecules [107]. The thermal energy generated in the medium is then 

dissipated into its bulk by conduction. The Fourier law [108] describes the conduction 

rate in the matter as, 

 
𝒒 = −𝑘𝐴𝛁𝑇   (5.  1)  

 
where q is the heat flow rate vector, k  is the thermal conductivity of the medium, A   is the 

cross-sectional area in the direction of the heat flow, and ∇T is the gradient of the 

temperature. When light hits the object, some portion of its irradiant power converts to 

heat energy. Considering the linear conversion between the generated heat and the 

irradiant power, q = η ∙ P = η ∙   I ∙ A, η  is a constant, in which its value depends on the 

absorption and thermal properties of the material, I is intensity of the light and A is the 

cross-sectional area in the direction of illumination. The Fourier law in terms of intensity 

can be written as, 

 
𝛁𝑇 = −(𝜂  /𝑘)𝐼𝐧   (5.  2)  

 

where n  is the unit vector in the direction of heat flow on the surface. When a material is 

illuminated by a sinusoidal light pattern I x, y = I!cos  (ω!x+ω!y), where ω! = 2πv! 

and ω! = 2πv!   are the angular modulation of the pattern in x and y directions, its 

surface temperature profile can be obtained by solving Eq. 5.2. 
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𝑇 𝑥,𝑦 = −
𝜂𝐼!
𝑘 (

1
𝜔!

+
1
𝜔!
)  𝑐𝑜𝑠(𝜔!𝑥 + 𝜔!𝑦)  

(5.  3)  

  

Therefore, the heat pattern created by a sinusoidally varying light pattern is also a 

sinusoidal, in which the height distribution of the test sample modulates the phase 

distribution of the heat pattern, ϕ x, y . 

  

𝑇 𝑥,𝑦 = T!  𝑐𝑜𝑠(𝜔!𝑥 + 𝜔!𝑦 + 𝜙 𝑥,𝑦 )   (5.  4)  

where,  

𝑇! = −
𝜂𝐼!
𝑘 (

1
𝜔!

+
1
𝜔!
)     (5.  5)  

  

 
Therefore by analyzing the heat pattern with one of the common fringe analysis 

techniques discussed in chapter 1, we are able to extract the modulated phase and 

consequently reconstruct the 3D profile of a dark object.  

 Another important factor that needs to be addressed is finding the proper acquisition 

time in which the height information of the object is correctly reflected in the phase of the 

heat pattern. Absorption and thermal properties of material affect the energy transfer 

process between the light source and the sample, and therefore the time required for 

converting the maximum energy of the light into heat can vary from one object to 

another. Also the heat created on the surface will eventually dissipate through the 

material bulk, which results in a change of the periodic shape of the heat pattern and 

consequently disturbs the recorded signal. Therefore it is essential to find an optimum 
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time, which is long enough for the object to convert the maximum energy of the projected 

light into the heat, and short enough to avoid heat diffusion. 

5.3.1. Experimental Setup and Results 

A schematic of the experimental setup for 3D profilometry of a dark object using the 

heat induction technique in fringe projection is shown in Figure 5.9. 

 

 

  

Figure 5.9: A schematic of a heat induction technique using a fringe projection 
configuration. 

 

 

We used a conventional projector to illuminate the sample with a sinusoidally 

structured pattern in the visible wavelength. It should be noted that depending on the 

absorption properties of the object under measurement, one can choose a light source 
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with a specific spectral profile to optimally heat up the object by light illumination.  The 

induced periodic heat pattern on the surface was then captured using a long wavelength 

infrared camera. Figure 5.9 shows the experimental setup used for the “Heat Induced 

Moiré” technique. The sample under measurement was a black egg-holder shaped object 

with very low reflectivity in the visible spectrum.  

 

 

Figure 5.9: Experimental setup for profilometry of a black egg-holder shape object based 
on optical wavelength conversion from visible to deep infrared spectrum.  

 

 

Figure 5.10 (a) shows the reflected heat pattern obtained from the test sample using a 

heat camera and figure 5.10 (b) shows the reflected visible pattern of the same sample 

obtained by a conventional visible camera.  The fringe visibility of the periodic heat 

pattern obtained by the heat camera is more than two times better than the fringe 

visibility of the visible reflected pattern obtained by the visible camera.  
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Figure 5.10: (a) Image obtained from a dark egg-holder shape object by the infrared 
camera, and (b) image from the dark egg-holder shape object by a conventional camera at 

visible spectrum. 

 

 

Figure 5.11 (a) shows the one-dimensional profile of the heat pattern obtained by the 

IR camera along the blue line indicated. The form of the profile was removed using a 

polynomial fit in Matlab and the best fit sinusoidal function was found using the least 

square regression model to obtain the frequency of the fringe pattern, figure 5.11 (b). The 

same process has been applied on the 1D profile of the reflected fringe pattern obtained 

by the visible camera, figure 5.12 (a), and 5.12 (b). Due to high level of noise in the 

image obtained from the visible camera, the correct spatial frequency could not be 

obtained while the spatial frequency obtained from the heat pattern accurately matches 

the projected signal. The calculated SNR of the fringe pattern obtained by the heat 

camera is 10 times better than the SNR of the fringe pattern obtained by the visible 

camera. These results indicate that, for objects composed of dark, non-reflective material, 

analyzing the heat fringes gives more reliable information from the object compared to 

the reflected fringes in the visible spectrum. 

(a) (b) 
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Figure 5.11: (a) One dimensional profile of the heat pattern along the blue dotted line and 
the best fit polynomial to the profile, the green curve, and (b) the form-free profile of the 

pattern along the blue dotted line. The red plot is the best sinusoidal fit to the obtained heat 
pattern, (SNR = 0.309). 

 

 

Figure 5.12: One-dimensional profile of the heat pattern along the blue dotted line and the 
best fit polynomial to the profile, the green curve, and (b) the form-free profile of the pattern 
along the blue dotted line. The red plot is the best sinusoidal fit to the obtained heat pattern, 

(SNR = 0.038). 
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Another important factor that needs to be considered before retrieving the phase from 

the heat pattern using the conventional fringe analysis technique, is to find the optimum 

time in which the heat patterns follows a sinusoidal structure.  

In our experiment, in order to find the proper acquisition time, we illuminated a 

predefined fringe pattern with a specific frequency and intensity to a flat object with the 

same thermal properties of the test object. Then a series of heat patterns at different times 

were obtained using the IR camera. All images were analyzed in Matlab by finding the 

best sinusoidal fit for each heat pattern using the least-square regression model. We 

defined a coefficient of determination (CD), which basically calculates the difference 

between each heat pattern with its best sinusoidal fit, equation 5.6. 

 
𝐶𝐷 = (𝐼 𝑥,𝑦 − 𝐼! 𝑥,𝑦 )!

!,!

   (5.  6)  

 
where I x, y  is the value of the obtained heat pattern, and I! x, y  is the value of the fitted 

pattern at each point.  

The image with a minimum value for the CD is the pattern with the closest shape to a 

perfect sinusoidal. The corresponding capture time of the selected image was then used as 

the optimum acquisition time for the rest of the experiment. Figure 5.13 shows a set of 

images obtained by the heat camera from a flat object at different times. A cross sectional 

profile of each image compared with the best sinusoidal fit and the CD was then 

calculated. For our test sample, the minimum CD value occurred at 15 ms.  
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Figure 5.13: Heat patterns of a flat object obtained at different times and the profile of each 
pattern compared with its best sinusoidal fit. 

 

 

In our work we used the Fourier transform technique to analyze the profile of the test 

object. Figure 5.14 shows the heat pattern obtained by the heat camera from a single 

bump of the test sample along with its calculated profile.  
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Figure 5.14. The sinusoidal heat pattern from one bump of the dark egg-holder shape object 
using the infrared Moire technique, and the reconstructed height map of the object. 

 

 

The reconstructed profile precisely shows the height variation of the object’s surface. 

The peak to valley of a single bump shown in Figure 5.14 is 10.86 cm.  We also used a 

deformed egg-holder as a second test object. Figure 5.15 shows the heat pattern obtained 

by the heat camera from two bumps of the second test sample. The reconstructed profile 

of the object shows two bumps with different peak to valley values of 10.46 cm and 8.32 

cm. 
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Figure 5.15: The sinusoidal heat pattern from two bumps of the dark egg-holder shape 
object using the infrared Moire technique, and the constructed height map of the object. 

 

 

 5.4. Discussion 

Results obtained from both radiative (fluorescence) and non-radiative (heat) 

wavelength conversion phenomena combined with the fringe projection 3D profilometry 

technique verified that this technique can enhance the SNR of the acquired fringe pattern 

obtained from objects made from some unique materials, hence the precision of the 

measurement will be improved. Additionally, in this technique the surface becomes a 

large format incoherent source that emits light in all directions, which increases the 

effective numerical aperture of the system, and the measurement becomes less dependent 

on the geometry of the object. 
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   CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
 
6.1. Conclusions 

In this research effort, we have developed several solutions to stretch the capability of 

laser interferometers, and fringe projection systems for 3D profile measurement of 

objects with complex geometry and/or complex compositions. 

One main limitation in metrology of complex objects using fringe projection and laser 

interferometer profilometry systems is the limited dynamic range of their imaging units. 

Usually, complex objects show a larger level of reflectivity upon illumination compared 

to what can be captured by a conventional camera. As the result, some information in the 

reflected light from the object cannot be correctly recorded by the camera, which limits 

the capability of the system to calculate the correct height map of the object under 

measurement. 

We have developed the Spatially Varying Pixel Intensity (SVPI) technique as a tool 

to enhance dynamic range in both digital fringe projection 3D profilometry system and 

laser interferometers. 

The main goal of SVPI technique is to control the irradiance received on the imaging 

system at pixel level, hence most information recorded by the camera contains reliable 

information from the object under measurement. 

In chapter 3, the implementation of SVPI technique on a digital fringe projection 3D 

profilometry system was described. The high dynamic range fringe images were acquired 

by recursively controlling the intensity of the projection pattern at pixel level based on 
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the feedback from the reflected images obtained by the camera. The SVPI technique 

algorithm introduced in chapter 3 was developed for a digital fringe projection system. 

We first verified the technique by a simulation in Matlab. The result of simulation 

indicated that the SVPI is not only capable of controlling the intensity of light received 

by the camera but also it can reconstruct the true intensity value of each pixel by applying 

the inverse analysis, and finally calculate the correct phase map of the object under 

measurement. 

Three different fringe projection profilometry setups were developed, and SVPI 

algorithm was incorporated to experimentally verify the concept on 3D profilometry 

surface measurement of complex objects with different sizes ranges from several 

micrometers to tens of centimeters.  

The first setup was developed for 3D profilometry of a calibration ball with a couple 

of millimeters diameter. The calibration ball has a wide range of reflectivity towards the 

camera due to its spherical shape with large slopes on the sides; therefore a conventional 

fringe projection system, which utilizes a conventional 8-bit camera is not capable of 

reconstructing the entire shape of the object. We applied the SVPI technique to this 

system and the results showed that the SVPI was able to stretch the capability of the 

fringe projection system by enhancing the dynamic range by 20%, and hence a full-field 

3D profile of the object was reconstructed.  

A stereomicroscope-based fringe projection system was constructed, and SVPI 

algorithm was incorporated for a reliable 3D profile measurement of solder bumps. 

Solder bumps are semi-hemispherical shaped bumps with diameters on the order of 80-

100 μm and approximately 25-50 μm of height, which are grouped in thousands on a 
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package substrate to provide the electrical input/output connections in semiconductor flip 

chip technology. Due to the spherical shape of the bumps and their composition, the 

intensity level of light reflecting off these structures are much higher than the dynamic 

range of any conventional camera used in a fringe projection 3D profilometry system. 

Hence, none of the fringe projection profilometry systems are capable of measuring the 

entire shape of these structures. However, using the SVPI algorithm enhanced the 

dynamic range of the stereomicroscope based fringe projection system and consequently 

allowed acquisition of a full-field 3D map of the solder bumps. Also, the fitting algorithm 

is applied to the acquired 3D profile of the bumps to estimate the sharp boundaries 

between the bumps and the substrate. 

The third fringe projection setup was constructed to apply the SVPI technique for 

inspection of a large format hemispherical shaped industrial object. The results showed 

that the SVPI technique could enhance dynamic range of such systems by 40% and hence 

reconstruct the entire 3D profile of the object.  

In chapter 4, the concept of SVPI technique was used to enhance dynamic range in 

laser interferometers. A modified SVPI algorithm was developed and verified 

experimentally. The modified SVPI algorithm was incorporated in a Michelson laser 

interferometer to measure the profile of a super polished flat mirror with nominal flatness 

of less than λ/10.  

The interferogram of such an object using a typical Michelson laser interferometer 

has a bright central part and very dark borders due to Gaussian distribution of the 

interfering beams. Therefore, full-field phase information from such an interferogram 

cannot be obtained using conventional laser interferometers due to the limited dynamic 
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range of their imaging system. In order to implement the concept of SVPI technique in a 

Michelson laser interferometer, we placed a spatial light modulator (SLM) in front of the 

camera to spatially control the irradiance of the interferogram on the camera at pixel 

level. The SVPI technique improved the dynamic range of the system by 128 %. 

As a result, we were able to inspect a larger area of the object under measurement 

since we were able to simultaneously preserve the correct intensity information from the 

bright central part of the interferogram as well as its dark borders. Furthermore, the 

results obtained from an optically flat surface indicated that the SVPI can also enhance 

the signal to noise ratio at each iteration, and the results are more robust to the noise in 

the system. 

In chapter 5, we introduced a novel technique based on the concept of optical 

wavelength conversion to stretch the capability of fringe projection 3D profilometry 

systems in inspecting objects composed of unique raw materials.  

First, an experimental setup was used to demonstrate the concept of 3D profilometry 

based on optical wavelength conversion on a hemispherical object, composed of a 

specific polymer, which fluoresces under the illumination of the blue light. The results 

indicated that the proposed technique improved the SNR of the system six fold. As a 

result, a more accurate 3D profile of the object was reconstructed using the proposed 

technique compared to the one constructed by a conventional fringe projection 

profilometry system. 

In the second part of chapter 5, an experimental setup was developed for 3D profile 

measurement of an optically dark, non-reflective object based on wavelength conversion 

technique. Dark objects do not reflect light in the visible spectrum due to their high 
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absorption coefficients at these wavelengths; instead they absorb the energy of light and 

convert its energy to deep infrared (heat) wavelength. In our experiment we used a heat 

camera, to detect the optically induced heat pattern onto the object surface, and based on 

the deformed heat pattern and by using the conventional fringe analysis technique we 

were able to construct the 3D profile of an egg-shaped holder object composed of dark 

material. 

In conclusion, the results obtained in this research effort indicate that both SVPI 

technique and profilometry based on optical wavelength conversion technique enhance 

the capability of optical-based surface metrology tools for a more reliable and robust 

surface inspection of objects. We mainly focused on digital fringe projection technique 

and laser interferometers, but the proposed techniques can incorporate other optical 

metrology tools with proper implementation. 

 
6.2. Future Work 

The measurement results in chapter 3 and 4 showed that SVPI technique is very 

powerful to enhance dynamic range in both fringe projection and laser interferometer 

systems, which ultimately improves the accuracy of the final height map of the objects 

under measurement using the mentioned instruments. The SVPI technique can adapt 

itself based on the feedback received from the object in real time. Therefore it can be a 

good candidate for in-line, real time measurements. Our current setups developed for 

both fringe projection and laser interferometers require at least a couple of minutes to 

reconstruct the height-map of the object. Future research for SVPI technique needs to be 

focused on decreasing the overall measurement time for a fast, real-time inspection of the 

part by automating the system and investigating faster fringe analysis techniques for 
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specific applications. Also, the overall performance of the technique can be improved 

using a higher resolution projector and camera. 

Another approach for future work in the SVPI technique is to incorporate the 

technique with the dual Moiré laser interferometer system [18] to enhance dynamic range 

in both Moiré technique and laser interferometer. The combined technique enables us to 

obtain a reliable full-field measurement of complex objects with high-resolution features 

on top of them.  

Profilometry based on optical wavelength conversion was another topic in our 

research. The results obtained in this research showed that this technique is capable of 

surface profilometry of dark, non-reflective objects. One approach for future research in 

this area is to investigate the effect of this technique in measuring uniformity in the bulk 

objects (including dark objects) by periodically illuminating the sample with a plane 

uniform light wave. It has been shown [109] that when a solid is periodically illuminated 

with a sinusoidal modulated intensity, equation 6.1, the distribution of the heat through its 

bulk also follows a sinusoidal equation, in which its intensity attenuates as it propagates 

through the bulk of the object, equation 6.2. 

 
𝐼 𝑡 = 𝐼!  (1+ cos𝜔𝑡))/2 (6.1)  

 
where, 𝜔 = 2𝜋𝑓, is the angular modulation frequency, and 𝑡 is the time. 

 

𝜗 𝑥 =   
𝐼!

2𝜀 𝜔
exp −

𝑥
𝜇 cos  (  

𝑥
𝜇 +

𝜋
4) 

(6.2)  

 

where, 𝜀 is the thermal effusivity of the object which indicates the amplitude of the 
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temperature at the sample surface, and 𝜇 =    !!
!

 , where 𝛼 is the thermal diffusivity of 

the object, which determines the rate at which a temperature variation propagates through 

the material.  

Therefore, if we periodically illuminate the sample from one side of the object, and 

monitor the heat distribution from the other side of object, we will observe a sinusoidal 

heat pattern, in which any non-uniformity of the object will cause a phase modulation. 

Figure 6.1 shows a simple schematic of the possible experimental setup for this 

technique. 

 

 

Figure 6.1: Simple schematic for 3D thermal imaging of an object to detect non-
uniformity. 
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