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ABSTRACT

ROJAN BHATTARAI. Adaptive control of renewable energy resources for
improving the dispatchability and operational stability of renewable energy

integrated power system. (Under the direction of DR. SUKUMAR
KAMALASADAN)

This dissertation presents a measurement based adaptive control framework for renew-

able energy resources (RER) in order to improve the dispatch-ability and operational

stability of renewable energy integrated bulk power grid. The proposed technique

identi�es a system model in real-time based on the input and output data which is

then utilized to design a control framework. This approach is utilized as it provides

control based on a dynamically changing linear model of the system at various oper-

ating points as opposed to the conventional control design technique based on a static

model at a single operating point. In this work, recursive least squares (RLS) tech-

nique is utilized for the system identi�cation and minimum variance control (MVC) is

used to minimize the variance of the system output from its reference set-point. The

work focuses both on local control of RER as well as utilization of RER to support

the bulk power grid. Also, it has been demonstrated that the proposed technique

enhances the reliability of RER, as the dependency of the RER control on multi-

ple sensors is minimized. It has also been demonstrated that proposed identi�cation

based technique can lead to better damping of system oscillations as it updates the

linear model of the power system based on the changing operating point as opposed

to conventional damping control techniques. The design technique is discussed, and

the performance analysis is studied on various test systems using dynamic simulations

in order to validate the merits of the proposed control technique. As the proposed

technique is dynamically adjusting online, the results show better performance when

compared to the conventional control technique for RER.
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CHAPTER 1: INTRODUCTION

1.1 Wind Power: Worldwide and US scenario

Wind energy has emerged as a promising source of renewable energy over the past

decade. The global cumulative installed wind power capacity has grown to 486.79

GW in 2016 from about 23.9 GW in 2001 [1]. And, the trend shows an almost

exponential growth in the power production from wind energy with rise of 12.5% in

2016 as compared to previous year. This phenomenal increment in the wind energy

can be attributed to the rising concerns about the environmental issues, increasing

cost of fossil fuels, and also research and development in the �eld of innovative cost

reducing technology in power electronics and in wind turbines. Figure 1.1 shows the

changing trends for wind power capacity from 2001 to recent years.

In 2015, the US wind industry installed 8,598 MW of new capacity across 20 states,

which is 77% increase over 2014 and the third highest annual total in history. With

the new installations, the total wind power capacity in the US rose upto 74,471 MW,

enough to power 20 million average American homes. Wind energy has supplied 30%

of all new power capacity additions in US over the last 5 years and in 2015 represented

41% of new capacity additions [1].

The key barriers to wind energy developments in the US are the long term policy

instability and inadequacy of transmission systems. In August 2015, the Environmen-

tal Protection Agency (EPA) released the �nal rule of the Clean Power Plan (CPP).

With the CPP rule the emission from most of the fossil generating units is expected

to reduce and the total carbon emissions by this rule is estimated to be 32% of the

2005 levels by 2030. According to economic analysis from the US Energy Informa-

tion Administration (EIA) of the CPP, wind energy can supply the majority of the
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Figure 1.1: Global Cumulative Installed Wind Capacity from 2001 to 2016 [1].

lowest-cost CPP compliance mix [1].

The second major policy development occurred late in 2015 when congress passed a

multi-year extension of the Production Tax Credit (PTC) and Investment Tax Credit

(ITC), securing the predictable business environment needed to keep US factories

open and further scale up American wind power. In 2003, when the PTC expired

without being renewed, the new installations amounted to 389 MW in 2004, as com-

pared to more than 2400 MW annually in each of the following years after the PTC

was renewed in late 2004.

In 2015, the US Department of Energy (DOE) released its "Wind Vision: A New

Era for Wind Power in the United States" report which shows that wind energy

can supply the US with 10% of the country's electricity by 2020, 20% by 2030, and

35% by 2050 and provides a road map for how to get there. By providing 20% of

the nation's electricity by 2030, wind energy would support 380,000 jobs, US $650

million in annual lease payments to landowners, and nearly US $1.8 billion a year in

tax payments to communities [5].

Figure 1.2 shows the cumulative installed wind capacity on various nations around
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Figure 1.2: Nation-wise Cumulative Installed Wind Capacity as of December 2016
[1].

the world as of December 2016. It can be observed that US market covers a huge

share of the overall cumulative installed wind capacity after PR China.
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A typical modern wind turbine (WT) generates usable amount of power over 90%

of time however, most of those time, it is at less than full capacity, which makes

the capacity factor of wind power plants lower than the conventional power plants.

Capacity factor is de�ned as the ratio of actual electricity production over the total

production if the plant was running continuously at full capacity. The capacity factor

of wind farms depends mainly location of and technology used in wind farms. For

wind units, a capacity factor of 0.25-0.3 can be considered as reasonable and a capacity

factor of 0.4 as very good [6].

1.2 Wind Energy Conversion Systems

The modern wind energy conversion system (WECS) includes turbine rotor, gear-

box, generator, transformer and power electronics converters. The turbine rotor cap-

tures the wind energy by means of aerodynamically designed blades and converts it

to rotating mechanical energy, which is eventually converted into electrical energy

through the generator and is transferred to grid through transformers and transmis-

sion lines. The rotor blades rotate at a low speed but with high torque, which is

converted to high speed using set of gearboxes. If multi-pole machines are to be used,

gearbox may not be a necessity. It is important to control and regulate the converted

mechanical power at higher wind speeds, as the power in the wind is proportional to

the cube of the wind speed.

The mechanical power conversion control is done by using either stall control or

pitch control [7]. Stall control techniques are of two types, in one of them, the

position of the rotor blades is �xed but stall of wind turbine appears along the blade

at higher wind speed, in other, also called active stall control, the rotor blade angles

are adjusted to create stall along the blades. And, in pitch control, the blades are

turned out of the wind at higher wind speed in order to limit the turbine speed as

well as the power output of the WT.
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1.2.1 Horizontal and Vertical Axis Wind Turbines

From the physical setup viewpoint, there are horizontal axis wind turbines (HAWT)

and vertical axis wind turbines (VAWT). As the name suggests, HAWT have rotor

blades that rotate about an axis that is parallel to the ground whereas, air�ow and

the rotor blades in VAWT rotate about an axis which is perpendicular to the ground.

Common examples of HAWT are the old-style Dutch windmill and modern wind

turbines and that of VAWT are the Darrieus (curved blades) and Savonius (scoop

blades) [8].

Almost all of the modern day wind turbines are HAWT, especially because they are

more suitable for harnessing the higher and smoother wind speed at higher altitude

[8].

1.2.2 Drag and Lift Powered Motion

The rotation of both HAWT and VAWT can be powered predominantly by lift or

drag force depending on the design of the blade. In drag design, the wind pushes

the blade out of the way. The rotational speed is typically slower. Due to their

high torque capabilities, drag powered turbines are suitable for pumping, sawing or

grinding. The typical example of such design is the old style Dutch windmill. In lift

design, the blade cross section has an airfoil shape so that when the wind passes by

the blade, the pressure on the lower surface is higher and hence lifts the blade. The

same principle allows airplanes and birds to �y. Lift powered turbines have much

higher rotational speed than drag-powered turbine and are well suited for electricity

generation . In general, lift machines are more e�cient than their drag counterpart

[9].

1.2.3 Number of Blades

In order to extract a maximum amount of wind power, each blade should interact

as much as possible with the wind passing through the swept area. Swept area is the
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total area covered by the WT rotor blades. Hence the lesser the blades the higher

the rotational speed of the turbine, as the blades have to move faster to `�ll up' the

swept area. In theory, the more blades a turbine has, the more e�cient it should be.

However for larger number of blades there is more interference and a blade is more

likely to pass in the disturbed weaker �ow of the previous blade. In practice, low-

solidity turbines tend to have a higher e�ciency [10]. Blade solidity is an important

design parameter for the axial �ow impeller and is de�ned as the ratio of blade chord

length to pitch.

From a structural stability viewpoint, the number of blades of lift powered HAWT

should be odd and greater or equal to 3, in which case the dynamic properties of

the turbine rotor are similar to those of a disc. For an even number of blades, the

structure is subject to more important bending forces because when a blade is in the

uppermost position receiving most wind power, another blade is in the lowermost

position in the shadow of the tower. The majority of commercialized modern wind

turbines are two or three bladed [11]. Sometimes, even a single bladed design are used

to save the cost of blades. However these turbines require more complex structural

design to avoid heavy shocks (two-bladed turbines require a teetering hub, one bladed

turbines require a counterweight on the hub) and are visually more intrusive due to

their higher rotational speed as compared to three bladed turbines.

1.2.4 Betz Limit

An important operational characteristic of WTs is the Betz limit. It indicates the

theoretical maximum amount of wind energy that can be extracted by a turbine. If

turbines were 100% e�cient all the air�ow energy would be extracted and the �ow

speed after passing through the turbine would be zero, which is impossible. In 1928,

Betz showed that under ideal assumptions (uniform rotor disk with in�nite number

of blades) the maximum e�ciency of a turbine is 16/27 (59.3%). In practice, this

coe�cient is less due to non-idealities (wake rotation behind the rotor, �nite number of



7

Figure 1.3: Major Components in a Modern Wind Turbine Generator System [2].

blades, blade-tip losses, frictional drag, etc). Present turbines have e�ciency around

30-40% [10] .

1.3 Components in a Wind Turbine

The major components of a modern wind turbine generator (WTG) system is

shown in Figure 1.3. The turbine is formed by the blades, the hub and the connecting

components (bearings, pitching actuators). It transforms kinetic energy in wind into

mechanical energy. For multi-megawatt turbines, dimensions are large with blade

length ranging from 35-60 meters.

The drive train is formed by the turbine rotating mass, low-speed shaft, gearbox,

high speed shaft and generator rotating mass. It transfers input power (turbine
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mechanical power extracted by rotor blades from wind) to the point where useful

power (generator mechanical power) is used. In most cases, a gearbox is required

because the rotating speed of the turbine is much lower than that of the generator.

For multi-MW units the gearbox ratio is about 50-100 as the typical speed range of

the turbine is 10-20 rpm while for the generator it is about 1000-2000 rpm [2]. For

smaller wind turbines, the turbine speed is higher, hence the gearbox ratio may be

less than 50 [12].

The generator converts mechanical power into electrical power. For variable speed

generators, an AC-DC-AC converter is required. Usually the generator produces

power at 690 V and a transformer steps up this voltage to 33 kV for underground

cable transmission [13]. The transformer may be placed at the bottom of the tower

[14] or in the nacelle for losses consideration [15]. The power is then transmitted to

the wind farm substation where a further voltage step-up may be done to 110 to 765

kV for long distance transmission [13].

Other components include the anemometer and vane which measure the wind speed

and direction respectively. Wind speed measurement is used to start and stop the

turbine. Wind direction measurement is used by the yaw-control mechanism. Devices

such as electric fans and oil coolers are used to cool the gearbox and generator.

1.4 Wind Turbine Generator Concepts

The WTGs are most commonly sorted into two major categories based on the

speed of rotational speed of the generator as `�xed speed turbines' and `variable speed

turbines'. From these two major categories, four WTG technologies are commercially

prevalent and available for utility size applications. They are:

1. Fixed Speed WTGs with Squirrel Cage Induction Generators (SCIGs) - Type 1

2. WTGs with Wound Rotor Induction Generator (WRIG) and limited speed vari-

ation through an external resistor - Type 2
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3. Doubly Fed Induction Generator (DFIG) with variable speed range - Type 3

4. Permanent Magnet Synchronous Generator (PMSG) or an induction machine

(cage or wound rotor) with a full converter and variable speed range - Type 4

Of these most commonly used WTGs, type 3 or DFIG based WTG con�guration is

predominantly used and covers the largest market share [16]. This dissertation work

will primarily focus on the control of DFIG based WTG and analysis of power grid

with large penetration of type 3 WTGs.

1.4.1 Type 1 Wind Turbine Generators

The schematic of type 1 WTG is shown in Figure 1.4. In this type of WTG

con�guration, the induction generator is directly interconnected to the power grid.

The speed of operation of the generator is determined by the gear box and the number

of pole pairs of the induction generator. These are least expensive type of WTG, but

also are highly rugged and reliable as there are no slip rings involved.

However, this con�guration extracts sub-optimal amount of energy from the wind

as they operate in a �xed speed. In addition, they require reactive power support

from capacitor banks in order to not to draw magnetizing reactive current from the

grid. Danish manufacturers tried to overcome the disadvantage of sub-optimal energy

extraction by utilizing two generators of di�erent ratings and pole pairs or using a

single generator with two separate windings having di�erent ratings and pole pairs

[17]. This arrangement resulted in increased energy extraction and also reduced the

magnetizing losses at low wind speeds, but the overall cost increases.

1.4.2 Type 2 Wind Turbine Generators

Type 2 WTGs typically include a WRIG with a variable speed external resistance

connected in series with the rotor windings. A limited range of speed variation is

achieved through the external resistor [17]. The torque speed characteristics of the

machine can be manipulated by varying the external resistance. The rotor resistance
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Figure 1.4: Schematic Diagram of Type 1 Wind Turbine Generator.

Figure 1.5: Schematic Diagram of Type 2 Wind Turbine Generator.

can be mounted on the rotor shaft and can be controlled using optical signals, which

avoids the need of slip rings. The external resistor are pulsed using a DC chopper

circuit with a variable duty cycle. This results in a variable resistance without any

moving parts. This WTG allow the generator speed to vary within a 10% range so as

to provide a constant power output even at changing wind conditions. The generator

always operates at a variable slip above synchronous speed. This arrangement still

lacks the ability to control the reactive power consumption independent of real power

and an external capacitor bank is to be provided. In addition, the inclusion of the

external resistance results in higher rotor losses, which increases with slip and limits

the range of speed variation. However, there is a lesser amount of �icker associated

with this WTG con�guration as compared to type 1 mostly because of the �exibility

of variable speed operation [17]. The schematic diagram of type 2 WTG is shown in

Figure 1.5.
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Figure 1.6: Schematic Diagram of Type 3 Wind Turbine Generator.

1.4.3 Type 3 Wind Turbine Generators

This WTG con�guration consists of a wind turbine coupled with a WRIG whose

rotor windings are fed with three phase converters and the stator windings are directly

connected to the power grid. The turbine speed can be controlled by operating the

rotor circuit at a variable frequency. The net power output of the machine is the

sum total of the stator power output and the rotor power output. The rotor of

DFIG consumes power from the grid when operating at a sub-synchronous speed and

generates power when operating at a super-synchronous speed. And exactly at the

synchronous speed, there is no power exchange between the rotor and the grid. The

power electronic converters used in this WTG con�guration are rated at 25% of the

total system power and the rotor speed is allowed to vary ± 33% of the synchronous

speed[17]. The schematic diagram of type 3 WTG is shown in Figure 1.6.

1.4.4 Type 4 Wind Turbine Generators

This WTG con�guration consists of variable speed machine equipped with a fully

rated converter that interconnects the stator of the machine to the power grid. The

generator could either be SCIG, WRIG or PMSG. This WTG con�guration does

not necessarily require gearboxes which greatly adds to the overall reliability of the

WTG system and also have a wide speed range of operation. However, these WTGs

are more expensive because of the fully rated power converters. This con�guration
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Figure 1.7: Schematic Diagram of Type 4 Wind Turbine Generator.

is rapidly growing and starting to take a large share of new wind turbine installed

worldwide. The schematic diagram of type 4 WTG is shown in Figure 1.7.

1.5 Dissertation Objectives, Motivation and Contribution

1.5.1 Objectives

The objectives of this dissertation is to design a control technique that can enhance

the operational reliability and stability of DFIG integrated power grid.

The research questions that will be attempted to answer in this work can be sum-

marized as follows:

• Sensorless Control of DFIG : What are the techniques that enable reliable op-

eration of DFIG? As currently installed DFIG in the grid ages, how can we

enable their continued operation by augmenting their control topology? How

can one augment existing control for DFIG to make DFIG control less parameter

independent as possible?

• Frequency and Voltage Support using DFIG : How can one utilize the capability

of DFIG based wind farms to provide voltage and frequency support to the

power grid? How does DFIG interacts with the power grid and what impacts
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it has on the small signal and transient stability of power grid? How can one

utilize adaptive control framework for DFIG to enhance transient stability of

the power grid?

1.5.2 Motivation

As penetration of renewable energy resources (RERs) in the power grid is con-

tinually increasing, it has become crucial to study and understand their e�ects on

power grid along with ways to enhance their reliable operation. DFIG is the gen-

erator of choice for majority of WECS. As the �rst generation of DFIG based wind

farms continue to age and the components used in them (especially sensors) deteri-

orate in performance, it has become essential to study ways to operate DFIG based

wind farms without sensor so that the reliable operation of these wind farms can be

maintained. In [18] the failure rate and downtimes associated with di�erent com-

ponents in WECS has been studied. It was shown that sensors and control system

failure rate can contribute upto 15% of the total failures in the WECS and upto 7%

of the downtime. In such a scenario, ways to increase the controller reliability and

its dependency on large number of sensors should be reduced. This dissertation has

attempted to solve this controller and sensor related issue of operation of WECS by

designing controllers that can work with less number of sensors. Model based ap-

proach and output measurement based approach for control of DFIG based WECS

has been studied and discussed in detail.

The other part of this research involves use of DFIG based wind farms for ancillary

support to the power grid. As the numbers of these generators in the power grid

is increasing, their use for grid support should be well studied. In this dissertation,

novel control techniques considering the operational limit of DFIG based WECS has

been proposed to provide active and reactive power support to bulk power grid, thus

enhancing the transient stability of the renewable energy resources integrated bulk

power grid.
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1.5.3 Contribution

The major contributions of the dissertation can be summarized as follows:

• This dissertation discusses two novel approaches for DFIG control one is model

based which assumes the proper knowledge of the DFIG model and its param-

eters and the other is measurement based control which doesn't require explicit

knowledge of the system parameters.

• This dissertation discusses the design technique of the adaptive control for DFIG

based WECS starting from the mathematical model of DFIG which provides

insight for the order of system identi�cation. Once the proper order of identi�ed

system is determined the design technique for minimum variance control is

discussed in detail. The proposed system identi�cation based adaptive control

technique for DFIG is novel control technique for DFIG that minimizes the

variance of system output from its reference set-point.

• The performance analysis of the proposed control techniques have been per-

formed both in DFIG integrated in small scale power grid system and wind

farms integrated large scale power grid system using real time simulators. Such

tests validate the scalability of the proposed control technique for grid level

applications. The dynamic models were developed and tested in various simu-

lation platforms including MATLAB, PSCAD, PSS/E, RSCAD and Opal-RT's

RTLAB.

• The proposed controller was also tested using Hardware in the Loop simula-

tion testbed in laboratory which demonstrates the suitability of the proposed

technique for industrial applications.
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1.5.4 Intellectual Merit and Broader Impact

The intellectual merit of the work presented in this dissertation can be summarized

as follows:

a. The proposed controller allows DFIG based WECS to operate without speed, po-

sition and current sensors. This has a signi�cant impact on advances in the sensorless

control approach for type 3 WECS. Studies conducted on existing WTG topologies

has shown that around 20% of failures in the WTG is associated with the sensors

and control techniques used in WTG control. Proposed sensorless operation with

estimated speed and current quantities can help augment the operation of existing

DFIG control as well as increase the share of DFIG based WECS in power grid.

b. The proposed controller technique is machine parameter independent and is

solely based on the measurement feedback. As the WTG age, the machine param-

eter tends to deviate from nominal values which causes the performance of existing

controller to degrade. With the proposed control technique, WTGs can be used for

a longer period with controller recalibration as the controller adapts itself with the

changes in machine parameters.

c. The proposed control technique can be used initially as a backup control topology

along with the existing control topology in WTG and can eventually substitute the

sensored control of WTG. The control technique presented thus increases overall

reliability of DFIG based WECS. This might lead to paradigm shift in the way the

future wind turbines will be controlled.

d. The power system oscillation damping control technique proposed in this re-

search is not designed to damp a speci�c range of frequency, instead can damp any

frequency of interest. This is especially crucial as with the increased penetration

of renewable energy the system operating point is more dynamic and the modes of

oscillation change rapidly over time. Thus, the proposed damping control scheme is

crucial for next generation of power grid with large scale integration of renewable
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energy resources.

The broader impact of the research work presented in this work can be summarized

as follows:

a. The proposed control approach can be used in any type of renewable energy

resources which are variable/ intermittent in nature. The adaptive nature of proposed

control is well suited for applications with frequent changes in operating conditions.

b. The proposed control technique facilitates increased penetration of renewable

energy, thus help achieving the goal of utilizing cleaner sources of energy to meet

our energy needs and reduce the emission of green house gases and minimize global

warming. Also any of the societal bene�t that can be associated with increased pen-

etration of wind energy can also be attributed to this research as the work performed

here helps in at least maintaining if not enhancing the dispatchability of DFIG based

WECS.

1.5.5 Dissertation Organization

Chapter 1 provides an introduction to wind energy conversion systems and various

types of wind turbine generators. The objectives, motivation and contribution of the

dissertation is presented in Chapter 1. Chapter 2 introduces various control topologies

that has been reported in literature for DFIG control. Chapter 3 discusses the design

of state observer and state feedback control technique for DFIG along with the test

results. Chapter 4 discusses the design and operation of speed sensorless control of

DFIG. Current sensorless control approach for DFIG is presented in chapter 5. Use

of large scale DFIG based wind farms to provide reactive power support to bulk

power grid along with reactive power support capability of DFIG is presented in

chapter 6. Chapter 7 studies the impact on small signal stability of test power grid

with di�erent wind farm penetration and proposes a novel system identi�cation based

damping controller to damp the electromechanical modes of oscillation in the power

grid. Conclusions and future works are discussed in chapter 8.



CHAPTER 2: LITERATURE REVIEW: CONTROL TECHNIQUES FOR DFIG

BASED WECS

In the past, wind power production did not have much impact on the power system

operation and control, but now as the wind energy penetration is increasing steadily,

the impact of WECS in the grid are to be considered for stable operation of the

grid[19]. This has demanded the development of WECS with higher e�ciency and

more controllability. Also, the recent grid codes require the WECS to operate in

a way conventional synchronous generator operate. The technology used for wind

energy harvesting has evolved from a SCIG to PMSG with full rated power electronic

converters. The advances in power electronics have changed the basic characteristic

of the wind turbines from being an energy source to an active power source [20].

It has been shown in [21], a �xed speed wind energy system, even though more

simple and reliable, severely limits the energy output of a WT developing more �uc-

tuations in the power output due to the fact that there is no torque control loop. In

case of variable speed systems for a machine of similar rating such as DFIG, energy

capture can be signi�cantly enhanced. For example in DFIG, the rated torque can

be maintained even at super-synchronous speeds whereas, in a �xed speed system

with SCIG, �eld weakening control has to be employed beyond synchronous speed,

leading to torque reduction. It has been concluded that a variable speed system using

DFIG is superior because of higher energy output, lower rating of converters (hence,

lower cost) and better generator utilization as compared to �xed speed wind generator

systems [14].

DFIM also known as the wound rotor or slip ring induction machine, is an induction

machine with windings on both stator and rotor [22, 23] . The DFIM is one of the
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most popular system used in WECS. The reason behind the popularity of DFIMs

in wind energy applications is that relatively small power converters are required to

control the generator. For a typical DFIG, the power converters are connected to

the rotor circuit and used for a restricted speed range, with ratings as a fraction

(usually 30%) of the machine nominal power. Typically, slip rings are required in

order to connect the RSC to the rotor. Because of the popularity of DFIGs for wind

energy generation, control systems suitable for this application have been extensively

investigated. The goal of this chapter is to present an overview on the recent advances

in the �eld of DFIG control designs under various operational circumstances and at

the same time discuss the �eld of research which can be pursued to enhance the

performance of DFIG as generator of choice for WECS.

2.1 Control Techniques for DFIG

2.1.1 Vector Control (VC) of DFIG

The VC technique is widely used for control of induction machines [24] and has

been extended to control of DFIGs [25]. In squirrel cage induction machine (SCIM),

the VC is achieved by controlling the direct and quadrature (d−q) axis stator currents

using an inverter and by aligning the d − q rotating reference frame with the rotor

�ux. However, in case of DFIG, the rotor is fed through an inverter, and the rotor

currents are controlled using a rotating reference frame aligned with the stator �ux

[25]. Some variations of VC is reported in literature where the rotating reference

frame is aligned with the stator voltage vector instead of stator �ux vector [14].

When using the stator �ux oriented reference frame, the electrical torque is propor-

tional to the q-axis rotor current, so q-axis rotor current can be regulated to control

the torque of DFIG and hence the active power. Likewise, the d-axis rotor current can

be used to regulate the reactive power �ow of the machine. The machine equations

for a DFIG in a synchronously rotating reference frame in p.u. assuming generator

convention is given by set of equations (from [26]) presented in (A.1) and (A.2).
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For VC of DFIG, it is important to know the position of the stator �ux (θs) and

position of rotor (θr). Knowing the position of the stator �ux (θs) and rotor (θr), one

can compute the slip angle (θsl), which is used to transform the rotor current and

voltage into d− q rotating reference frame. Mathematically,

θsl = θs − θr (2.1)

The position of the stator �ux vector θs can be obtained from the stator �ux α − β

components as:

θs = tan−1

(
Ψβs

Ψαs

)
(2.2)

where Ψαs and Ψβs are the stator �ux components in α− β reference frame.

Further the α− β components of the stator �ux can be calculated from the stator

voltages and currents as,

Ψαs =

∫
(vαs −Rsiαs)

Ψβs =

∫
(vβs −Rsiβs)

(2.3)

where, vαs and vβs are the stator voltage components in α− β reference frame, iαs

and iβs are the stator current components in α − β reference frame and Rs is the

stator resistance.

The expression in (2.3) requires an integrator, which in practical implementations

are replaced by a low pass �lter with a low cuto� frequency of 0.1 to 1 Hz. Because

the stator voltages and currents are 60 Hz signals, the performance deterioration due

to integral action is negligible [27].

The control strategy for a typical VC technique is shown in Figure 2.1. It can be

seen that the active power from DFIG is controlled using q-axis rotor current and
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Figure 2.1: Schematic Diagram Representation of Conventional Vector Control of
DFIG.

the reactive power generated by DFIG is controlled using d-axis rotor current. The

control for the GSC which is used to control the DC link voltage E at a constant

value is also shown in Figure 2.1. The GSC can also be used to provide additional

reactive power support to the grid as the need arises.

2.1.2 Direct Torque Control (DTC) of DFIG

The direct torque control (DTC) technique, widely applied to SCIM, has also been

used to control DFIG because of the good dynamic performance it achieved in [28,

29, 30, 31, 32, 33, 34]. ASEA Brown Boveri (ABB) has been a pioneer in applying

DTC techniques in DFIG used for wind energy applications [16]. In DTC, a two-level

voltage source converter (VSC) imposes six active vectors and two zero vectors at the
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Figure 2.2: Vector Diagram Showing Principle of Direct Torque Control Technique
of DFIG.

machine rotor terminals. These voltage vectors when applied for time ∆t, produce

changes in the rotor �ux vector both in magnitude and phase with respect to stator

�ux vector. This provides required change in the torque produced by the machine

and the reactive power generated by the machine [22].

From (A.1), it can be seen that in the rotor reference frame:

~vr
r = Rr

~ir
r

+
d ~Ψr

r

dt
(2.4)

where ~vr
r is the voltage applied to rotor windings as seen in rotor reference frame, ~ir

r

is the current �owing into the rotor windings as seen in rotor reference frame, ~Ψr

r
is

the rotor �ux as seen in rotor reference frame and Rr is the rotor winding resistance.

If the voltage drop in the rotor winding resistance Rr is neglected, (2.4) can be
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approximated as,

~vr
r ∼=

d ~Ψr

r

dt
(2.5)

From (2.5) above, it can be seen that the rotor �ux can be manipulated by applying

proper rotor voltage. Assuming a constant time injection ∆t, the approximated

relation between the magnitude of initial and �nal �ux can be written as,

| ~Ψr

r
|fin ∼= | ~Ψr

r
|ini +

∫ ∆t

0

~vr
rdt (2.6)

If the injected rotor voltage is assumed to be constant for small time instant ∆t,

rotor �ux magnitude can be approximated as,

| ~Ψr

r
|fin ∼= | ~Ψr

r
|ini + ~vr

r∆t (2.7)

The electrical torque is proportional to the cross product of stator and rotor �ux



23

vectors, i.e.,

Te = ktΨs ⊗Ψr = kt|Ψs||Ψr|sin(δ) (2.8)

where kt is a constant dependent on the machine parameters and δ is the angle

between stator and rotor �ux.

Assuming grid connected operation of DFIG, the stator voltage and hence stator

�ux can be assumed constant [14]. From (2.8), it can be seen that the torque mag-

nitude can be controlled to a desired value by controlling the rotor �ux amplitude,

|Ψr|, and angle δ between rotor �ux and stator �ux. Thus, if a rotating rotor �ux

is created which maintains an angular distance of δ with the synchronously rotating

stator �ux, the torque produced by the machine can be controlled. And, the desired

rotor �ux magnitude can be created by applying appropriate rotor voltage as seen

in (2.7). Depending on the position of the rotor �ux and a desired change in the

electrical torque and rotor �ux magnitude, there is an optimum voltage vector to be

applied to the rotor windings of the machine [23, 31].

In order to implement DTC, it is necessary to know the rotor �ux vector in magni-

tude and angle, and the electrical torque. The rotor �ux can be obtained using (A.2)

in d − q reference frame which can be transferred to α − β reference frame to the

α − β components of the rotor �ux. Once that is achieved the magnitude and angle

can be obtained as,

|Ψr| =
√

Ψ′2dr + Ψ′2qr

∠Ψr = tan−1

(
Ψβr

Ψαr

) (2.9)

where, Ψ′dr and Ψ′qr are the d-axis rotor �ux component and q-axis rotor �ux com-

ponent respectively, ∠Ψr is the rotor �ux position in the vector space and, Ψαr and

Ψβr are the rotor �ux components in α− β reference frame.

Figure 2.2 illustrates the operating principle of DTC. It can be observed that by
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applying rotor voltage vector V6, the | ~Ψr

r
sin(δ)| component is reduced which in turn

reduces the torque generated by the machine as seen from (2.8).

The control diagram of a standard DTC strategy is shown in Figure 2.3. As seen

in Figure 2.3, the control strategy is divided into �ve di�erent blocks:

1. Estimation block: The estimation block estimates the current magnitude of the

rotor �ux and the electromagnetic torque generated by the machine. It also

estimates the position of the rotor �ux with respect to the stator �ux along

with the current position of the rotor �ux in the vector space i.e the sector in

which the rotor �ux is located.

2. Torque ON-OFF Controller: Based on the torque error, a three level hysteresis

controller with HT hysteresis band is implemented. Depending on the value of

the torque error, the output uTem can take a value of -1, 0 or 1. uTem = 0

means a zero rotor voltage vector requirement.

3. Flux ON-OFF Controller: Based on the rotor �ux magnitude error, a two level

hysteresis controller with HF hysteresis band is implemented. Depending on

the �ux magnitude error, e| ~Ψr

r
|, the output u| ~Ψr

r
| can take a value of 1 or -1.

4. Vector Selection: This block selects the proper rotor voltage vector that is

required to be applied to the rotor windings to get the desired control on the

rotor �ux magnitude and the torque.

5. Pulse Generation: This block basically generates the proper switching signals

such that the required voltage vector is applied to the rotor windings.

Finally, it should also be mentioned that the proper rotor �ux magnitude reference

is generated based on the reactive power required to be generated by the machine.

The following equation represents the relation between the rotor �ux magnitude ad
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Figure 2.4: Schematic Diagram Showing DPC Technique of DFIG.

the reactive power required and the torque generated by the machine [22, 35].

| ~Ψr

r∗
| =

√√√√(k1| ~Ψs|+ k2
Q∗st

| ~Ψs|

)2

+

(
k3
T ∗em

| ~Ψs|

)2

(2.10)

where k1, k2, k3 are the constants dependent on the machine parameters.

2.1.3 Direct Power Control (DPC) of DFIG

The DPC of DFIG follows the same principle as DTC, the major di�erence being

the controlled variable which are the stator active power (Pst) and reactive power

(Qst). The active power generated by DFIG, assuming stator �ux orientation of the

rotating reference frame and manipulating (A.1) and (A.2) is given by,

Pst = vqsiqs = |Vs|
(

Lm
σLsLr

Ψqr

)
=

Lm
σLsLr

|Ψs||Ψr|sinδ (2.11)
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Likewise, the reactive power generated by DFIG is given by

Qst = vqsids =
|Ψs|
σLs

[
Lm
Lr
|Ψs| − |Ψr|cosδ

]
(2.12)

where δ is the angle between stator �ux vector and rotor �ux vector. Assuming

constant stator voltage and hence stator �ux, the above equations can be written as,

Pst = K1|Ψr|sinδ

Qst = K2 [K3 − |Ψr|cosδ]
(2.13)

From (2.13), it can be seen that the stator active and reactive power can be properly

controlled by controlling the rotor �ux magnitude and the angular position of rotor

�ux vector with respect to stator �ux vector [22, 31, 36, 37, 38, 39]. Like in DTC,

hysteresis based controller are used to control the active and reactive power of the

stator. The hysteresis used can be either two level or three level [31, 38]. As in

DTC, DPC also requires the measurement of both stator and rotor currents and also

estimation of rotor �ux position. The dependency of the DPC technique in machine

parameters is studied in [40] and a modi�ed technique to make DPC control technique

robust to parameter variation is presented. A schematic of DPC control technique is

shown in Figure 2.4. A variation of DPC in which rotor current measurements are

not required, as stator �ux position is referred to rotor reference frame is presented

in [38].

2.1.4 Rotor Flux Magnitude and Angle Control of DFIG

In [41, 42], a new control strategy is investigated, known as rotor Flux Magnitude

and Angle Control (FMAC), for DFIG. It exercises control over the generator terminal

voltage and output power by adjusting the magnitude and angle of the rotor �ux

vector. The operating vector diagram of the DFIG as presented in [41] is shown in

Figure 2.5. Even though it has been claimed that this control strategy leads to low
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interaction between the power and voltage control loop, in actual case this form of

controller has more active power and reactive power interaction. In the control loop

in Figure 2.6, reactive power is shown to be dependent on rotor �ux magnitude only

and active power dependent on rotor �ux angle with respect to stator �ux, which is

not a valid assumption as seen from (2.13).

In [43], it has been shown that the rotor FMAC technique is less robust as compared

to the vector control and the controller design is more complicated as compared to VC

because of the Right Hand Side Plane (RHP) zeros in the voltage control loop. The
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other disadvantage of the rotor �ux magnitude and angle control is its inability to

control the machine at a speed close to synchronous speed. The rotor FMAC control

technique requires the operational speed of DFIG to be distinct from synchronous

speed. Figure 2.6 shows the control schematic of the rotor FMAC controller.

2.1.5 Rotor Resistance Control of DFIG

As seen from (A.4), the electromagnetic torque produced by DFIG can be controlled

by the rotor current injected. And, the rotor current injected can in turn be controlled

by varying the equivalent rotor resistance of the DFIG. In [44], it has demonstrated

that by adding a variable external resistance to the rotor of an induction generator

used in a wind turbine, it is possible to manipulate the torque-speed curve and control

the output power. In [44], it has been proposed to place a three-phase diode bridge

and a DC chopper with a variable duty cycle to vary the equivalent rotor resistance

such that the slip rings to access the rotor windings can be avoided. The range of

operation of this form of control is narrow and mostly above the synchronous speed.

Also this scheme is not practically sensible as large amount of power that can be

transferred from rotor windings to grid when operated in super-synchronous mode is

basically dissipated in the external resistors decreasing the overall e�ciency of the

WECS.

Even though the use of external resistors for speed control of induction generator

is now considered obsolete, some of the commercially available WTG still use this

form of control. Vestas, a leading wind turbine manufacturer uses this kind of control

in some of its wind turbine (e.g Vestas V39-600, V66-1.65 MW) [16]. In [45], the

authors have compared the performance of `Optislip' scheme and vector control for

DFIG, in which it has been concluded that `Optislip' provides a narrow range of

speed variation as compared to VC of DFIG. Figure 2.7 shows the control schematic

of `Optislip' wind system [46]. As the range of operation for `Optislip' is low, it has

been shown that the `Optislip' scheme has more power �uctuations as wind speed
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changes as compared to VC for DFIG.

In [46], a comparison of the performances between the `Optislip' pitch regulated

wind system (Vestas V39-600) and a �xed speed stall regulated wind system of the

same power is performed. It has been concluded that, under grid disturbances, `Optis-

lip' controlled wind turbines have larger stability domain as compared to �xed speed

wind turbines and has less power �uctuations as compared to �xed speed systems

there by releasing the unwanted pressure and stress to the mechanical parts of the

wind turbines. The other major disadvantage of the `Optislip' control technique is its

inability to control the reactive power consumed/generated by machine. So a wind

turbine implementing `Optislip' control scheme requires an external reactive power

compensation device increasing the cost of the system [47].

2.1.6 State Feedback Control (SFC) of DFIG

SFC of DFIG based on the state space representation of the machine is studied

in [48, 49]. In this control scheme, a reduced order state space representation of the
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machine is derived based on the rotor currents as states, rotor voltages as input and

the stator side active and reactive power as outputs. This form of control has been

shown to have good dynamic performance as compared to the existing VC technique

in [48, 49]. State observers based SFC and VC technique for DFIG is studied in this

dissertation.

All the control technique of DFIG discussed so far have been well documented in

the literature. The classi�cation of the various control technique discussed in this

chapter in measurement based and model based category is shown in Figure 2.8. All

these strategies provide good overall performance with little nuance of superiority

over one another. A fair comparison would have to include dynamic and steady state

performances, current ripple content, and losses in the converters. The VC approach is

based on the machine model and is more parameter dependent: the implementation

complexity might be higher; currents, voltages, and position need to be measured

(although implementation without encoder is feasible) [16]; and the current control

dynamics are reasonable with no high sampling frequency. On the other hand, DTC

implementation is simpler, even if it is a model-based approach, and is less dependent

on machine parameters: high torque dynamics can be achieved, but higher non-

constant switching frequencies are typical; a higher current ripple is expected, higher

bandwidth of current and voltage sensors are needed and rotor position needs to be

measured. Finally, DPC could be even simpler to implement: good power dynamics

can be achieved with high variable switching frequency; a higher current ripple is

usual and higher bandwidth of current and voltage sensors are also needed, but rotor

position does not need to be measured [16].

2.1.7 Control of GSC

The GSC of DFIG is a voltage source converter with a primary aim to maintain

the DC link voltage and is operated at unity power factor mode [25]. However,

GSC can also be used to provide additional reactive power support to the grid as
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need arises. A stator voltage oriented VC is generally used to control the GSC

which enables independent active and reactive power control [25, 50]. The GSC

is current regulated with d-axis current regulating the dc-link voltage and q-axis

current regulating the reactive power. Alternatively, DPC can also be applied to

control of GSC, which also is the decoupled control of active and reactive power

[36, 51, 52, 53].The schematic diagram of GSC is shown in Figure B.1 and the VC

technique for GSC is shown in Figure 2.1. Other control strategies that have been

proposed for GSC ranges from Proportional Integral (PI) control, hysteresis control,

constant switching frequency control, space vector modulation based control, direct

power control, grid impedance identi�cation based control, and proportional resonant

(PR) control [54, 55, 56, 57, 58].

While PI controller designs are limited to operating at a �xed bandwidth, hysteresis

controllers fail to perform well in wider operating ranges as the inverter design is more

complex to account for uneven losses due to uneven switching frequency. VC of GSC

can achieve optimal mode switching with constant switching frequency and lower

losses. However, design of VC is complex and cascaded PI controllers in these designs

have limited operating margin as they are designed around a steady operating point.

Also as the renewable energy sources are variable and/or intermittent, the vector

control cannot be optimized for all operating regions of the inverter. These designs

are thus unable to cope with sinusoidal reference signals and periodic disturbances

[59]. Further more, the PI controllers have poor disturbance rejection features due to
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oversimpli�cations, loss of performance in the control law, and complications brought

due to constant gain derivative and integral actions [60].

Other forms of controllers except for PR designs (such as direct power control, space

vector modulation based control and grid impedance identi�cation control) also uses

�xed bandwidth based PI designs. PR controllers can enhance the inverter tracking

performance, thus bandwidth limitations in conventional PI designs can be alleviated

if such controller are designed. However for grid forming mode with strict require-

ments for the controllers' stability, dynamic capability, and static tracking accuracy,

conventional PR designs may perform unsatisfactorily [61]. Ref. [62] proposed an

adaptive notch �lter-based multipurpose control scheme for grid interfacing inverter

under corrupted grid conditions.

2.1.8 Pitch Control of DFIG

Variable pitch control can be used to shed the aerodynamic power captured by the

wind turbine. Thus, the aerodynamic power produced by the wind turbine can be

controlled by adjusting the pitch angle of the wind turbine. The pitch angle control

also helps to maintain the rotor speed at its maximum value. As the pitch control

basically acts by moving the turbine rotor blades, it is a slow control because of large

inertia of the blades. Because of the slow control, the DFIG rotor accelerates or

decelerates due to the mismatch between the electric power and aerodynamic power.

As the rotor accelerates or decelerates, it stores or supplies power from its inertial

energy. The inertia of the rotor behaves like an inductor in an electrical circuit. It

helps smooth the rotor speed variation, and it stores energy during acceleration and

restores energy during deceleration [63]. Figure 2.9 shows a typical pitch control

technique implemented in wind turbines.
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Figure 2.9: Pitch Control Technique for a Wind Turbine System.

Figure 2.10: Typical Power Speed Curve for a Wind Turbine.

2.1.9 Maximum Power Point Tracking (MPPT) Control

Due to the stochastic nature of the wind, it is desirable to determine the one

optimal generator speed that ensures maximum energy yield. A typical power speed

pro�le for a wind turbine generator is shown in Figure 2.10. Figure 2.10 also shows

the variation of power output of wind turbine as the wind speed varies. It can be

seen that for every wind speed there is a maximum power that can be extracted from

the wind turbine by properly adjusting the rotor speed of the generator. The optimal

power Popt related to the rotational speed of the generator can be approximated by
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the following non-linear relation:

Popt = koptw
3
r (2.14)

where kopt is a function of the parameters of the turbine. e.g. gearbox size, blade

radius, blade pro�le etc. In [64], various MPPT techniques for wind turbines are

studied. The available MPPT algorithms can be classi�ed as either with or without

sensors, as well as according to the techniques used to locate the maximum peak.

Based on simulation results available in the literature, the optimal torque control

(OTC) has been found to be the best MPPT method for wind energy systems due to

its simplicity. On the other hand, the perturbation and observation (P&O) method

is �exible and simple in implementation, but is less e�cient and has di�culties de-

termining the optimum step-size. The optimum torque could be controlled as,

Topt = koptw
2
r (2.15)

In [65], a new MPPT algorithm based on the linear relationship between V 2
dc and

Idc is developed which is shown to have faster tracking speed and better performance,

and is proposed to be suitable for system with high wind turbine inertia. Please refer

[66, 67, 68], for a detailed analysis of the existing MPPT algorithms.

2.2 Speed Sensorless Control of DFIG

One of the main issues related to variations in operation of DFIG is attributed

towards malfunctions of position and speed sensors of the machine. The main causes

are defective sensors and noise generated due to wear and tear. Also, the position

encoders used in DFIG has several drawbacks in terms of robustness, reliability, cost,

cabling and maintenance [69]. A `true' sensorless operation requires the DFIG to be

operated without the use of speed sensors, position encoders and anemometers. This

sensor-less method should then be controlled using the same topology that is used for
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control with sensors [70]. As most of the existing windfarms uses DFIG, the need to

overcome these issues is critical.

Earlier works in sensorless control of DFIG were mostly based on open loop sensor

less methods. In those techniques, the rotor position was derived by comparing the

estimated and measured rotor currents and the rotational speed was obtained through

di�erentiation[71, 72, 73, 74]. The problem with these techniques are that they are

used in open loop and thus do not consider feedback error thus failing to determine

whether the estimation error is decreasing. This will develop cumulative errors in

estimation making the approach not feasible to implement in real-life scenarios. Also,

the speed obtained using this method is generally noisy.

Recently, closed loop feedback error based speed estimation methods have been

proposed and successfully implemented. In one approach, model reference adaptive

system (MRAS) observer based on two models, the reference model and an adaptive

model are presented in [69, 75, 27, 76, 77]. In another approach, sensorless control of

DFIG based on phase locked loop (PLL) is proposed in [70, 78, 79], and a hysteresis

controller is used in place of conventional Proportional Integral (PI) controller as a

rotor current observer. The idea of PLL based estimator is similar to that of MRAS

based estimator as both drive the error to zero when the phase shift between estimated

vector and reference vector is equal to zero. In [80], a speed adaptive reduced order

observer was also designed for sensorless control of DFIG.

There are mainly three main issues that has not yet been attended by the current-

state-of-the-art in this research direction. First, the closed loop speed estimation

approaches are mainly static model based designs thus making the estimation sus-

ceptible to model failures. Second the existing feedback speed estimation approaches

are sensitive to parametric changes in the machine. Third, the speed error in these

approaches are minimized by tuning a static controller (such as PI controllers), thus

making the architecture less robust to input/output variations. Thus, the perfor-
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mance of most of these techniques deteriorates when the machine parameter changes.

A detailed analysis of the e�ect of the machine parameter variation in the speed

estimation is demonstrated in [80]. In [81], a rotor current based angle estimator is

proposed assuming that the value of stator inductance `Ls' is known. However, knowl-

edge of `Ls' depends on knowing Lm which plays a dominant part in a�ecting the `Ls'

value. Similarly, in [82], the authors proposed a back Electromotive-Force (EMF)

MRAS-based sensorless control scheme for a grid-connected DFIG. However, the pro-

posed scheme is also dependent on knowledge of machine mutual inductance, `Ls' as

well as rotor resistance `Rr'. The change in machine mutual inductance `Lm' greatly

a�ects the performance of the speed estimators, especially when using with model

based techniques. Hence, it is important to design the speed estimators coupled with

machine parameter estimation techniques. A technique to enhance the performance

of sensorless operation is presented in [83], where the machine mutual inductance is

estimated based on the magnitude of measured and actual rotor currents.

Recently, our research group has proposed speed estimation based on system iden-

ti�cation using RLS techniques and designing controllers that provide speed estimate

using the identi�ed parameters. The advantage of identi�cation based technique is

that it avoids the need for system models and accommodates changes in the system's

operating conditions. In [84] an adaptive self-tuning PID based speed estimator using

recursive least squares identi�cation was proposed. However, experimental validation

of the proposed technique was not reported and also the analysis of the proposed

technique was not presented. In [85], a comparison between existing MRAS based

speed estimation technique and MVC based estimation technique was presented. It

was shown that static controller based MRAS technique has slower performance as

compared to identi�cation based technique. Also, it was demonstrated that inability

of conventional techniques for faster estimation of rotor position a�ects the control-

lability of machine active and reactive power. This dissertation proposes a technique
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to solve the problem of DFIG rotor speed estimation and its dependency on accurate

knowledge of `Lm' by estimating `Lm' itself.



CHAPTER 3: MODEL BASED APPROACH: ROTOR CURRENT SENSORLESS

STATE ESTIMATORS BASED STATE FEEDBACK CONTROL OF DFIG

This chapter introduces a reduced order state observer architecture for DFIG which

is then used to provide estimated feedback signals that can be applied to various

existing control topologies used for DFIG control. The state feedback control has been

designed for control of both RSC and GSC. Also, the state estimators are applied to

both the converters. The observers are developed based on the mathematical model

of the DFIG. It has been shown that the proposed controller simpli�es the controller

design process and also performs better in terms of lower interaction between active

power and stator terminal voltage control. In this chapter, an architecture to augment

the existing control topology of wind farms is developed so that the dependency of the

existing controls on sensors can be reduced. Also, such augmented control topology

in use will be able to accommodate the grid requirements as necessitated by the new

grid codes [16]. The main advantages of the proposed architecture are:

• The methodology does not require rotor current measurements thus independent

on sensor malfunctions or failures.

• The method is simpler than conventional DFIG control and perform well during

the changing grid dynamics.

• The approach is scalable and can be implemented in real systems interconnected

with larger power grid.

In this chapter, the real time simulation results for a DFIG connected to a grid

through a transmission line has also been presented along with HIL simulation on a

laboratory set-up and the capabilities of the proposed controller are discussed.
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3.1 State Feedback Control (SFC) for DFIG

The control scheme presented in this chapter, relies on the reduced 2nd order state

space representation of DFIG for control of terminal voltage and active power output.

The state feedback control law drives the states (d−q axis rotor current) to the desired

values by manipulation of the input (d− q axis rotor voltage). Likewise, for the DC

link voltage control, the GSC was also controlled based on the state feedback law

with the inverter output current as states implemented on the average model based

state space representation of the converter. The controllability and observability of

the system has also been investigated before the design of state feedback controllers

and state observers.

The mathematical model of a DFIG in synchronously rotating reference frame in

d− q axis has been presented in Appendix A. The mathematical representation of a

GCI is presented in Appendix B.

The following assumptions are to be considered before proceeding with the state

feedback controller design [86, 87].

• The pair (A−BK,B) for any o× n real matrix K is controllable if and only if

the pair (A,B) is controllable, where o is the order of the inputs and n is the

order of states.

• All eigenvalues of (A − BK) can be assigned arbitrarily, provided complex

eigenvalues are assigned in conjugated pairs, by selecting a real constant K

if and only if (A,B) is controllable.

where A is the state matrix of the system, B is the system input matrix and K is the

feedback gain matrix.

In this work, following valid assumptions are made for the design of the DFIG

control:

(a) DFIG is connected to a strong grid.
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Figure 3.1: Phasor diagram showing the e�ect of neglecting the stator resistance in
the position of voltage vector.

(b) The synchronously rotating reference frame is aligned with the stator �ux. i.e

Ψds = Ψs and Ψqs = 0.

(c) Considering the voltage drop in stator resistance is limited to less than 3% of

the nominal voltage value, the e�ect of stator resistance is neglected.

Figure 3.1 represents the d-q axis machine variables drawn on to scale in p.u.

quantities based on machine size as a base. It can be seen that the e�ect of stator

resistance in stator voltage alignment is negligible. It can also be observed that

for a real machine the voltage vector is not exactly 90◦ ahead of the �ux vector

as it is assumed in this chapter. However, the angular di�erence between the

q-axis of reference frame and resultant voltage vector is small enough (0-1◦) as

shown in Figure 3.1 which can be safely neglected for control design purposes.

(d) Following the consideration made in (c) i.e. neglecting the stator resistance on

the voltage vector estimation, it can be assumed that vds = 0 and vqs = Vs.
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Thus, with this assumption, (A.3) can be modi�ed to

Pst = vqsiqs

Qst = vqsids

(3.1)

(e) The stator current dynamics can be neglected when connected to a strong grid.

i.e pΨqs = pΨds ≈ 0 as the e�ect of the stator transients on the synchronous

generator model are also applicable to the DFIG model [88].

With the assumptions made above the following second order state space represen-

tation of DFIG can be obtained from (A.1) and (A.2).

p

 i′dr

i′qr

 =

 −rrωbLσ
s.ωb

−s.ωb −
rrωb
Lσ


 i′dr

i′qr

+

 ωb
Lσ

0

0
ωb
Lσ


 v′dr

v′qr

+

 0

−s.ωb.Lm.ψds
LsLσ


(3.2)

where Lσ = Lr −
L2
m

Ls
, s =

ωs − ωr
ws

and ωs = ωb.

The reduced order state space representation of DFIG in (3.2) can be considered

of the following form:

p.x = A.x+B.u+ E (3.3)

In (3.3) A is the state or system matrix, B is the input matrix, E can be considered

as the constant disturbance in the system and p is the derivative operator, x is the

system states and u is the system input.

Likewise, using (A.3) and (A.2), the output active and reactive power output of

DFIG at stator terminals can be written as,

 Q′st

Pst

 =

 vqsLm
Ls

0

0
vqsLm
Ls


 i′dr

i′qr

 (3.4)
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where, Q′st = Qst +
vqsψds
Ls

and
vqsψds
Ls

is the magnetizing reactive power required by

the machine.

Equation (3.4) can be considered to be in the following form:

y = C.x (3.5)

where, C is the output matrix of the system and y is system output.

Likewise, for GSC with the grid voltage vector oriented control as discussed in

appendix B ,vd = Vg and vq = 0. Using (B.2), the state space representation required

for GSC control is given by,

p

 id

iq

 =

 −RL we

we −R
L


 id

iq

+

 − 1

L
0

0 − 1

L


 vdi

vqi

+

 Vg

0

 (3.6)

For the GSC, the output is considered to be the states itself. Thus, the output

equation for the GSC is given by,

 id

iq

 =

 1 0

0 1


 id

iq

 (3.7)

The state space representation of the GSC can be seen to be similar to the repre-

sentation of the RSC and can be represented by the generic form as in (3.3) and

(3.5).

Before, the controller was designed an analysis of the system eigenvalues and con-

trollability was performed based on the A and B matrix obtained above for a speci�c

system with parameters in appendix D. Table 3.1 and 3.2 tabulate the location of

system eigenvalues and also the controllability for the RSC and GSC. To implement

the proposed controller in real time, the system matrices are created in every instant

of time. Then based on the matrices obtained, the controller gains are computed
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Table 3.1: Location of Eigenvalues and controllability and observability for RSC
control

Rank of Rank of
slip Controllability Observability Eigenvalues Controllable Observable

Matrix Matrix
± s 2 2 -5.9250± j 377s Yes Yes

Table 3.2: Location of Eigenvalues and controllability and observability for GSC
control

Rank of Rank of
Controllability Observability Eigenvalues Controllable Observable

Matrix Matrix
2 2 -0.0010± j 1 Yes Yes

online so as to stabilize the system and also get the desired system response. It can

be observed from Table 3.1 and 3.2 that DFIG system is controllable and observable

and the location of the eigenvalues for RSC depends on the slip condition. Note: the

analysis is made for open loop DFIG system representation.

The control law used for state feedback control is of the following form [89]:

U = −K.x+G.r −B−1E (3.8)

where U is the control input, K is the feedback gain matrix which ensures the closed

loop system eigenvalues are all in left half plane, G is the forward gain matrix which

ensures that the steady state tracking error is minimized. The third term B−1E is

to compensate the e�ect of disturbance term in the system. The disturbance term

mentioned here in case of DFIG is the magnetizing reactive power required by DFIG.

The �rst step is to compute the feedback gain matrix which places the system

closed loop poles at the desired location. This can be done using the robust pole

placement algorithm for linear systems [87]. MATLAB implements the algorithm

as `place' function, and in this work `place' function is used to get the feedback gain

matrixK based on the system matrix A, input matrix B and desired location of closed
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loop system eigenvalues P . The desired location of closed loop system eigenvalues

is based on desired closed loop response of the system. In order to improve upon

the transient response and robustness during parameter variation, a linear quadratic

regulator(LQR) based optimal state feedback controller with integral action, also

termed as linear-quadratic-integral (LQI), for steady state reference tracking has been

proposed. The gain matrix K is computed by minimizing a quadratic performance

index which accounts the expenditure of energy of the control signals and the energy

of the plant states.

J =

∫ t=∞

t=0

(xTe (t)Qxe(t) + uTe (t)Rue(t))dt (3.9)

where Q and R are positive de�nite matrices.

However, for the initial test of the proposed technique the desired location of closed

loop system eigenvalues is based on user preference and is achieved by computing the

feedback gain as

K = place(A,B, P ) (3.10)

With K determined, using the equations (3.3) and (3.10), the closed loop system

dynamics can be written as

p.x = A.x+B(−K.x+G.r −B−1.E) + E (3.11)

After few algebraic manipulations, (3.11) simpli�es to

p.x = (A−B.K).x+B.G.r (3.12)

With the gain G chosen so that for a reference input, r(t) = R, t ≥ 0, the steady

state output is R. i.e.

yss = lim
t→∞

y(t) = R (3.13)
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Figure 3.2: Schematic of Proposed State Feedback Control for DFIG.

where yss is the steady state value of output. During the steady state condition for

a �xed input, the state dynamics settles down, thus (3.12) becomes,

p.x = 0 = (A−B.K).xss +B.G.R (3.14)

And,

xss = (A−B.K)−1B.G.R (3.15)

Thus, the steady state output is given by,

yss = C.xss = −C(A−B.K)−1.B.G.R (3.16)

Finally, using (3.13) in (3.16), the forward gain matrix G is computed as,

G = −[C(A−B.K)−1B]−1 (3.17)

Once these gains are computed, the control signal is computed using the control law

(3.8) and the proper PWM signals for the converter is generated. Figure 3.2 repre-

sents the schematic diagram of the proposed state feedback control of DFIG. Figure
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Figure 3.3: Flowchart showing the Control Sequence for proposed State Feedback
Controller.
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3.3 shows the �owchart that explains the sequence in the proposed state feedback

controller works.

3.2 Simulation Results for State Feedback Control (SFC)

In this section, the performance of the SFC without any estimators is discussed.

i.e. the states are assumed to be measurable. The performance of the proposed SFC

is analyzed on a 1.5 MW DFIG model [90]. Figure 3.4 shows the test system in which

the proposed controller is tested.

3.2.1 Response Comparison for Step Changes in Input

Figure 3.5 shows the performance of the SFC and VC implemented for the RSC

to track a step change in stator active power. It can be observed that the SFC has a

faster response to the step changes for tracking active power reference as compared

to the PI gain based VC technique.

3.2.2 Response to Grid Voltage Sag

Figure 3.6 shows the performance of the two controllers for grid voltage sag lasting

duration of 0.625 seconds. It can be seen that the SFC has a faster response and

tries to uplift the point of common coupling voltage faster than the PI based VC

technique.

One of the major reason for better performance of the SFC when compared to VC

is that for VC the controller gains are tuned based on a singular operating point and

they work �ne for the linear region around that set point. However, for the proposed

SFC the controller gains are updated continuously based on the system conditions. As
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Figure 3.5: Controller Performance Comparison for Step Change in Stator Power.

Figure 3.6: Comparison of the Controller Performance for Grid Voltage Sag.

the proposed topology computes system matrices online and computes the controller

gain online so as to make the system behave in a similar manner in every operating

condition, the system performance remains the same during the whole operating

range.

3.2.3 Dynamic Analysis with Real Wind Speed Pro�le

The performance of controllers was also tested on a 1.5 MW DFIG model [91] with

the wind speed pro�le as shown in Figure 3.7. Figure 3.8 compares the performance

of the two controllers in tracking the stator power set point. The stator power set

point is determined by the MPPT controller. It can be seen that for sudden changes

in reference power the state feedback controller does better tracking, apart from that
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Figure 3.7: Wind Velocity Pro�le used for Performance Assessment.

Figure 3.8: Stator Active Power Tracking Performance Comparison between SFC and
VC for Dynamic Wind Conditions in 3.7.

the controller performance are almost similar to one another. The PCC voltage

regulation is also almost similar when using both the controllers as shown in Figure

3.9. Figure 3.10 shows the DC link voltage control performance using both the state

feedback control and the VC technique. It can be seen that both the control technique

has almost comparable performance in maintaining DC link voltage even in changing

wind conditions. The GSC is operated in unity power factor mode, so the desired

q-axis current output of GSC was 0. It can be seen from Figure 3.11 that PI based

VC tightly maintains the requirement, where as there is a slight deviation from the

desired set point in case of state feedback control. The deviation in this case is still

less than 0.2%.
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Figure 3.9: DFIG Stator Terminal Voltage Regulation Comparison between SFC and
VC for Dynamic Wind Conditions in 3.7.

Figure 3.10: DFIG DC link Voltage Regulation Comparison between SFC and VC
for Dynamic Wind Conditions in 3.7.

Figure 3.11: q-axis Current Regulation Comparison between SFC and VC for Dy-
namic Wind Conditions in 3.7.
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3.3 Design of State Estimators

A state estimator (also known as state observer) is a system that provides an

estimate of the internal state of a given system based on the system model and mea-

surements of system input and output. In control systems, in cases where it is di�cult

to measure the system states directly, state observers are used to estimate the states

of the system such that SFC can be employed. Also, utilizing such control technique

enhances the reliable operation of the system. A system should be observable to fully

reconstruct the system state from its output measurements using the state observers.

In this work, a `Luenberger observer ', observer is utilized which compares the esti-

mated output of the observer with the real system output such that the error in the

state estimation is minimized.

Based on the above derivation for machine dynamics in (3.2) and (3.4), the state

observer for DFIG is designed. The following assumptions are considered before

proceeding with the state observer design [92, 93].

• The pair (A − L.C,C) for any o × n real matrix L is observable if and only if

the pair (A,C) is observable, where o is the order of outputs and n is the order

of states.

• All eigenvalues of (A − L.C) can be assigned arbitrarily (provided complex

eigenvalues are assigned in conjugated pairs) by selecting a real constant L if

and only if (A,C) is observable.

The observer used in this work is of the following form [93, 94]:

p.x̂ = A.x̂+B.u+ E + L.(y − ŷ) (3.18)

ŷ = C.x̂ (3.19)
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where x̂ is the estimated state, y and ŷ are the actual ouput and estimated output of

the system respectively, L is the gain matrix for the observer and A,B and C. are

the system state , input and output matrices respectively.

The observer in (3.18), in a deterministic setting is referred to as `Luenberger ob-

server '. The observer inputs are the system inputs and outputs, and its state vector

is linearly related to the desired state approximation [94]. Substituting (3.19) which

is the expression for ŷ in (3.18), the closed loop observer equation is obtained as:

p.x̂ = (A− L.C).x̂+B.u+ E + L.y (3.20)

As the purpose of the state estimator is to estimate the true state `x', the estimation

error is desired to reduce over time. The estimation error is given by,

e = x− x̂ (3.21)

As the error signal obeys the di�erential equation, one gets,

p.e = p.x− p.x̂ = (A− L.C).e (3.22)

Thus, it can be seen that with the observer design above, the state equation for

the estimation error is a homogeneous di�erential equation governed by the n × n

matrix A − L.C, where n is the number of the states of the system. If the gain

matrix L is chosen such that the eigenvalues of A − L.C are strictly in left half of

complex plane, the error equation is asymptotically stable, and the estimation error

will decay to zero over time. In this work, the observer gain is chosen such that the

closed loop poles of observer is located ten times farther than the poles of the closed

loop controlled system. Thus, this selection of stable eigenvalues for the closed-loop

system, results in the disturbance suppression at the output both asymptotically and
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Figure 3.12: Schematic Diagram of the State Estimator based State Feedback Con-
troller.

robustly. This robust tracking still holds for large parameter variations due to changes

of load or aging [95]. In this work, the state observer designed is utilized in along with

two controllers: a) conventional vector control technique of DFIG which is in use for

majority of the DFIG based wind farms (see Figure 3.12), and b) state observer based

SFC technique (see Figure 3.13). The observer, as observed in Figure 3.12 and 3.13 ,

can then be used to work with either the conventional VC of DFIG or SFC technique.

In terms of machine variables, the observer equation in (3.18) can be represented as

(3.23) and (3.24).

p

 ˆi′dr

î′qr

 =

 −Rr.wb
Lσ
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Figure 3.13: Augmented Vector Control Strategy for DFIG with State Observer.
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î′qr

 (3.24)

In this work, the gain matrix L is computed using the same technique that was used

earlier in the computation of SFC gain matrixK, where the closed loop system matrix

of interest was A−B.K. Comparing that with the observer problem, the closed-loop

system matrix is A − L.C. The structure of those two matrices is similar; only the

order of the unknown matrix di�ers between B.K and L.C. Since the eigenvalues of

a matrix and its transpose are the same, the observer problem can be formulated the

same way as the control problem by considering the matrix (A−L.C)T = AT−CTLT .

Now, using the MATLAB function `place', the matrix LT is computed which is later

transposed again to obtain the required observer gain matrix L.
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Apart from the closed loop state observer as explained above, an open loop observer

can also be designed for the rotor currents based on the machine equations using stator

voltage and currents. From (A.1), and (A.2), and also neglecting the stator dynamics,

the rotor currents can be estimated as:

i′dr =
vqs + rsiqs + Lsids

Lm
(3.25)

i′qr =
vds + rsids + Lsiqs

Lm
(3.26)

3.4 State Feedback with State Observers

In this section, a discussion on integrating state observers with the SFC, such that

there is no need to measure the system states, is presented. In this work, as the

system states were the rotor currents, the proposed SFC law with state observers

eliminates the need of rotor current sensor. In addition, it has been shown that there

is no need of measuring the rotor voltages as well. The reliable and e�cient operation

of DFIG based wind farms depends on quality of sensors used in the feedback control

and is especially so for the aging wind farms. State observers based feedback control

methodologies can also help augment the existing control topologies used in DFIG

and eliminates the dependency on sensors.

It can be observed from (3.2), that the system state matrix ,`A', is dependent on

the machine slip speed so it should be updated regularly based on the changing slip

conditions. Thus to implement the proposed SFC, the system state matrices are

computed every sampling instant and based on the system A matrix obtained, the

controller gains can be calculated online to stabilize the system and also to achieve

the desired system response.

The closed loop system dynamics after the SFC is given by (3.12). Now, the state
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observer for the closed loop system is designed to have the following form.

p.x̂ = (A−B.K).x̂+B.G.r + L.(y − ŷ) (3.27)

Using (3.19), the closed loop system representation with observer is,

p.x̂ = (A−B.K − L.C).x̂+B.G.r + L.y (3.28)

Integrating (3.28), the estimate of the closed loop state information can be obtained,

which can be used in the SFC law in (3.8) for the control of the system.

It is important to note that the closed loop system state eigenvalues can be placed

independently of the observer estimate error eigenvalues using the proposed design

[92, 96]. Including the system and observed states, the total system dimension with

closed loop observer is 2 × n. The �rst n states are actual system states and the

remaining n states are the estimation error.

With y = C.x and u = −K.x̂+G.r −B−1.E, the system (3.3) modi�es to:

p.x = A.x−B.K.x̂+B.G.r (3.29)

Also, using (3.21), (3.29) modi�es to

p.x = (A−B.K).x−B.K.e+BGr (3.30)

Using (3.22) and (3.30), the combined state equation with both the state of the system

and error in state estimation can be represented as,

p.

 x

e

 =

 A−B.K B.K

0 A− L.C


 x

e

+

 BG

0

 r (3.31)
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As the above system matrix is in upper triangular form, the overall system eigenval-

ues are a combination of eigenvalues of A−B.K and eigenvalues of A−L.C and each

of these eigenvalues can be computed independently. So, in the closed loop system

with state observer in SFC mode the stability of the feedback system is independent

of the stability of the observer. Also, even if the closed loop system (A,B) pair in

(3.31) is uncontrollable with state e being the uncontrollable state, the dynamics of

state e as seen in (3.22) is homogeneous in nature, which means for a proper choice of

L, the error asymptotically decays with time. In order to place the closed loop eigen-

values at the desired location, a pole placement routine (MATLAB's `place' function)

is used. In this work, the eigenvalues of the state observers are designed for �ve times

farther than the location of eigenvalues of the SFC. This can be achieved by setting

the smallest real part of the observer eigenvalues to be ten times bigger than the

largest real part of the closed-loop system eigenvalues [96].

Figure 3.12 shows the proposed state observer based SFC. Figure 3.13 shows the

augmentation method of conventional VC with the proposed reduced order state

observer. Notice that no rotor current sensors are required using this technique.

Also, it can be observed from Figure 3.13, that the proposed state observer technique

can be seamlessly integrated with the existing VC topology for DFIG.

Figure 3.14 shows the overall �owchart for the design of state estimator based SFC.

3.5 Simulation Results using 3-Bus System

In this section, the performance of the proposed state observer based SFC is ana-

lyzed on a 1.5 MW DFIG model [90]. Figure 3.4 shows the test system in which the

proposed controller is tested.

3.5.1 Analysis of the Observer Based Controller with Dynamic Wind Conditions

Figure 3.15 shows the wind speed pro�le used for testing the proposed controller

[97]. Figure 3.16 shows the estimation performance of the proposed state observer
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Figure 3.14: Flowchart of the State Estimator based SFC.
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Figure 3.15: Wind speed Pro�le used for Controller Performance Assessment.

Figure 3.16: Rotor Current Comparisons based on the State Observer.

when used in closed loop with the SFC. It can be seen that the state observer can

estimate the current status of the rotor currents to a higher degree of accuracy. There

is a minimum o�set in the estimated and the actual value of the rotor currents. This

does not impact the SFC performance as it can be seen in Figure 3.17 and Figure

3.18. The minimum o�set occurs in the estimated and the actual state values due

to the assumptions made in Section 3.4. When the synchronously rotating reference

frame is aligned with the stator �ux, it is assumed that the Ψds = Ψs and Ψqs = 0,

and it is also assumed that vqs = Vs and vds = 0 which helps decouple the active

and reactive power. However, due to the presence of the stator resistance, Rs, q-axis
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Figure 3.17: Stator Active Power Tracking Performance Analysis with State Observer
based State Feedback Control.

Figure 3.18: PCC Voltage Control with State Observer based State Feedback Control.

stator voltage vqs is not equal to Vs, and d-axis stator voltage vds is not equal to zero

as assumed in this work (i.e. due to the stator resistance, Rs, the voltage vector is

not exactly 90 degree phase behind the �ux vector). This leads to slight deviation in

the system output assumed in (3.4) which in turn, leads to a small deviation that is

evident in the actual and estimated system states.

In this chapter, to compare the two reduced order feedback control methodologies(a.

state observer based SFC and b. state observer based VC) with one another, the

augmented VC was also tuned using the reduced order dynamical model of the system
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Figure 3.19: Stator Active Power Tracking Performance with State Observer based
Vector Control.

but for a wind speed corresponding to 1.1 p.u. rotor speed.

From Figure 3.17, it can be seen that the proposed state observer based SFC can

accurately track dynamically changing stator active power reference with respect to

the changing wind conditions. Also at about 100s, when there is a step change in

stator active power reference, it can be seen that the controller acts immediately and

performs well to track the required stator power. Figure 3.18 shows the performance

of the proposed SFC for voltage regulation at PCC. It can be seen that the proposed

controller can tightly regulate the voltage at PCC during changing active power with

respect to the wind.

Figure 3.19 shows the performance of the modi�ed VC for stator active power

tracking. It can be seen that the controller can track the desired set point with

minimum steady state error. As it can be seen from Figure 3.17 and Figure 3.19,

the SFC with state observer is faster than than the VC with the state observer.

However, in terms of voltage regulation it can be seen from Figure 3.20 that the vector

control with state observer has less deviation around set point of 1 as compared to

SFC with state observer in Figure 3.18. Figure 3.21 shows the comparison between

two forms of controllers on the DFIG rotor speed. Fast control action of the SFC
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Figure 3.20: PCC Voltage Control with State Observer based Vector Control.

Table 3.3: Rotor Current Estimation Error

Current Mean Error (%) Absolute Absolute
Maximum Error(%) Minimum Error(%)

Nominal Rotor Resistance
d-axis 0.1 0.78 ≈ 0
q-axis -1.31 2.13 ≈ 0

1.2 × Nominal Rotor Resistance
d-axis 0.068 0.74 ≈ 0
q-axis -1.37 2.17 ≈ 0

causes rotor oscillations when the rotor speed is close to maximum rated speed after

which the pitch controller starts to act (1.2 p.u in this case). As pitch controller

and VC are relatively slower, there is less di�erence between mechanical power and

electrical power even though there is change in wind speed, which keeps the rotor

stable. However, in the case of SFC, as the controller action is fast, the electrical

power changes fast when compared to the wind speed changes causing a change in

di�erence between mechanical power and electrical power leading to rotor oscillations.

Note that this oscillation happens when there are wind speed changes around the rated

speed (e.g 100-110 secs) and subsides as the pitch controller maintains the mechanical

power at 1 p.u at higher wind speed as it can be seen from 40 to 50 secs.



63

Figure 3.21: Rotor Speed Oscillations with the two Proposed Controllers.

Figure 3.22: Rotor current Estimation Error during Rotor Resistance Variation.

3.5.2 Analysis of Observer Based Controller for Changes in DFIG Rotor

Resistance

As the rotor resistance varies, the reduced order model considered in the controller

design varies as well [98]. Several work discusses the e�ect of rotor resistance vari-

ations. In [99] a rotor temperature estimation technique is presented which can be

integrated with the proposed technique for augmenting the performance of the con-

troller.

In this work, the variations in the rotor resistance and the e�ect of that on para-

metric (change in system state matrix A) and the functional changes (such as voltage
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Figure 3.23: Comparison of the Two Controllers during Grid Voltage Sag.

drop on slip ring brushes) are taken into consideration. It can be seen from (3.23)

that when there are changes in A matrix the closed loop system eigenvalues changes.

The controller gain K is thus adjusted for this change accordingly. Similarly, the

changes in the voltage drop a�ect the state estimation error ε. The property of the

estimation technique is that the output estimation error is asymptotically made to

zero and thus the estimated rotor currents are driven close to the actual value.

Figure 3.22 shows the rotor current estimation error during the condition when the

rotor resistance is known and during a condition when rotor resistance is supposed

to increase by 20% due to temperature variation. In both cases, it can be seen

that the proposed state observer can estimate the rotor current to a fair degree of

accuracy. Also, note that when the rotor resistance increases by 20%, the rotor

current estimation error increases. However, the error is still in a narrow range such

that the estimated current can still be used for the feedback control. Also, it is

interesting to note that the iqr estimation error is proportional to the slip speed. It

was observed that iqr estimation error is close to zero when the machine operates close

to synchronous speed. Table 3.3 compares the performance of the proposed reduced

order state observer in terms of estimation error for the nominal rotor resistance

condition as well as when the rotor resistance is increased by 20%.
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Figure 3.24: d-axis Rotor Current Estimation Comparison with 50% Lm Variation.

Figure 3.25: q-axis Rotor Current Estimation Comparison with 50% Lm Variation.

Figure 3.26: DFIG Terminal Voltage Control with State Observer based SFC with
50% Lm Variation.
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Figure 3.27: Stator Active Power Tracking with Estimators with 1.5 Lm..

3.5.3 Analysis of the Observer Based Controller During Grid Voltage Sag

In this case, the performance of the two controllers were tested for a grid voltage sag

condition in which the grid voltage drops to 0.6 of its nominal value for 0.625 seconds

starting at 15 seconds. This particular test was selected to ensure that when the

proposed architecture is used no additional external voltage ride through mechanism

is required in the DFIG and none of the operating limits of the DFIG are violated.

Figure 3.23 shows the comparison between the two state observer based feedback

control performance during grid voltage sag conditions. It can be seen from Figure

3.23 that the state observer based state feedback control performs better during both

the voltage sag condition and also has less voltage oscillations during the recovery

period.

3.5.4 Simulation Results for Mutual Inductance Variation

It is desirable to test the performance of the machine control for its performance

for parameter variations. In this work, the e�ect of machine mutual inductance

parameters on state observer based SFC is studied. The test was performed on

dynamic wind pro�le shown in Figure 3.7. Figure 3.24 shows the comparison between

estimated d-axis rotor current and actual rotor current with 50 % variation in the

mutual inductance. It can be seen that the estimated current has now more o�set
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as compared to the case without parameter variation. Similar results can be seen in

�gure 3.25, which shows the comparison between estimated q-axis rotor current and

actual rotor current with 50 % variation in mutual inductance .Figure 3.26 shows the

voltage control performance of the state feedback controller with state estimation with

50 % variation in mutual inductance. It can be seen that even though the estimated

current has o�set as compared to the actual current, the controller is still able to

maintain the terminal voltage strictly at 1 p.u. Figure 3.27 shows the stator active

power control performance of the state feedback controller with state estimation with

50 % variation in mutual inductance .

3.6 Simulation Results on a Modi�ed IEEE 39 Bus System

The proposed controller is implemented on wind integrated IEEE 39 bus system

on a real-time digital simulation platform. For this purpose, 200MW wind farm is

connected at Bus-39 and Bus 25 as shown in Figure 3.28. The wind integrated 39 bus

system is modeled in RSCAD/RTDS and the controller is implemented in MATLAB.

RSCAD/RTDS and MATLAB are interfaced using GTNET-SKT for data transfer.

Figure 3.29 shows the real-time implementation architecture of the controller.

For performance evaluation of the proposed observer based feedback control strate-

gies on larger scale system, case studies as shown in Tabl e 3.4 were designed. The

controller performance is validated during variable wind speeds and grid fault condi-

tions. Three cases are considered. In the �rst case, the performance of the controller

is tested for varying wind speed for controller comparisons. In the second case, the

performance of the state observer is evaluated for a dynamic wind pro�le. In the

third case, the performance is evaluated during grid fault conditions and with dy-

namic wind pro�le. The test results for third case, show that the estimator based

design can help sustain the fault ride through of the DFIG.
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Figure 3.28: Wind integrated IEEE 39-bus System.

3.6.1 Comparison Between State Observer Based Feedback Controllers

For accurate comparison of the two reduced order state feedback control method-

ologies, the augmented vector control was also tuned using the feedback from reduced

order state observer of the system. For this study, windfarm was connected at bus 17

in Figure 3.28. The wind speed pro�le used for this study is shown in Figure 3.30.

In Figure (3.31 to 3.34), the �rst 16 seconds of simulation shows the performance

of the controller with only varying wind speed. After 16 seconds, a 3-phase bolted

fault is initiated for a time duration of 0.1 sec at bus 39. Figure 3.31 shows the

estimated rotor current from the state observer along with the actual rotor current
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Table 3.4: Case Studies on Large Scale System

Cases Wind Wind Test Comparison Comment
Cases Farm Bus Pro�le Scenario
Case A Bus 17 Figure Steady State State Controller

3.30 & Fault at Observer comparison &
Bus 39 Based performance

VC & SFC evaluation
Case B Bus 25 Figure State Estimation State State

& 39 3.35 performance for Observer Observer
dynamic wind estimation performance

pro�le comparison evaluation
Case C Bus 25 Figure Fault at bus 39 Response of Performance

& 39 3.35 windfarm at Analysis of
bus 39 & bus observer
25 for fault based VC

GTNET-SKT

WIND INTEGRATED 
IEEE 39 BUS SYSTEM

RSCAD/MATLAB
State Observer Based 

Feedback
Control in MATLAB

Figure 3.29: Real-Time Implementation Architecture.
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Figure 3.30: Wind speed Pro�le used for Case A.

Figure 3.31: d-q axis Rotor Current Estimation during Steady State and Grid Fault
Condition.

for this operating scenario. From Figure 3.32 it can be seen that the proposed state

observer based control can accurately track dynamically changing stator active power

reference with respect to the changing wind conditions. Also it can be seen that the

controller can track the desired set point with minimum steady state error. Figure

3.33 shows the performance of the proposed state observer based feedback controllers

for voltage regulation at the PCC. It can be seen that the proposed controller can

tightly regulate the voltage at PCC during changing active power with respect to the

wind. Figure 3.34 shows the comparison between the DFIG rotor speed.
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Figure 3.32: Stator Active Power Tracking Performance Comparisons in Steady State
and Grid Fault Condition with the Two Controllers.

Figure 3.33: Voltage Pro�le Comparisons in Steady State and Grid Fault Condition
with the Two Controllers.

3.6.2 Analysis of the State Observer Based State Feedback Control (SFC) for

Dynamic Wind Conditions

Figure 3.35 shows the wind speed pro�le used for testing the proposed controller on

the real-time experimental test-bed. Figure 3.36 shows the estimation performance of

the proposed state observer when used in closed loop with the state feedback controller

for windfarm 1 connected to bus 25. It can be observed that the state observer can

estimate the current value of the rotor current to a higher degree of accuracy.
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Figure 3.34: Rotor Speed Comparisons in Steady State and Grid Fault Condition
with the Two Controllers.

Figure 3.35: Wind speed Pro�le used for the Study.

3.6.3 Analysis of the Observer Based Vector Control(VC) For System Fault

To analyze the behavior of DFIG based windfarm with the proposed control method-

ology, a 3-ph bolted fault is initiated for a time duration of one and half cycle at bus

39, where the DFIG based wind farm 2 is connected. The stator active and reactive

power before, during and after the fault is shown in Figure 3.37. The current esti-

mation performance of the proposed observer during grid fault conditions is shown

in Figure 3.38. It can be observed from Figure 3.38 that the estimator can estimate

the rotor current during grid fault conditions. This performance of the rotor current
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Figure 3.36: Rotor Current Estimation for Dynamic Wind Conditions.

Figure 3.37: Stator Active Power Tracking Performance Comparisons.

Figure 3.38: Rotor Current Estimation Comparison during Grid Fault Conditions.
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Figure 3.39: Voltage Pro�le Comparisons for Di�erent Wind Farms.

Figure 3.40: Rotor Speed for Di�erent Wind Farm.

estimator is especially helpful when the DFIG based windfarm is expected to remain

connected in the power grid during grid fault conditions. The PCC voltage at wind

farm 1 and 2 is shown in Figure 3.39. The voltage sag in windfarm 1 is less as com-

pared to windfarm 2 as it is farther away from the fault location. The DFIG rotor

speed for windfarm 1 and windfarm 2 is shown in Figure 3.40. The oscillations in ro-

tor speed for wind farm 2 is caused by the mismatch between mechanical power input

and electrical power output of machine during and after the fault. The oscillations

are also due to the slight mismatch between estimated current and actual current.

The mismatch in current estimation has direct impact on active power output and
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Figure 3.41: Experimental Setup.

hence electromagnetic torque of the machine. However, it can also be observed that

the rotor oscillations damped out over time after the fault is cleared and current

estimation error is minimized.

3.7 Hardware-in-the-Loop (HIL) Simulation Results

In this section, the performance of the proposed state observer based SFC is ana-

lyzed on a 2 kW DFIG set up using HIL simulation platform in a laboratory testbed.

Figure 3.41 shows the laboratory setup used for testing the performance of the pro-

posed controller. The RSC was controlled using the state observer based SFC, how-
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Figure 3.42: Comparison of Actual d-axis Rotor Current with the Estimated d-axis
Rotor Current.

Figure 3.43: Comparison of Actual q-axis Rotor Current with the Estimated q-axis
Rotor Current.

ever, the GSC was controlled using vector controlled technique with GSC maintaining

the DC link voltage at 400V at unity factor. The ratings of the hardware setup used

in provided in Appendix D.

3.7.1 Analysis of the State Observer based Controller for Dynamic Changes in

Stator Power References

The closed loop performance of the proposed state observer based SFC was �rst

tested for its suitability to implement in the closed loop control. Figure 3.42 and 3.43

shows the performance of the proposed state observer for estimating the rotor currents

in the machine. It can be observed from Figure 3.42 and 3.43 that the proposed state
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Figure 3.44: Stator Active Power Tracking Performance of the Proposed State Ob-
server based SFC.

Figure 3.45: Stator Reactive Power Tracking Performance of the Proposed State
Observer based SFC.

observer technique can estimate the rotor current in the machine within 0.2 secs of the

simulation start time. Also, it can be observed from Figure 3.42 and 3.43 that once

the observer converges to the actual value of the rotor currents, the error between the

actual value and the estimated value of the rotor current is minimal and doesn't have

much impact of the active and reactive power control of the DFIG as shown in Figure

3.44 and 3.45. To test the active and reactive power tracking performance of the

proposed controller, a variable rotor speed pro�le starting at 1500 rpm and reaching

2100 rpm at 20secs was used, so that the machine operates both in sub-synchronous

and super-synchronous mode. The laboratory DFIG was run in speed input mode
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Figure 3.46: Instantaneous Stator Current.

with the DC motor drive generating the required torque to run the machine at the set

speed. A step change in active power from 0.15 pu to 0.3 pu was used to access the

performance of the proposed control technique. It can be observed from �g 3.44 that

the state observer SFC has a faster response with no overshoot once the state observer

converges as can be seen by the active power tracking performance at around 10s in

Figure 3.44. For the reactive power tracking performance of the DFIG using the state

observer based SFC a sinusoidal reference of amplitude 0.15 pu with a time period of

20 secs was used. It can be seen that the proposed state observer based SFC has a

good tracking performance throughout the simulation time. During the start of the

simulation before the observer converges, we can see a small overshoot in the reactive

power which can be associated with the reactive power drawn by the machine. Also,

by observing Figure 3.45, it is evident that the proposed control technique has lesser

interaction between active power control and reactive power control loop as the step

change in active power at 10 secs has minimal impact on the reactive power control

loop. Figure 3.46 shows the instantaneous stator current at around 10 secs.

3.8 Chapter Summary

This chapter presented state estimator based SFC architecture for DFIG. First, the

design of SFC considering the states are measureable is presented. Then the state ob-
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server from the state-space model of the machine is designed. The design of controller

and observer was discussed in detail and controllability and observability of the sys-

tem is studied. The application of these state observer with VC and SFC is discussed.

From the simulation results, it can be observed that the SFC showed equal perfor-

mance when compared to VC and for sudden fast changes performed better. The

proposed method is simple, e�ective and as it uses model reduction, and the architec-

ture can be used to simplify controller design for large scale systems. The remarkable

advantage of the reduced order based SFC proposed was an easier design and appli-

cability in real-time implementation without signi�cant computational delay because

of the smaller sizes of state feedback matrix. It has been shown that the proposed

state estimator based SFC showed very good performance when compared to state

observer based VC technique. Also, the proposed method is simple and reduces the

dependency of rotor current measurements in control of DFIG even when using with

conventional vector control technique. The proposed controller has been implemented

in a real-time simulation platform and HIL platform to show the feasibility. It has

been observed that the architecture reduces computational complexity as the system

state matrices for the reduced state model is much smaller when compared to actual

system states. The proposed method is simple, e�ective and the architecture has been

demonstrated for a large scale systems.The e�ect of machine parameter variations in

the SFC was also studied and the results showed that the proposed SFC is robust to

machine parameter variations even though the observer performance degrades as the

parameter variation occurs. With the rotor current estimators the DFIG control can

be implemented without the use of the rotor side quantities measurements. This can

reduce the cost involved in the sensors and also increase the reliability of the system.



CHAPTER 4: MEASUREMENT BASED APPROACH: PARAMETRICALLY

ROBUST DYNAMIC SPEED ESTIMATION BASED CONTROL FOR DFIG

This chapter presents a speed estimation based VC architecture for DFIG. The

main advantage of the proposed architecture is that with this methodology the gen-

erator can be operated without a speed sensor and position encoder. The method

calculates the machine parameters online using a RLS technique based on identifying

the transfer function relating to rotor speed and position error. A minimum variance

regulator ensures that the position error is minimum by proper estimation of the

speed. For illustration, �rst, the small signal model of the machine and the regulator

design is discussed. Then, a methodology is proposed, in which machine's mutual in-

ductance is estimated on-line, so that the estimation approach is robust to changes in

the machine parameters. Second, the control architecture with the speed estimation

technique is discussed. The proposed approach is validated using a real-time simula-

tion platform for a GE 1.5 MW wind turbine (both for steady state operations and

grid disturbance conditions) and with hardware-in-the-loop experimental set up for

a 2kW DFIM. Simulation and experimental results demonstrate desired steady-state

and dynamic performance of this sensorless control approach for DFIG-based WECS.

The main contributions of the architecture can be summarized as follows:

• The proposed approach is based on machine dynamic model as it develops an

online transfer function of the rotor speed and position error using a recursive

identi�cation routine based on measured quantities.

• The proposed approach is insensitive to parametric changes in the machine.

• The proposed approach establishes an online tuning method for speed error thus
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ensuring that the architecture is robust.

• The method ensures faster speed estimation thus improving the controllability.

Also the approach is tested using an experimental test-bed.

• As the speed estimation is performed using a second order model of the system,

the computational burden of the proposed technique is not high.

• The proposed approach can help maintain the machine's operational stability

during grid disturbance conditions which is critical for improving grid fault ride

through capabilities.

4.1 Speed Observer for DFIG

In this chapter, the speed and position observer for DFIG rotor is based on design-

ing an adaptive model and a reference model inspired from [27, 85]. This technique

reduces the error in the reference and estimated current signal by dynamically ad-

justing the estimated rotor speed. The reference model used is the measured rotor

current and the adaptive model is based on estimated rotor current through use of

machine dynamics in (A.1) and (A.2). An estimation of the rotor current, îr, is com-

puted based on measure-able stator voltage, vs, and stator current, is. In stationary

reference frame, the p.u. stator �ux can be computed using (A.2) as

ψs = −Lsis + Lmire
jθr (4.1)

where ir represents the measured rotor current (at slip frequency) and θr is the po-

sition of the rotor with respect to stationary reference frame. From (4.1), the rotor

current is obtained as,

ir =
ψs + Lsis

Lm
e−jθr (4.2)
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Replacing θr in (4.2), with an estimation of the rotor angle, θ̂r and measured rotor

current ir with estimated rotor current, îr, the expression in (4.3) can be obtained

for the estimated rotor current îr in stationary reference frame.

îr =
ψs + Lsis

Lm
e−jθ̂r (4.3)

From this, an estimation of error between ir and îr can be calculated by properly

de�ning an error function. The error in α − β components between the measured

rotor current ir and estimated rotor current îr is de�ned as the angle between cross

product and dot product between îr and ir computed using atan2 function. Let `c'

represents the magnitude of the cross product between ir and îr and `d' represents

the dot product between ir and îr. That is

c = |ir||̂ir|sin(θerr)

d = |ir||̂ir|cos(θerr)
(4.4)

where θerr is the angle between vectors ir and îr. It is worth noting that correct

estimation of rotor speed and position is achieved when θerr u 0. The error function

`ε' is de�ned using the `arctangent' of the ratio of cross product and dot product as,

ε = atan2(
c

d
) (4.5)

It can be seen that the error is driven to zero when the cross product approaches zero

and the dot product is a positive number. This happens when the measured current

vector aligns with the estimated current vector. The atan2 function eliminates the

chances of incorrect rotor position estimation. Under normal estimation, the error

function can determined as the cross product. However, the cross product can be

zero when two vectors are 180◦ apart as well, but at that instant the dot product of
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Figure 4.1: Proposed Sensorless VC Scheme for a Grid Connected DFIG.

the vectors would result in negative quantity. As `atan2' function takes care of sign

of the cross product and dot product of the estimated currents and actual currents,

the error is driven to zero only when the estimated rotor current almost aligns with

the measured rotor current. Figure 4.1 also shows the proposed speed and position

estimation technique applied along with the conventional VC for active and reactive

power control of the DFIG.

4.2 Main Contributions: Dynamic Speed Estimation for DFIG

This section presents the design for the parametric variation robust speed estima-

tion. Figure 4.2 shows the small signal model of the proposed architecture.

4.2.1 Small Signal Model of Proposed Estimator

To derive the small signal model of the proposed system, atan2 as the error function

is approximated as follows [85]

ε = atan2(
c

d
) = 2 ∗ atan(

c√
c2 + d2 + d

) (4.6)
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Using the taylor series approximation of atan(z) as,

atan(z) = z − z3

3
+
z5

5
− ....... (4.7)

After neglecting the higher terms of atan(z) (as z, the position estimation error, ap-

proaches zero for steady state condition), from (4.6) and (4.7) following approximation

of atan2 function is obtained.

atan2(
c

d
) = 2× c√

c2 + d2 + d
(4.8)

Table 4.1 compares the output of the atan2 function with the output of the atan2

approximation in (4.8). In doing so, the denominator d is �xed at 1. It can be seen

that the above approximation has a minimal error, when approximating small ratio

of magnitude of cross product c and dot product d.
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Table 4.1: atan2 Approximations for Small Deviations

Deviation atan2 from Approximated Absolute Estimation
around 0 MATLAB atan2 Error
(|c|) (radians) (radians) (degrees)
-0.25 -0.2450 -0.2462 0.0012
-0.15 -0.1489 -0.1492 0.0003
-0.05 -0.05 -0.05 0
0.05 0.05 0.05 0
0.15 0.1489 0.1492 0.0003
0.25 0.2450 0.2462 0.0012

Using (4.4) and (4.8), the error expression (4.6) reduces to

ε = atan2(
c

d
) =

2|ir||̂ir|sin(θerr)

|ir||̂ir|+ |ir||̂ir|cos(θerr)
(4.9)

Also, it is important to note that the estimated current, îr is rotating at a relative

speed of wr − ŵr with respect to the actual current, ir. If the initial conditions are

to be neglected, the θerr can be written as

θerr =
ωr − ω̂r

s
(4.10)

where ωr and ω̂r are the actual rotor speed and estimated rotor speed, s is the

derivative operator.

A small signal model of the error function is then derived assuming that all the

machine parameters are correctly known, and at the stable operating point, ir0 = îr0

and θerr = 0. Linearizing the error function (4.9) and estimation error (4.10), the

small signal model after some algebraic rearrangement can be obtained as

∆ε = ∆θerr =
∆wr −∆ŵr

s
(4.11)

where ∆ε is the error in alignment of îr with respect to ir and ∆wr and ∆ŵr are the
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deviations in the actual and estimated speed.

The derived small signal model in (4.11) assumes ideal conditions ignoring the non-

linear e�ects such as sampling delays, machine parameter variations and distortion in

the DFIG voltages and currents. To deal with this non-linearities the relation between

error ε and estimated rotor speed ω̂r is identi�ed using the RLS based identi�cation

technique, and once the relation between ε and ω̂r is obtained, those parameters are

used by a MVC acting as a regulator to drive the error in (4.9) to zero by adjusting

ω̂r. This improves the controller robustness.

4.2.2 Machine Parameter Sensitivity

The proposed speed estimation technique with RLS and MVC acting as a regula-

tor produces incorrect estimation of rotor angle if the machine parameters are not

correctly identi�ed. As the estimated rotor angle is used to demodulate the rotor

currents and rotor voltage reference generation, an incorrect estimation of the rotor

position e�ects the control performance of the DFIG. The dependency of the rotor an-

gle estimation in the machine parameter can be obtained using a small signal model.

From (4.3) it can be seen that the rotor current estimation is dependent on the stator

inductance Ls and machine mutual inductance Lm. As stator inductance Ls is the

sum of stator leakage inductance Lls and Lm and Lls is a small quantity as compared

to Lm, it can be veri�ed that accurate rotor current and the rotor position estimation

is dependent on accurately identifying machine mutual inductance Lm. It has been

shown in [80] that a variation in mutual inductance estimation by 50% can lead to

angle estimation error of upto 15◦.

The small signal model of (4.3) in synchronously rotating reference frame is ob-

tained as

îr =
ψs
Lm

+

(
1 +

Lls
Lm

)
is (4.12)
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Note that in synchronously rotating reference frame the currents are seen as DC

quantity. The rotor position can be safely neglected for engineering purposes as the

rotor position in synchronously rotating reference frame is in close proximity to the

reference frame. Now, if Lls/Lm is ignored, (4.12) can be written as

îr =
ψs
Lm

+ is (4.13)

Assuming that the stator �ux is well regulated, the machine operating point does not

change and ir0 = îr0. A small change in the machine parameter leads to the following

changes in the rotor current estimation.

∆îr =
is0∆Lm − ir0∆Lm

Lm
(4.14)

where is0 steady state stator current. From (4.14), it can be seen that if Lls � Lm,

the error in rotor current estimation varies linearly with the variation of the ma-

chine mutual inductance. Also, the rotor current estimation depends on the machine

operating condition.

At the steady state condition, variation in mutual inductance varies the phase and

magnitude of the estimated rotor current. This phase error is corrected by the RLS

based observer and MVC controller. However, this may introduce an o�set of ∆θ

in the rotor position estimation. Therefore, an incorrect estimation of the Lm is

equivalent to an o�set in the measured position [27] of the encoder.

The speed estimator is mainly a�ected by incorrect estimation of Lm. The esti-

mated rotor current obtained from (4.3) is dependent on accurate estimation of stator

�ux, which in turn is dependent on stator resistance. However, as stator resistance

has negligible e�ects on stator �ux estimation, rotor current estimation in (4.3) is

robust to variations against stator resistance [27]. As the rotor resistance does not

a�ect the estimation of rotor currents, the proposed speed estimator is not a�ected



88

d-axis

q-axis

idqs

Ψdqs

idqr , idqr for ΔLm = 0^

idqr for 
ΔLm = -0.5Lm

^

vdqs

idqr for 
ΔLm = 0.5Lm

^

Δθ1

Δθ2

idqr

Δθ1 :Angle estimation error for 50% reduction in Lm

Δθ2 :Angle estimation error for 50% increment in Lm

Figure 4.3: Phasor Diagram showing the E�ect of Lm Variation on Rotor Position
Estimation.

by its variations. Figure 4.3 shows the e�ect of variation of the machine mutual

inductance.

4.2.3 Minimum Variance Controller

Once the system identi�cation is achieved, MVC is designed which gives a proper

estimate of ω̂r that minimizes the error in rotor position estimation, ε. For MVC

design, the system is assumed to be described by the CARMA model [85, 100] which

in terms of the speed estimation error and estimated speed is given as:

ε(k) =
B(q−1)

A(q−1)
× ŵr(k) +

C(q−1)

A(q−1)
× %(k) (4.15)

where % represents the error in model representation and noises in the system.

Using the system time delay information, MVC minimizes the variance of the out-

put at k+d with respect to the expected value of output at k+d using the information

gathered at up to time instant k. This means controller goal is to minimize the fol-

lowing objective function: J(k) = E{ε(k+d)2}, where d is the assumed system delay

and E represents the expected value of the output d steps into the future. In this
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paper, the system equations are represented as:

A(q−1)ε(k) = B(q−1)ŵr(k) + C(q−1)%(k)

A(q−1) = 1 + a1q
−1 + a2q

−2

B(q−1) = q−1(b0 + b1q
−1)

C(q−1) = 1

(4.16)

C(q−1) = 1 suggests that the noise % considered is a white noise with mean of zero

and variance of 1. From (4.15) and (4.16), it can be seen that,

(1 + a1q
−1 + a2q

−2)ε(k) = q−1(b0 + b1q
−1)ŵr(k) + %(k) (4.17)

and,

ε(k) = q−1(−a1 − a2q
−1)ε(k) + q−1(b0 + b1q

−1)ŵr(k) + %(k) (4.18)

If the time index in prediction is shifted by one (i.e q−dY (k + d) = Y (k)), (4.18) can

be written as

ε(k + 1) = (−a1 − a2q
−1)ε(k) + (b0 + b1q

−1)ŵr(k) + %(k + 1) (4.19)

In (4.19), LHS represents output signal one step into the future and the RHS contains

information about present and past output signals, present and past control signals

and future estimation error signals.

The control action ŵr(k) is computed in order to optimize the variance of the

output single step in the future

Min
ŵr(k)
{J(k)} = MinE

ŵr(k)
{ε(k + 1)2} =

MinE
ŵr(k)

{[(−a1 − a2q
−1)ε(k)+(b0 + b1q

−1)ŵr(k) + %(k + 1)]2} (4.20)
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In (4.15), as the model estimation error is assumed to be a white noise, and its future

values cannot be correlated with past signals. Therefore, the minimum variance will

be achieved when the sum of the �rst two components is set to zero.

(−a1 − a2q
−1)ε(k) + (b0 + b1q

−1)ŵr(k) = 0 (4.21)

Overall MVC has the following form

ŵr(k) =
a1 × ε(k) + a2 × ε(k − 1)− b1 × ŵr(k − 1)

b0

(4.22)

As mentioned in [100], the properties of control signal when the MVC is used depend

critically on the sampling interval. A low sampling time gives a large variance in

the control signal, and a high sampling time gives a low variance. In this paper, a

controller sampling time which is 20 times slower than the simulation sampling time

is chosen such that variation in the estimated speed ω̂r is minimum. If a sampling

time equal to the simulation time step is used, a moving average of the estimated

speed ω̂r based on at least 15-20 estimates sampled at the simulation time step is

suggested to get a smoother estimate of rotor speed.

4.2.4 Closed Loop Response of Proposed Speed Estimator

With the estimated speed derived in (4.22) and assuming the convergence of RLS

algorithm to a proper parameters of the system, from (4.16) one gets,

ε(k) = %(k) (4.23)

From (4.23), it can be observed that the MVC law let the closed loop speed estimation

error converges to the noise in the system which has a mean of zero.
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4.2.5 Asymptotic Properties of MVC with RLS Identi�cation

Consider the time shifted output of the model of the system as obtained from RLS

algorithm as,

y(k + d) = φT (k)θ̂ + ε(k + d) (4.24)

where φT (k) is the matrix containing past input and output data and θ̂ represents

the estimated system parameters. From the discussion in 4.2.4, with the control law

implemented in the system, it can be observed that,

φT (k)θ̂(k + d) = 0 (4.25)

Considering at an equilibrium the estimated parameters θ̂ are constant and satisfy

the normal equation as [100],

1

t

t∑
k=1

φ(k)y(k + d) =
1

t

t∑
k=1

φ(k)φT (k)θ̂(t+ d) (4.26)

Using (4.25) it follows that

1

t

t∑
k=1

φ(k)y(k + d) =
1

t

t∑
k=1

φ(k)φT (k)
(
θ̂(t+ d)− θ̂(k + d)

)
(4.27)

Thus it can be observed that if the estimate θ̂(t) converges as t → ∞, and the

regression vectors are bounded, the right-hand side in (4.27) goes to zero. This leads

to the conclusion that the system output which in this case is the error ε converges

to zero asymptotically.

4.2.6 Estimation of Mutual Inductance of DFIG

In this paper, an augmentation of existing VC technique is proposed such that

machine mutual inductance can be estimated. In stator �ux oriented reference frame

(synchronously rotating), after using (A.2), the reactive power on the stator side given
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by (A.3) modi�es to

Qst = −vqsψds
Ls

+
vqsLm
Ls

idr (4.28)

The rotor current idr can be divided into two components, one that branches towards

the magnetizing reactance and the other one that is responsible for generating reactive

power at the stator terminals or maintaining the terminal voltage at the stator side.

Thus, (4.28) will be

Qst =

(
−vqsψds
Ls

+
vqsLm
Ls

idrm

)
︸ ︷︷ ︸

Qmag

+
vqsLm
Ls

idrg︸ ︷︷ ︸
Qgen

(4.29)

From (4.29), it can be seen that the stator reactive power can be divided into two

components:

• Magnetizing component.

• Reactive power generating component.

If the no load magnetizing reactive power from stator is desired to be zero i.e, all

the machine magnetizing reactive power is supplied from the rotor side and machine

does not consume magnetizing reactive current from stator, Qmag in (4.29) can be

equated to zero. Further, after neglecting the stator transients in (A.1) , Lm can be

approximated as

Lm =
vqs +Rsiqs

idrm
(4.30)

Using (4.30), one can get an appropriate estimate of the machine's mutual inductance,

if the magnetizing component of the d-axis rotor current is known. To get the value

of idrm, it has been assumed that the reactive power generating component of rotor

current idrg is equal to i∗drg generated by the outer loop voltage control. So, in steady
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state, idrm is equal to di�erence between measured rotor current idr and reference

for reactive power generating component of rotor current i∗drg as shown in mutual
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Figure 4.5: Rotor Speed Estimation Comparison between the Proposed MRAS Tech-
nique and Conventional MRAS Technique.

inductance estimation block in Figure 4.1. The low pass �lter before the mutual

inductance output is required to make the time constant of the mutual inductance

estimation slower than the voltage control loop, which in this chapter is used at 1.5

seconds. The implementation of the proposed speed estimation technique is discussed

next based on the control schematic represented in Figure 4.1.

4.3 Experimental Results

The control system shown in Figure 4.1 and system identi�cation architecture

shown in Figure 4.2 has been implemented on a 1.5 MW GE wind turbine [90] as

a single machine connected to in�nite bus through transmission line in a real time

simulation set up. Further the experimental system is studied using a 2kW DFIM

driven by a DC motor in a laboratory setup. The schematic diagram for experimental

rig is shown in Figure 4.4.

4.3.1 Comparison with the Conventional MRAS based Speed Estimation

Technique

The performance of the proposed speed observer was compared with the existing

speed observer on a test case with DFIG parameters as listed in D. This test is carried

out in a speed input mode for the machine assuming the external MPPT controller
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Figure 4.6: Active Power Tracking Performance Comparison of DFIG with Speed
Estimated using the Proposed MRAS technique and conventional MRAS Technique.

Figure 4.7: Reactive Power Tracking Performance Comparison of DFIG with Speed
Estimated using the Proposed MRAS technique and conventional MRAS Technique.

is present in the system for the pitch control and the power reference of the stator

is kept at 0.8 p.u. with the DFIG consuming a reactive power of 0.25 p.u. from

the grid. The grid is simulated as an in�nite bus with a constant voltage source.

Both speed observers were tested out for the same stator active and reactive power

reference and with the similar rotor speed pro�le.The test speed pro�le along with the

performance of the two speed sensorless scheme is shown in Figure 4.5. From Figure

, it can be observed that the RLS based rotor speed estimation performs better than

the MRAS observer based speed estimation especially when there is sudden change

in the rotor speed. The major reason behind this is the use of static controllers



96

Figure 4.8: Angle Performance Comparison of DFIG with Speed Estimated using the
Conventional MRAS Technique.

Figure 4.9: Angle Performance Comparison of DFIG with Speed Estimated using the
Proposed MRAS Technique.

in the MRAS based speed estimation technique. In the proposed speed estimation

technique whenever there are changes in rotor speed, the identi�ed system parameters

,θ, adjusts themselves and corrects the controlled variable error to zero within few

sampling time through the use of MVC. As there are no integrators involved in the

controller, it acts faster, which makes it suitable to use for speed estimation on the �y.

The corresponding active and reactive tracking performance of the machine subjected

to speed changes in Figure 4.5 is shown in Figure 4.6 and Figure 4.7 respectively.

Figure 4.8 and 4.9 shows the angle estimation performance between the proposed

RLS identi�cation based MRAS based rotor angle estimation and conventional MRAS
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Figure 4.10: Estimated Rotor Speed and Actual Rotor Speed for Step Changes in
Wind Speed.

based rotor angle estimation. The disadvantages of having a static controller is evident

in Figure 4.8. During the time period around 10 secs, when there was a sudden drop

in rotor speed from 1.2 pu to 1 pu as shown in Figure 4.5, it can be observed that the

angle estimation from the conventional MRAS based speed observer su�ers, the e�ect

of which can be seen in the active and reactive power control of the DFIG stator in

Figure 4.6 and Figure 4.7. As the angle estimated by the proposed speed observer

settles down quickly as can be seen in Figure 4.9, it does not have high impact on

the active and reactive power control of DFIG.

4.3.2 Real Time Simulation results for Speed Estimation

In real-time simulation, the GE 1.5 MW DFIG is modeled along with the two mass

model for the turbine, such that the rotor speed used for the pitch controller is also

the estimated rotor speed. The simulation time step used in real time simulation is

50 us and the controller and identi�cation time step is 1000 us.

4.3.2.1 Step Changes in Wind Speed

Figure 4.10 shows the actual rotor speed and estimated rotor speed for a step change

in wind speed which causes rotor speed to vary from 1.15 p.u to 0.85 p.u (test 1) and

0.85 p.u. to 1.15 p.u (test 2) respectively at around 30 secs. The initial transients
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Figure 4.11: Speed Estimation Error for Rotor Speed Changes Case in Figure 4.10.

Figure 4.12: Angle Estimation Error for Rotor Speed Changes Case in Figure 4.10.

in the rotor speed is because the real time simulation was not started in steady state

and the wind turbine system takes certain time to reach steady state condition. It

can be seen that the proposed speed estimator can catch up and estimate the machine

speed within few seconds, even before the rotor speed transients diminish. The speed

catching capability of the proposed estimator is evident from Figure 4.10. Figure 4.11

shows the rotor speed estimation error in % when the step changes in wind speed

causes rotor speed to change as shown in Figure 4.10. It has been observed that

the proposed speed estimator converges to the actual rotor speed within 4 seconds of

the machine start-up and the error is limited within ±0.5% after that settling time.

Figure 4.12 shows the rotor angle estimation error in degrees. It can be observed

that the rotor angle estimation error is below 1◦ for the whole range of operation.
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However, it can also be seen that for super-synchronous mode of operation, the angle

estimation error is higher as compared to sub-synchronous mode of operation. This is

because of the changes in the mutual inductance estimation as shown in Figure 4.13.

From Figure 4.13, it can be seen that the proposed mutual inductance estimator has

a lesser accuracy (96%) when operated in super-synchronous mode as compared to

sub-synchronous mode of operation (99% accuracy). The changes in accuracy can

be attributed to voltage drop in the stator winding resistance, Rs, which has been

neglected in the mutual inductance estimator design. This becomes prominent as

current in the stator is larger in magnitude in super-synchronous mode.

4.3.2.2 Dynamic Simulation based on Real Wind Speed Pro�le

Figure 4.14 shows the wind speed pro�le used in the real-time simulation study of

the proposed speed estimation technique. The wind speed pro�le is obtained from [97].

Figure 4.15 shows the performance of the proposed speed estimator for the mentioned

wind conditions in Figure 4.14. The initial speed catching operation of the proposed

estimator can also be seen in Figure 4.15. It can be seen that the proposed estimator

closely estimates the rotor speed of DFIG over the entire operating range. The active

power generated by DFIG for the wind conditions is shown in Figure 4.16. It can be

clearly seen that with the proposed speed estimation technique one can get a good

control of the machine's output active power. The stator terminal voltage control

performance of the vector control with proposed speed estimator is shown in Figure

4.17. Figure 4.18 shows the performance of the mutual inductance calculator for the

varying wind conditions. It can be observed that the calculated value of the mutual

inductance falls within (93 − 99%) of the actual mutual inductance of the machine.

The rotor position estimation error for the wind conditions is shown in Figure 4.19. It

can be clearly seen that, for the whole range of operation, the angle estimation error

is limited within ±1◦ which does not have signi�cant impact on the overall control of

the machine.
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Figure 4.13: Mutual Inductance Estimation for Rotor Speed Changes Case in Figure
4.10.

Figure 4.14: Wind Speed Pro�le Used.

Figure 4.15: Rotor Speed Estimation Performance of Proposed Speed Estimator for
Wind Conditions in Figure 4.14.
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Figure 4.16: Active Power Generated by Sensorless Vector Controlled DFIG for Wind
Conditions in Figure 4.14.

Figure 4.17: Stator Terminal Voltage Control by Sensorless Vector Controlled DFIG
for Wind Conditions in Figure 4.14.

Figure 4.18: Mutual Inductance Estimation in a Sensorless Vector Controlled DFIG
for Wind Conditions in Figure 4.14.
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Figure 4.19: Rotor Position Estimation Error in a Sensorless Vector Controlled DFIG
for Wind Conditions in Figure 4.14.

Figure 4.20: Angle Estimation Error for Changes in Machine Mutual Inductance with
and without Lm Estimation.

Figure 4.21: Mutual Inductance Estimation Error for changes in Machine Mutual
Inductance.
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Figure 4.22: Voltage Control Performance when the Proposed Speed Estimation was
used along with Conventional Vector Control.

Table 4.2: Changes in Stator Terminal Voltage Reference

Time (s) 0 -25 25 -50 50 -75 75 -100 100 -150 150 -175 175 -200
Voltage (p.u.) 1 0.98 1 1.05 1 0.98 1
Speed (p.u.) 0.85 0.85 0.85 0.85 1.15 1.15 1.15

4.3.2.3 Performance with Mutual Inductance Variation

Figure 4.20 shows the angle estimation error when the machine parameters are

varied. It can be seen that when the machine mutual inductance is increased by

1.5 times and the mutual inductance is not estimated, a positive angle estimation

error is obtained as expected from phasor diagram in Figure 4.3. Likewise, when

the mutual inductance is decreased by 30 %, the angle estimation error is negative

as expected. The angle estimation error is minimized when the mutual inductance

was estimated online. Figure 4.21 shows the estimated mutual inductance when the

machine parameters were varied. It can be seen that the proposed Lm estimator

closely estimates the machine mutual inductance with a minimum accuracy of 95%.

4.3.2.4 Performance with Stator Terminal Voltage Variation

The performance of the proposed speed estimator and mutual inductance estimator

was also tested in varying rotor speed and stator terminal voltage conditions. The
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Figure 4.23: Speed Estimation during PCC Voltage Variations.

Figure 4.24: Mutual Inductance Estimation for changes in PCC Voltage.

Figure 4.25: Rotor Position Estimation Error for Voltage Changes.

stator terminal voltage regulation performance of the vector control is shown in Figure

4.22. The reference stator voltage and wind speed was changed (so as to obtain change
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Figure 4.26: PCC Voltage Response for a Three Phase Short Circuit Fault.

Figure 4.27: Active Power Generation Response for a Three Phase Short Circuit Fault
with Proposed Speed Estimation Technique used in Vector Control.

in rotor speed) as shown in Table 4.2.

The speed estimation performance during the voltage variation case is shown in

Figure 4.23. The performance of the mutual inductance calculation is shown in Figure

4.24 and the angle estimation error is shown in Figure 4.25. It can be seen that as the

stator voltage varies, the calculated value of the mutual inductance varies as well, but

the error in mutual inductance estimation is still within ±8% of the nominal value.

Also it was observed that the angular position estimation error was maintained within

±1.5% for the variation of the stator voltage.
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Figure 4.28: Mutual Inductance Estimation Performance for a Three phase Short
Circuit Fault with Proposed Lm Estimation Technique.

Figure 4.29: Rotor Speed Estimation Performance for a Three phase Short Circuit
Fault with Proposed Speed Estimation Technique.

Figure 4.30: Angle Estimation Error for a Three phase Short Circuit Fault with
Proposed Speed Estimation Technique.
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4.3.2.5 Performance of the proposed speed estimator technique during grid fault

conditions

It is important that the DFIG ride through the system faults such that the overall

system stability can be maintained. As the knowledge of rotor position is important

for overall control of DFIG, the speed estimation technique should be tested for its

performance during grid fault conditions. In this paper, the proposed speed estima-

tion technique is tested for a 15 cycle three phase fault close to the machine terminals

to test the suitability of the proposed speed estimator for grid fault ride through

applications. Figure 4.26 shows the voltage ride through performance of DFIG with

control approach shown in Figure 4.1. It can be observed that the proposed speed

estimation technique can help maintain the stable operation of the machine during

grid disturbances. Figure 4.27 shows the active power generated by DFIG before,

during and after three phase fault when the proposed speed estimation technique

was used along with the conventional vector control. Figure 4.28 shows the mutual

inductance estimation performance of the proposed approach during grid fault. It

can be observed that the proposed technique deviates from the correct value of ma-

chine mutual inductance during grid fault, but the estimation quickly reverts back

to close to the actual value once the fault is cleared, which is helpful in maintaining

the overall operational stability of the machine. Figure 4.29 shows the rotor speed

estimation during grid fault conditions with the proposed speed estimation technique

. Figure 4.30 shows the angle estimation error in degrees during grid fault condition

with the proposed speed estimation technique. It can be observed that the proposed

technique can quickly correct the angle estimation error after the fault and even dur-

ing the fault the rotor position estimation error is less than 1◦ which helps in grid

fault ride through.
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Figure 4.31: Stator Active Power Tracking Performance of Proposed Sensorless Con-
trol.

4.3.2.6 Rapid changes in power output for frequency support

The performance of the proposed speed estimator was also tested during the rotor

oscillations when there is a mismatch between electrical power output and mechan-

ical power. The scenario can occur when the DFIG is used in frequency regulation

mode, in which in order to support grid frequency, the output power of DFIG could

be increased or decreased suddenly for a short time. This causes the rotor speed

oscillations which the proposed speed estimator should be able to track. Figure 4.31

shows the performance of the stator active power tracking for sudden step changes

in the active power reference. The rotor speed estimation during the rotor speed

oscillations is shown in Figure 4.32. The e�ect of the variation of stator active power

in mutual inductance calculation and angle estimation is shown in Figure 4.33 and

4.34 respectively.

4.3.2.7 Compatibility of the proposed speed estimation technique with other

existing DFIG control technique

The compatibility of the speed estimation technique should be tested with the

various control topologies that are currently in use for DFIG control to validate
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Figure 4.32: Estimated Speed and Actual Speed when the DFIG is used for Frequency
Regulation Causing Rotor Oscillations.

Figure 4.33: Mutual Inductance Estimation Performance when DFIG is used for
Frequency Regulation with Proposed Lm Estimation Technique.

Figure 4.34: Angle Estimation Error when DFIG is used for Frequency Regulation
with the Proposed Rotor Position Estimation Technique.
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Figure 4.35: Angle Estimation Error Comparison for Vector Control and Direct Power
Control of DFIG with the Proposed Rotor Position Estimation Technique.

the usefulness of proposed technique. In this paper, the proposed speed estimation

technique was also applied to the direct power control(DPC) topology discussed in

[?] to test its compatibility. The results in Figure 4.35 show that the rotor position

estimation error with the proposed technique when applied to DPC is comparable to

the case when applied to conventional vector control. Figure 4.36 shows the speed

estimation performance comparison of the proposed speed estimation technique when

applied to conventional vector control and DPC. It can be observed that the speed

estimation performance is comparable for both the existing DFIG control technique.

The stator active power reference output for vector control and DPC is shown in

Figure 4.37. It can be observed that with DPC technique due to the uneven switching

of the RSC the active power output has more �uctuations than the vector control

technique [101, 102]. However, still with the noise in the active power output the

proposed speed estimation technique works well with DPC of DFIG.

4.3.3 Hardware in the Loop (HIL) Simulation Results

The laboratory setup used in the work is shown in Figure 4.4. The hardware-

in-the-loop simulation was run in the speed input mode and only the performance

of the proposed speed estimator was tested. Figure 4.38 shows the comparison of

the estimated rotor angle along with actual rotor angle obtained from the position
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Figure 4.36: Speed Estimation Performance Comparison for Vector Control and Di-
rect Power Control of DFIG with the Proposed Speed Estimation Technique.

Figure 4.37: Active Power Control Performance Comparison for Vector Control and
Direct Power Control of DFIG with the Proposed Speed Estimation Technique.

encoder in the setup. It can be observed that the estimated rotor angle is close to

the actual rotor angle. The slight phase shift in the estimated rotor angle can be

associated with the computational delay. Figure 4.39 shows the comparison between

the estimated rotor speed and the actual rotor speed. It can be seen that there is

negligible di�erence between estimated rotor speed and actual rotor speed. During

the step changes in rotor speed, the estimated rotor speed takes certain time to

catch up to the actual speed because of the sampling and computational delay, as

the speed estimator sampling time is 20 times slower than the HIL control sampling

time. The noise in the estimated rotor speed is introduced through the rotor current



112

Figure 4.38: Rotor Angle Estimation Comparison from Hardware Setup.

Figure 4.39: Rotor Speed Estimation Performance Comparison for Hardware Setup.

measurements. Figure 4.40 shows the rotor speed estimation error obtained from HIL

simulation. It can be observed that the speed estimation error rises during the sudden

step changes in the rotor speed but falls back close to zero within few milliseconds.

Figure 4.41 shows the instantaneous rotor current for a step change in rotor speed

from 1.19 pu to 0.81 pu at around 10 seconds. The stator active and reactive power

control performance for the hardware implementation of the proposed speed sensorless

vector control is shown in Figure 4.42.

4.4 Chapter Summary

In this chapter, a system identi�cation based technique coupled with MVC law

which enables, the operation of DFIG without rotor position and speed sensors is
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Figure 4.40: Speed Estimation Error for Hardware Setup.

Figure 4.41: Instantaneous Rotor Current as seen in Hardware Setup.

Figure 4.42: Stator Active and Reactive Power Pro�le in Hardware Setup.

presented. The proposed speed sensorless operation of DFIG has been made robust

to parameter variation of the machine by online estimation of the mutual inductance
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Lm of the machine. It has been observed that the proposed technique for speed

sensorless control can be an e�ective alternative for increasing the reliable operation

of DFIG based WECS. The closed loop convergence of the proposed speed estimator

is discussed. The proposed speed estimation technique is compared with the existing

MRAS based technique and is tested at wide range of operating points with real

wind speed pro�le. Real time simulation result as well as HIL results show that the

proposed rotor speed and position estimation technique has shown good performance

both during steady state and grid disturbance conditions.



CHAPTER 5: MEASUREMENT BASED APPROACH: SYSTEM

IDENTIFICATION BASED CONTROL APPROACH FOR DFIG

In this chapter, a current sensorless adaptive control framework for active and reac-

tive power output of DFIG, a three phase grid connected inverter (TPGCI) equivalent

to GSC of DFIG is presented. The controller designed is MVC using plant model data

from RLS based system identi�cation. The design of the controller is discussed and

the test cases demonstrating the e�ectiveness of the proposed control framework is

presented. The motivation behind the design of this controller is to increase the reli-

ability of operation of the DFIG and reduce the dependency of knowledge in system

parameter for controller tuning. Conventional controllers such as VC depends on the

rotor current measurements for e�ective control, whereas, the proposed MVC based

adaptive control of DFIG does not require the rotor side quantities to be measured.

The other advantage of the proposed controller is the simplicity in design, its adapt-

ability under varying operating conditions and the ability of the controller to perform

without the need to measure rotor side current and voltage quantities for DFIG and

output current for TPGCI.

5.1 Adaptive Minimum Variance Controller for Grid Connected DFIG in

Synchronously Rotating DQ Reference Frame

5.1.1 Model of DFIG for Adaptive Control Design

The dynamic equations modeling the DFIG in per unit based on synchronously

rotating reference frame is given in Appendix A.

Following assumptions are made for the design of the proposed adaptive controller

for DFIG:
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a) The DFIG is connected to a strong grid.

b) The synchronously rotating reference frame is aligned with the stator �ux. i.e

Ψds = Ψs ,Ψqs = 0 and vds = 0, vqs = Vs.

c) The stator �ux dynamics can be neglected when connected to a strong grid. i.e

pΨqs = pΨds ≈ 0.

Considering the assumptions above and separating the real and imaginary parts,

the following equations can be deduced from (A.1)

Ψqs = −rsids

Ψds = vqs + rsiqs

(5.1)

Using (A.2) and (5.1), the rotor voltage equations can be written as,

v′dr = r′ri
′
dr + p

σL′ri
′
dr

ωb
− ωslip

(
σLsL

′
r

Lm
iqs −

rsL
′
r

Lm
ids

)
(5.2)

v′qr = r′ri
′
qr + p

σL′ri
′
qr

ωb
− ωslip

(
σLsL

′
r

Lm
ids −

L′r
Lm

(vqs + rsiqs)

)
(5.3)

where σ =
L′rLs − L2

m

LsL′r
.

From (5.2), it can be observed that the rotor d − q axis voltage referred to stator

side can be divided into two components. i.e.

• component depending on dynamics of i′dr and i
′
qr respectively.

• compensation terms that couple the d− q axis component with one another.

Thus,

v′dr = v′′dr + v′′′dr (5.4)

v′qr = v′′qr + v′′′qr (5.5)
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where

v′′dr =

(
r′r + p

σL′r
ωb

)
i′dr

v′′′dr = −ωslip
(
σLsL

′
r

Lm
iqs −

rsL
′
r

Lm
ids

)
v′′qr =

(
r′r + p

σL′r
ωb

)
i′qr

v′′′qr = −ωslip
(
σLsL

′
r

Lm
ids +

L′r
Lm

(vqs + rsiqs)

)
(5.6)

Using the assumption made above, (A.3) can be written as

Pst =
Lmvqs
Ls

 v′′qr

rr + p
σLr
ωb



Qst = −vqsΨds

Ls
+
Lmvqs
Ls

 v′′dr

rr + p
σLr
ωb


(5.7)

It can now be observed that the stator active and reactive power output of DFIG

can be controlled by controlling the v′′qr and v
′′
dr component of rotor voltage respec-

tively. Thus the goal of the proposed adaptive control of DFIG is to generate the

proper sequence of v′′qr and v
′′
dr to regulate the stator active and reactive power.

5.1.2 Adaptive Control of DFIG

Figure 5.1 shows a general schematic diagram of a adaptive control system. The

adaptive control system is comprised of three main components. a) The plant to be

controlled b) System identi�er c) Controller based on identi�ed system parameters.

For active and reactive power control of DFIG, the plant to be controlled is represented

by (5.7).

MVC is a digital control technique utilizing the parameters of the transfer function

representing the system along with the past inputs and outputs. The goal of MVC is
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Figure 5.1: Schematic Representation of an Adaptive Control System.

to closely regulate the active and reactive power of the DFIG by generating proper

rotor voltage sequence to be applied to the rotor windings.

The derivation of the MVC law for stator active power is shown below and the

similar process is followed for the control law derivation of the stator reactive power.

For MVC design, the system is assumed to be described by the CARMA model. i.e.

εp(k) =
B(z−1)

A(z−1)
× v′′qr(k) +

C(z−1)

A(q−1)
× %(k) (5.8)

where, εp(k) = P ∗st(k)−Pst(k), v′′qr is the q-axis rotor voltage applied at kth instant in

time, % is the error in the model representation.

Using the system time delay information, MVC minimizes the variance of the out-

put at k+d with respect to the expected value of output at k+d using the information

gathered at up to time instant k. i.e the controller goal is to minimize the following

objective function: J(k) = E{εPs(k + d)2}, where d is the assumed system delay.

And, E represents the expected value of the output d steps into the future. Based

on the derivation of the relation between stator power variables and rotor voltages in

section 5.1.1, a �rst order representation of the system is selected in controller design.
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From (5.8), the following can be deduced:

A(z−1)εPs(k) = B(z−1)v′′qr(k) + C(z−1)%(k) (5.9a)

A(z−1) = 1 + a1z
−1 (5.9b)

B(z−1) = b0z
−1 (5.9c)

C(z−1) = 1 (5.9d)

From the system equation in (5.9a), it can be observed that,

(1 + a1z
−1)εPs(k) = b0z

−1v′′qr(k) + %(k) (5.10)

and

εPs(k) = −a1z
−1εPs(k) + b0z

−1v′′qr(k) + %(k) (5.11)

Now, if the time index in prediction is shifted by one step, (5.11) can be written as,

εPs(k + 1) = −a1εPs(k) + b0v
′′
qr(k) + %(k + 1) (5.12)

In (5.12), left hand side of the equation is the output signal one step ahead into the

future. The right hand side contains the information about present output signal,

input signal and future model estimation error.

Now, the control action v′′qr(k) is computed in order to optimize the variance of the

output one step ahead in the future.

Min
v′′qr(k)
{J(k)} = MinE

v′′qr(k)
{εPs(k + 1)2} = MinE

v′′qr(k)
{[(−a1)εPs(k)+

(b0)v̂′′qr(k) + %(k + 1)]2} (5.13)
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Equation (5.13) contains present inputs, present outputs and future model esti-

mation error. As model estimation error is assumed to be white noise, its future

values cannot be correlated with past and/or present signals. Therefore, the mini-

mum variance will be achieved when the sum of the �rst two components is set to

zero. i.e.

−a1εPs(k) + b0v
′′
qr(k) = 0 (5.14)

Thus, the MVC law for active power control is given by,

v′′qr(k) =
a1εPs(k)

b0

(5.15)

Similarly, the MVC law for reactive power control is obtained as,

v′′dr(k) =
a1εQs(k)

b0

(5.16)

The schematic representation of the proposed adaptive control for active and reac-

tive power regulation of stator side of DFIG is shown in Figure 5.2.

5.1.3 Simulation Results for MVC for DFIG

The proposed controller was tested in MATLAB SimPowerSystems simulation with

�xed step discrete time domain simulation of 25 µs and the system identi�cation

and control was performed at 150 µs. The control system of Figure 5.2 have been

implemented using a 1.5 MW DFIG model [90] into two di�erent modes. First, the

performance of the proposed controller is tested for step changes in stator active

and reactive power references with rotor speed as mechanical input to the machine.

Second, the performance of the controller is analyzed for a complete WT model along

with two mass model for turbine and pitch control for dynamic wind conditions with

torque as the mechanical input to the machine. Figure 5.3 shows the test system in
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Figure 5.4: Rotor Speed Pro�le used to access the Performance of Proposed Control.

which the proposed controller is tested.
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Figure 5.5: Stator Active Power Tracking Performance with Proposed Control.

5.1.3.1 Test with step changes in power

The controller performance was tested on the system shown in Figure 5.3 for a

rotor speed pro�le shown in Figure 5.4. This test mainly analyze the controller per-

formance at various operating speeds of the machine including super-synchronous,

synchronous and sub-synchronous speed. The stator active power tracking perfor-

mance of the proposed controller is shown in Figure 5.5. It can be seen that the

proposed controller can instantly track the step changes in the stator active power

with minimum overshoot and rise time. Similarly, the stator reactive power tracking

performance of the proposed controller is shown in Figure 5.6. It can be observed

that the proposed form of controller introduces oscillations in the controlled variable

which damps slowly but the magnitude of the oscillations are fairly small. Also, it

can be observed from Figure 5.5 and Figure 5.6, that measurement noises (of upto

5%) have minimal e�ect on the control using proposed adaptive control. For higher

level of measurement noises, proper �lter design in the control loop is advised. The

d-q axis stator and rotor currents corresponding to the step changes in active and

reactive power of Figure 5.5 and Figure 5.6 is shown in Figure 5.7.
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Figure 5.6: Stator Reactive Power Tracking Performance with Proposed Control.

Figure 5.7: d − q axis Stator and Rotor Currents for Step Changes in Active and
Reactive Power.

5.1.3.2 Performance analysis during dynamic wind conditions

The proposed adaptive control was also tested on dynamic wind conditions ob-

tained from [97] for comparison with the existing vector control. The wind speed

pro�le is shown in Figure 5.8. The performance of the proposed controller and the

Proportional Integral (PI) based vector control is shown in Figure 5.9. It can be

observed that for the dynamic changes in the wind speed, the proposed controller

can strictly track the reference active power obtained from MPPT whereas the vector
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Figure 5.8: Wind Speed Pro�le used to access Performance of the Controller.

Figure 5.9: Stator Active Power Tracking Performance Comparison of Vector Control
and Proposed Adaptive Control.

control lags behind as the controller is static and was optimized for a particular wind

speed. The superior performance of the proposed controller during dynamic wind

conditions can be attributed to the online system identi�cation based control which

updates the system model as the operating conditions change.

5.1.3.3 Performance analysis for a grid voltage sag

The performance of the proposed adaptive control was also compared to the con-

ventional vector control during voltage sag conditions. For this test, the reference
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Figure 5.10: Performance Comparison of Vector Control and Proposed Adaptive Con-
trol during Grid Voltage Sag.

Figure 5.11: Performance Comparison of Vector Control and Proposed Adaptive Con-
trol during Machine's Lm Variation.

reactive power for both the proposed control and vector control was generated using

an outer PI based voltage control loop. A grid voltage sag of 50% lasting for 10 cycles

was created at 10 s, the results in Figure 5.10 show that the terminal voltage sag is

lesser when proposed controller was used. This can be attributed to faster Q tracking

capability of the proposed controller when compared to the static PI based vector

control.
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5.1.3.4 Performance analysis for machine parameter variation

The performance of the proposed control architecture was tested on a mathematical

model of DFIG for a 50% variation in machine mutual inductance at 3 secs. The result

comparing the performance of the conventional vector control and proposed control

is shown in Figure 5.11. It can be observed that after sudden change in the machine

parameter, the proposed controller recovers faster as compared to the conventional

vector control.

This section presented an adaptive MVC based on identi�ed system parameters

from RLS algorithm based system identi�cation. First, the design of the proposed

controller wass discussed. Then the proposed controller was tested on a 1.5 MW

DFIG based wind turbine system. It has been shown that the proposed controller

demonstrated comparable performance (if not better) when compared to conventional

VC technique. Most importantly, the proposed method is simple and reduces the

complexity of control design as compared to conventional VC technique.

5.2 Adaptive Minimum Variance Control of Grid Connected Three Phase

Inverters in Synchronously Rotating DQ Reference Frame

This section presents a system identi�cation based minimum variance architecture

for active and reactive power control of a GCI. The controller is adaptive as the

parameters in the control law are updated online based on identi�cation that relate

the output (active and reactive power) and the input (direct and quadrature axis

voltage references). The main advantage of the proposed controller is the simplicity

in design and its adaptability under varying operating conditions. The paper discusses

the design of the controller and presents the simulation results from tests performed

using MATLAB SimPowerSystems along with the HIL implementation. The results

show that the proposed controller can be a better alternative to the existing cascaded

PI based VC for grid connected inverters.
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5.2.1 Model of Grid Connected Inverter

A typical con�guration of a GCI is shown schematically in Figure B.1. As shown

in Figure B.1, the major components of a renewable energy based system are a)

renewable energy source, the output of which is generally available as DC power b) A

three phase inverter, which converts the DC power from the renewables to AC power

on the grid side. c) A control strategy for maintaining the active power output of GCI

or DC link voltage on the renewable energy side and reactive power output of the

GCI. d) A coupling inductor to connect the inverter to the grid and which also acts

as the current �lter on the output of the inverter. The modern GCIs are bidirectional

converters meaning the power can �ow from DC side to AC side and vice versa.

Typically, a VC approach is used for GCI control, with a reference frame oriented

along the grid voltage vector position, which enables decoupled control of active and

reactive power �owing between grid and the GCI. GCI is current regulated with the

d-axis current component controlling the active power �ow or DC link voltage and

the q-axis current component used to control reactive power �ow. In this work, a

Sinusoidal Pulse Width Modulation (SPWM) technique is used for generating the

�ring signals for the Insulated Gate Bipolar Transistors (IGBTs) used in the inverter.

The mathematical representation of a grid connected inverter is presented in Ap-

pendix B. From (B.2), it can be observed that vdi and vqi can be separated into two

components:

1. Components v′di and v
′
qi which control current id and iq respectively.

2. Components v′′di and v
′′
qi which compensate the coupling between d and q−axis

components.
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Thus,

vdi = v′di + v′′di

vqi = v′qi + v′′qi

(5.17)

where,

v′di = (R + pL) id

v′′di = vd − ωeLiq

v′qi = (R + pL) iq

v′′qi = vq + ωeLid

(5.18)

where, p is the derivative operator ( d
dt
).

Thus, the controller objective is to generate proper sequence of v′di and v
′
qi which

controls id and iq respectively.

The angular position of the supply voltage used in the abc to dq transformation is

given by,

θe =

∫
ωedt = tan−1

(
vβ
vα

)
(5.19)

where, vα and vβ are the alpha and beta components of the grid voltage vectors.

Aligning the d−axis of the reference frame along the stator voltage position ob-

tained from (5.19), vq is zero, and, if the grid is assumed to be of constant voltage

magnitude, vd is also constant. The active and reactive power output of the GSC is

then given by [25],

PGCI = vdid QGCI = vdiq (5.20)

Thus, from (5.20) it can be observed that the active power output (PGCI) of the GSC
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is controlled by id and the reactive power output (QGCI) is controlled by iq, which in

turn is controlled by v′di and v
′
qi respectively.

5.2.2 MVC control of GCI

In this work, the plant to be controlled is represented by (5.18). For MVC design,

the system is assumed to be described by the CARMA model. i.e.

εPo(k) =
B(z−1)

A(z−1)
× v′di(k) +

C(z−1)

A(q−1)
× %(k) (5.21)

where, εPo(k) = P ∗GCI(k) − PGCI(k), P ∗GCI(k) is the reference active power to be

delivered to the grid, PGCI(k) is the actual active power being delivered, v′qi is the

q-axis voltage sequence applied at kth instant in time in the inverter, % is the error in

the model representation, i∗q is generated from the outer loop.

Using the system time delay information, the MVC minimizes the variance of the

output at k + d with respect to the expected value of output at k + d using the

information gathered at up to time instant k. i.e the controller goal is to minimize

the following objective function: J(k) = Ex{εPo(k + d)2}, where d is the assumed

system delay and Ex represents the expected value of the output d steps into the

future, which in this case is zero.

Based on the derivation of the relation between GCI power variables and inverter

voltages in section 5.2.1, a �rst order representation of the system is selected in

this work. Even though the LCL �lter con�guration is used in the simulation plat-

form, the order of identi�cation used for grid forming mode can be still a �rst order

representation as the impact of LCL �lter on the dominant converter dynamics is

negligible owing to the frequency-scale separation between the LCL �lter dynamics

and the outer control loops (e.g., dc-link voltage and ac-bus voltage control loops).

The bandwidths of the outer control loops are usually much less than the bandwidth
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of the inner current control loop. In this range, the ac-side �lter behaves mainly as

an L �lter [103, 104]. Thus, as the �lter can be reduced to a �rst order equivalent,

a �rst order identi�cation of system for terminal voltage control should be su�cient

for proper control.

A(z−1)εPo(k) = B(z−1)v′di(k) + C(z−1)%(k)

A(z−1) = 1 + a1z
−1

B(z−1) = b0z
−1

C(z−1) = 1

(5.22)

From the system equation in (5.22), it can be observed that,

εPo(k) = −a1z
−1εPo(k) + b0z

−1v′qi(k) + %(k) (5.23)

Now, if the time index in prediction is shifted by one, (5.23) can be written as,

εPo(k + 1) = −a1εPo(k) + b0v
′
qi(k) + %(k + 1) (5.24)

In (5.24), left hand side is the output signal one step ahead into the future. The right

hand side contains the the information about present output signal, present input

signal and future model estimation error.

The control action v′qi(k) is computed in order to optimize the variance of the
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output one step ahead in the future.

Min
v′di(k)
{J(k)} = MinEx

v′di(k)
{εPo(k + 1)2} =

MinEx
v′di(k)

{[(−a1)εPo(k) + (b0)v′di(k) + %(k + 1)]2} (5.25)

Equation (5.25) contains present inputs, present outputs and future model estima-

tion error. As model estimation error is assumed to be white noise, and its future

values cannot be correlated with past and/or present signals. Therefore, the mini-

mum variance will be achieved when the sum of the �rst two components is set to

zero. i.e.

−a1εPo(k) + b0v
′
di(k) = 0 (5.26)

Thus, the MVC law for active power control is given by,

v′di(k) =
a1εPo(k)

b0

(5.27)

Similarly, the MVC law for reactive power control is given by,

v′qi(k) =
a1εQo(k)

b0

(5.28)

where, εQo(k) = Q∗GCI(k) − QGCI(k). Q∗GCI is the reference reactive power to be

delivered to the grid and QGCI is the actual reactive power delivered.

Figure 5.12 represents the overall control structure proposed in this work for GCI.

5.2.3 Closed loop system bandwidth

The closed loop system bandwidth for active power control loop assuming active

power control of the GCI as Single Input Single Output System (SISO) is shown

in Figure 5.13 for PI based control, PR control and proposed minimum variance
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Figure 5.12: Proposed Adaptive Control Scheme for GCI.

controller respectively. The closed loop system bandwidth was obtained for PI and

PR based control by assuming the knowledge of the system parameters are known.

For the case of PI controller, inner loop is a current controller and outer loop is

a power controller. For PR controller a resonant �lter is designed. Likewise the

bandwidth for the case with minimum variance controller was obtained based on

the constant controller gain as obtained in (5.27) and using the identi�ed transfer

function model at time 't'= 5 secs for operating scenario as shown in Figure 5.14.

It can be observed that the PI control has a lower bandwidth as compared to PR

controller and proposed controller. The PI controller bandwidth can be increased if

a faster response is required by multiple-state feedback and increasing the controller

gain however, that pushes the system towards stability limit, which is not desirable

[104].

5.2.4 Simulation Results

The proposed adaptive control architecture was tested in MATLAB/Simulink Sim-

PowerSystems for a GCI test system. The GCI system used in MATLAB simulation

was a 0.5 MVA used as Grid Side Converter (GSC) on a 1.5 MVA DFIG system.

It was assumed that DC link voltage was maintained using a battery energy storage

system in parallel so that the GSC can be operated in power control mode. The con-
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troller was tested for various step changes for the active and reactive power output

from the GSC. In Figure 5.14, comparison of power tracking of the proposed architec-

ture, proportional resonant controller and the conventional cascaded PI based vector

control technique for a step change in active power reference is shown. It can be

seen that the proposed architecture has lesser oscillations when compared to vector

control. Also, the proposed controller has faster dynamic response; this indicates

that the controller can adjust the control output even for sudden large changes in the

reference set point. This ability of the proposed control makes it suitable to be used

along with the variable and intermittent energy resources like PV and wind farm.

Figure 5.15 illustrates the reactive power tracking capability of the proposed ar-
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Table 5.1
Comparison of Response Time between Proposed Adaptive Controller and other

Controllers

Simulation Case Response Time (s)
PI Control PR Control Proposed Control

Figure5.14 0.041 0.039 0.022
Figure 5.15 0.079 0.078 0.019
Figure5.18 0.680 0.640 0.022
Figure 5.19 0.739 0.700 0.019
Figure 5.21 0.075 - 0.028
Figure 5.22 0.068 - 0.023

chitecture. The performance is similar to the active power tracking. The proposed

controller for Q control, however, has a steady state error which is less than 0.5%.

This can be associated with the lack of integral component in the proposed control

architecture. Figure 5.16 and Figure 5.17 illustrates the comparison of instantaneous

phase A current and the Total Harmonic Distortion (THD) for the same phase respec-

tively. From the instantaneous current waveform in Figure 5.16, it can be observed

that the proposed technique has a smoother waveform around the peak. From Figure

5.17, it can be observed that the proposed control technique results in lower THD

in the current output of the GCI. The reason for the lower THD with the proposed

control technique can be linked to the modi�cation of the modulating signal such

that the power output measured at the inverter terminals has minimum contribution

from harmonic components. More importantly, the lower order harmonics are lower

in amplitude which makes the harmonic �lter design easier both in terms of size and

cost. It can be seen that the proposed adaptive control architecture performs better

than or equal to VC method and can be used as an alternative to existing control

topologies. It is worth noting that the PI controller is tuned based on the model

of the inverter presented in section 5.2.1. Same model in section 5.2.1 is used for

designing the adaptive controller so that the comparison is relevant.
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Figure 5.14: Comparison of Active Power Tracking for Step Changes in the Reference
Set-points.

Figure 5.15: Comparison of Reactive Power Tracking for Step Changes in the Refer-
ence.

5.2.4.1 Performance Comparison Between Conventional Control and Proposed

Control

In order to demonstrate the robustness of the proposed control when compared

to conventional vector control technique, both controllers were tested for a variation

of line inductance. Inductance and resistance of the coupling �lter that interfaces

the inverter with the grid is increased by 50% and 1000% respectively. Figure 5.18

and Figure 5.19 shows the active and reactive power tracking performance of the
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Figure 5.16: Phase A Current Comparison.

Figure 5.17: Comparison of Output Current Harmonics Spectrum when operated in
Grid Connected Mode.

Figure 5.18: Comparison of Active Power Tracking for Step Changes in the Reference
and Changes in Coupling Inductance.

proposed controller, PR controller and the conventional PI based vector controller.

It can be observed from Figure 5.18 and Figure 5.19 that the performance of the PI
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Figure 5.19: Comparison of Reactive Power Tracking for Step Changes in the Refer-
ence and Changes in Coupling Inductance.

controller has degraded as compared to the results in Figure 5.14 and Figure 5.15.

However, the performance of the proposed adaptive controller has not degraded as

much. This is primarily due to the fact that system identi�cation can update the

identi�ed system parameters and the controller output is updated accordingly. The

performance comparison of the proposed control with the conventional PI control and

PR controller for the di�erent cases studied in terms of response time (the time it takes

the system response to reach within 1% of the reference input) is shown in Table 5.1.

It can be seen that, the proposed controller has smaller response time when compared

to other controllers. Also, compared to the conventional vector control, where two

sets of inner loop and two sets of outer loop control should be designed, the proposed

controller needs only one set of control for each of active and reactive power. Also, the

proposed controller does not require current feedback which can be a major advantage

in terms of controller robustness.

5.2.5 HIL Experimental Results

The proposed control architecture for GCI is also tested using HIL test-bed (see

Figure 5.20). The experimental test-bed consists of a 50V L-N lab supply with the DC

voltage maintained at 150V and limited to a power rating of 320 watts. The inverter
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Figure 5.20: Experimental Test-bed Used for testing the Proposed Control Architec-
ture.

Figure 5.21: Comparison of Active Power Tracking on Experimental Test-bed.

control is optimized for a base of 350 VA with base voltage of 50V L-N. Other hardware

speci�cations and parameters are given in Appendix A. Figure 5.21 shows the active

power tracking performance with HIL implementation for the proposed controller and

conventional vector control. It can be observed that the proposed controller has a

faster response as compared to the conventional vector control. Figure 5.22 shows the

reactive power tracking performance with HIL implementation. It can be observed

that the proposed controller has a faster response as compared to the conventional

vector control and has lesser overshoot. Figure 5.23 shows the corresponding d-axis
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Figure 5.22: Comparison of Reactive Power Tracking on Experimental Test-bed.

Figure 5.23: GCI d− q-axis Current using the Proposed Controller during Active and
Reactive Power Tracking.

and q-axis current of the GCI during the active and reactive power tracking with

the proposed controller. The hardware in the loop implementation of the proposed

control technique demonstrates the suitability of the proposed control scheme to be

used for three phase inverter control.

5.3 System Identi�cation based Sensorless Control Approach for DFIG

Although a good performance is achieved by the reference frame orientation based

VC, it needs appropriate decoupling, introduces rotary transformation, and requires

much tuning work assuming knowledge of system parameters to ensure machine's

operational stability over the whole operating range due to the multiple loops in
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the controller [105, 106]. Also, the whole feedback loop is dependent on correct

measurements of active power/rotor speed and reactive power (for outer loop) and

rotor currents for inner loop which makes the controller heavily dependent on the

sensors. Controllers that are less dependent on sensors or minimum number of sensors

are always favorable as any unplanned downtime is not desired by the system operator.

Also, as WT technologies are rapidly evolving in terms of complexity and size, there is

an urgent need for cost e�ective operation and maintenance (O&M) strategies. Wind

turbines are hard-to-access structures, and they are often located in remote areas.

These factors alone increase the (O&M) cost for wind power systems. Also, poor

reliability directly reduces availability of wind power due to the turbine downtime

[107]. Especially unplanned downtime represents one of the main cost drivers of a

modern wind farm [18]. In [18], it was noted that for geared WTs with sizes larger

than 1 MW, the sensors, controller and communication system failure rates combined

can amount up to 24% of the total failure rates and up to 7% downtime, which

results in signi�cant amount of power lost from wind sources as the wind energy

penetration is still on the rise. In [108, 109], state observers are used for rotor current

estimation which are then used as feedback signals in VC so as to make WECS more

reliable. However, the issue with the approach presented in [108, 109] is that speed

observers are dependent on the knowledge of the system parameters like stator and

rotor resistances and inductances.

To overcome this large tuning work, reduce the controller design complexity, and

dependency on sensors and knowledge of system parameters in VC, an output feed-

back controller for the DFIG based on identi�ed system model is proposed. The

motivation behind the design of this controller is to increase the reliability of oper-

ation of the DFIG through less dependency on sensors and simplify the controller

design process. The major advantages of the proposed technique can be summarized

as:
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• The controller is tuned online and does not require proper knowledge about the

DFIG system parameters beforehand.

• The design of proposed control technique is simple, robust, and can be easily

implemented in the existing inverters without having signi�cant changes to the

control architecture in use.

• The method performs well during changing grid dynamics as well as during

dynamic wind �uctuations.

• The approach is scalable and can be implemented in real systems interconnected

with larger power grid.

• The controller is adaptive in nature meaning any parametric change that bring

about changes in dynamics of DFIG is identi�ed and the controller is updated

accordingly.

• The controller minimizes the use of sensor required for DFIG control.

In this section, a comprehensive system identi�cation based adaptive controller

is proposed for grid connected DFIG system including both GSC and RSC. The

system identi�cation is based on RLS estimation which provides the auto-regressive

moving average exogenous (ARMAX) model of the system. The controller uses the

identi�ed system parameter for DFIG control and MVC architecture has been used

that minimizes the variance of the system output from its reference set-point. The

stability properties of the proposed controller is discussed. The system identi�cation

based control approach is utilized for control of RSC, GSC and speed estimation of

DFIG. Theoretical results are validated based on real-time simulation for 1.5 MW

wind turbine system. The schematic of proposed control is shown in Figure 5.24.
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Figure 5.24: Proposed system identi�cation based control structure for DFIG.

5.3.1 Simulation Results

To analyze the performance of the proposed system identi�cation based control

approach with the existing control techniques for DFIG, a set of real time simulation

based test have been performed using Opal RT's real-time simulator. The controllers

were compared in performance for reference tracking, robustness to variation of the

machine parameters, robustness to rotor current sensors as well suitability for fault

ride through applications. The test system used for analysis of the proposed controller

is shown in Figure 5.3. Four test cases are studied that show the suitability of the

proposed control in DFIG applications. In Case A, the performance of the proposed

controller is compared with the conventional VC and the results presented shows
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Figure 5.25: System identi�cation process data �ow diagram.

equivalent or better control for wide operating range of the DFIG in dynamic wind

conditions. Case B demonstrates the claim that the DFIG operational reliability is

increased with the proposed control as compared to VC. This has been demonstrated

using the responses of DFIG with VC and proposed control after a rotor current

sensor fault. Case C demonstrates the low voltage ride through capability of DFIG

operated with proposed control demonstrating that the proposed control can maintain

operational stability even during grid disturbances. Case D validates the claim that

the proposed control can maintain similar closed loop response even after parameter
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Table 5.2: Performance Comparison in Dynamic Wind Conditions

Control Maximum Absolute Absolute Mean
Error (%) Error (%)

VC Proposed VC Proposed
VPCC 1.52 0.71 0.0003 0.11
ωr 4.95 2.2 0.07 0.0012
E 3.67 2.67 0.081 0.0067

QGSC 0.22 0.42 0.0006 0.0014

variation. This test compares the response of the proposed controller and VC for

conditions with nominal Lm and when Lm is doubled.

5.3.1.1 Case A: Validation of Suitability of Proposed Controller during Dynamic

Wind Changes

The proposed controller has been tested for wide range of operating regions using

the actual wind power data obtained from [97] which is shown in Figure 5.27. This

was performed to test the applicability of the proposed controller in real-life operating

scenario. This set of test case uses the proposed GSC and RSC control along with the

proposed speed estimation technique and compares the result with the VC applied to

GSC and RSC but with proposed speed estimation. Figure 5.28 shows the rotor speed
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Figure 5.27: Case A: Wind Speed used to test the Performance of Proposed Controller.

Figure 5.28: Case A: DFIG Rotor Speed Estimation Comparison with Proposed
Adaptive Speed Estimation Technique when using Vector Control and Proposed Iden-
ti�cation Based Control.

estimation performance comparison with the proposed speed estimation technique but

with di�erent control technique employed in the system. It can be observed that the

proposed speed estimation technique can work well with either of the DFIG control

approach.

Figure 5.29 shows the comparison between the total power generated from DFIG

when using VC and proposed identi�cation based control for wind speed shown in

Figure 5.27. The variation in the response of the two controller can be attributed with

the di�erences in the characteristic of the controller and their response times. The
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Table 5.3: Di�erence between Mechanical Power Input and Electrical Power Output
with the Proposed Technique and Vector Control

Control Maximum Absolute Mean Absolute
Di�erence (p.u.) Di�erence (p.u.)

Proposed 0.7466 0.1101
VC 0.7873 0.1268

di�erence between the mechanical power input to the turbine and electrical power

output of turbine is crucial in understanding the torsional stress in the rotor shaft. It

can be observed from Figure 5.30 that the DFIG rotor is subjected to lesser torsional

stress with the proposed control as compared to the VC. This is particularly due to

the fast control action of proposed control as opposed to VC. Figure 5.31 compares

the PCC voltage regulation using DFIG with the proposed approach and the VC

approach. It can be observed that both the controller has similar performances with

the voltage deviation around the set-point when the active power output of wind

varies changing within ±1% for both controllers. Figure 5.32 shows the DC link

voltage regulation comparison with the proposed control and VC employed in GSC.

Figure 5.33 shows the reactive power output from GSC when asked to operate in

unity power factor mode. It can be observed from Figure 5.32 and Figure 5.33 that

the proposed control implemented in GSC has comparable performance with VC with

the error percentage changing within ±1.5% for both the control approaches. Table

5.2 tabulates the percentage error in reference tracking, for RSC and GSC, with

proposed control and VC, for the dynamic wind conditions. Table 5.3 tabulates the

mean di�erence and maximum absolute di�erence between mechanical power input to

wind turbine and electrical power output of wind turbine with the proposed control

and VC. It can be seen that with the proposed approach the mean di�erence and

maximum di�erence between mechanical power input and electrical power output of

DFIG based WT is minimized.
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Figure 5.29: Case A: Comparison between Total Power Generated from DFIG when
using Vector Control and Proposed Identi�cation Based Control for Wind Speed
shown in Figure 5.27.

Figure 5.30: Case A: Comparison between Mechanical Power Input and Electrical
Power Output when using Vector Control and Proposed Identi�cation based Control
for Wind Speed shown in Figure 5.27.

5.3.1.2 Case B: Performance Analysis for Rotor Current Sensor Failure

In order to demonstrate the advantage of the proposed identi�cation based control

with respect to the conventional VC a rotor current sensor failure scenario was created

1. The sensor con�guration used for this test case is tabulated in Table 5.4. As the

proposed control loop does not require any rotor current feedback, as can be observed

1Please note that this test was carried out without the speed estimation control loop as the speed
estimation uses the measured current signals as reference signals.
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Figure 5.31: Case A: Comparison between PCC Voltage Regulation from DFIG when
using Vector Control and Proposed Identi�cation based Control for Wind Speed
shown in Figure 5.27.

Figure 5.32: Case A: Comparison between DC link Voltage when using Vector Control
and Proposed Identi�cation based Control for Wind Speed shown in Figure 5.27.

in Figure 5.34 that the proposed control still maintains stable machine operation

following the sensor failure. However, as the VC depends on the inner loop current

feedback, the stability of the machine is lost after the current measurements are no

longer available after 5 secs. This will lead to downtime of WT and the WT can only

be operational once the rotor current issue is �xed. Use of proposed identi�cation

based control on WTs can help avoid such sensor failure related downtimes. Figure
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Figure 5.33: Case A: Comparison between GSC Reactive Power Output when using
Vector Control and Proposed Identi�cation based Control for Wind Speed shown in
Figure 5.27.

Table 5.4: Sensor Con�guration for Case B

Time Sensors Available for DFIG Control
0-5 s Rotor Current, GSC Current & Speed Sensor
5+ s GSC Current & Speed Sensor

Table 5.5: Response Characteristics for Case C

Controller Rise Time (s) Settling Time (s) Overshoot
Vector Control 0.4 0.7 5.5%

Proposed Control 0.07 3.7 1.8%

5.35 shows the rotor speed of DFIG following a rotor current sensor fault. It can be

observed that with the proposed control the machine stability is intact as opposed to

VC.

5.3.1.3 Case C: Performance Analysis for a Grid Fault

DFIG-based WTs are found to be very sensitive to grid disturbances, especially to

voltage sags [110]. In such a scenario, it is desirable to test the performance of the

proposed system identi�cation based control technique for grid faults. Figure 5.36

shows the performance comparison of the proposed controller and the conventional
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Figure 5.34: Case B: Comparison between DFIG Mechanical and Total Electrical
Power Generated following a Rotor Current Sensor Failure with VC and proposed
identi�cation based Control

.

Figure 5.35: Case B: Comparison between DFIG Rotor Speed following a Rotor
Current Sensor Failure with VC and Proposed Identi�cation based Control

.

VC following a grid voltage sag. It can be observed that with the proposed technique

the voltage recovery is much faster as compared to the VC. Also, it is important

to notice that the voltage rise phenomena does not occur with the proposed control

due to the lack of error accumulation component in proposed control as opposed to

VC. Table 5.5 tabulates the voltage sag magnitude and recovery characteristics of the
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Figure 5.36: Case C: Comparison between PCC Voltage Regulation from DFIG when
using Vector Control and Proposed Identi�cation based Control following a Three
phase to Ground Fault.

Figure 5.37: Comparison between Proposed Identi�cation based Control and Vector
Control for Step Changes in Stator Reactive Power after Changes in Machine Mutual
Inductance

.

Table 5.6: Case D: Step Response Characteristics Comparison between Proposed
Control and Vector Control for Parameter Variation

Controller Parameter Rise Time (s) Settling Time (s) Overshoot (%)
VC Nominal Lm 0.06 0.6 7.5
VC Nominal × 2 Lm 0.25 1.05 3.5

Proposed Nominal Lm 0.02 0.4 12
Proposed Nominal × 2 Lm 0.02 0.4 13

proposed controller and VC for a grid disturbance.
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5.3.1.4 Case D: Performance Analysis for Machine Parameter Variation

As the proposed identi�cation based control estimates the machine dynamics online

based on the control input and output signals applied to and obtained from the

machine, any variation in the machine parameters are also taken care by the controller.

In order to demonstrate advantage of the proposed controller, which does not require

retuning of the controller to get similar response as in nominal conditions, machine

mutual inductance Lm is varied by twice its nominal value. The response of the

controller for a step change in stator reactive power reference (Qs
∗) was studied to

validate the parameter variation in-dependency of the proposed controller. The result

in Figure 5.37 shows that the proposed controller had almost similar response for

reference tracking even after variation in Lm. With the proposed controller a slight

increase in overshoot to 13% from 12% was observed as compared to reduction by 4%

with VC. However, as can be seen in Figure 5.37 and as tabulated in Table 5.6 the

response of VC has changed drastically when the mutual inductance changed with the

rise time increasing to 0.25 secs as opposed to 0.06 secs in nominal case. The rise time

with the proposed controller was approximately 0.02 secs in both cases. In the case

studied, the VC was designed in nominal to have rise time of less than 0.1 seconds

and damping of less than 10%, for the proposed controller the controller objective

was to minimize the variance two steps ahead in future which resulted in controller

characteristics as tabulated in Table 5.6.

5.4 Chapter Summary

In this chapter, system identi�cation based decoupled control of active and reactive

power for a DFIG and GCI has been presented. The model of DFIG based WT system

and TPGCI is discussed and design approach of conventional VC as well as proposed

control is established. The results show that the proposed system identi�cation based

approach results in better operational reliability of DFIG based WECS and TPGCI.



CHAPTER 6: CONTROL OF LARGE SCALE DFIG TO PROVIDE REACTIVE

POWER SUPPORT TO BULK POWER GRID

In this chapter, use of DFIG based wind farm to provide reactive power support

to the bulk power grid is studied. The reactive power support capability of DFIG

based wind farm has been prioritized over active power support. A novel dynamic

reactive power estimation based transient voltage control for grid integrated DFIG

by coordinating RSC, GSC and pitch control is designed and it performance analysis

has been performed.

As wind turbine installations have moved beyond the relatively strong portion of

the network in US power grid, the grid codes have been evolved under di�erent juris-

dictions in the US, helping to de�ne WPP interconnection speci�cations within the

bulk power system and drive improvements in wind turbine system design, partic-

ularly for control and electric power systems [111]. In response, the wind industry,

including the American Wind Energy Association (AWEA) and the Western Elec-

tricity Coordinating Council (WECC), have developed proposals for interconnection

standards and guidelines speci�c to wind generation [111]. The grid code require-

ments address LVRT capability, supervisory control and data acquisition (SCADA)

capability, and power factor design criteria. In 2012, NERC's Integration of Variable

Generation Task Force (IVGTF) released a special assessment of its "Interconnection

Requirements for Variable Generation" to address voltage and frequency ride-through,

reactive and real power control, and frequency/inertial response criteria speci�c to the

technical characteristics of variable generation [112]. Recommendations from IVGTF

to update standards and procedures are currently being implemented.

The WPP interconnection standard focuses on the technical aspects such as power
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quality, active and reactive power control, voltage control, active power feed-in at

overfrequency/underfrequency and LVRT capability. Out of these grid code require-

ments, the LVRT capability of the DFIG based windfarm with the proposed adaptive

control technique has been demonstrated in earlier chapters. In this chapter and the

next, the active and reactive power support capability of DFIG based wind farm to

mitigate the power system oscillations and enhance the transient stability has been

studied.

It has been shown that the wind generators are not much a�ected by the low fre-

quency oscillations due to fast control capability of power electronic-based controllers

[41, 113]. However, as components in the power system they can have an impact on

the oscillations and transient energy of synchronous generators. Grid connection of

a DFIG for power generation changes the power system load �ow and introduces dy-

namic interactions with the synchronous generators [114]. If the wind farm buses are

considered as the PQ buses, the concept of controllable loads can be applied. Let Pj

and Qj denote the total real and reactive power leaving the jth bus via transmission

lines, then, the power equations on the wind farm buses could be written as [113],

dPj∆ωj +
∑

k∈Nj
BjkVjVk sin(δjk) = P ∗j + ∆Pj, j ∈ W (6.1)

dQj∆Vj −
∑

k∈Nj
BjkVjVk cos(δjk) = Q∗j + ∆Qj, j ∈ W (6.2)

where, P ∗j and Q∗j are the �nal steady state power outputs, ∆Pj and ∆Qj the changes

in power due to control references as Pj = P ∗j + ∆Pj and Qj = Q∗j + ∆Qj, and dP

and dQ are damping coe�cients based on virtual local power sharing principal.

Due to asynchronous nature of the DFIG, the wind generator voltage angle and

grid angle can be considered decoupled. Figure 6.1a shows the operation of DFIG

in PQ control mode during a sudden change in the grid voltage angle (due to a
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Figure 6.1: Vector diagram of (a) Angle deviation (b) Voltage deviation. Vg: Grid
voltage, Vt: DFIG Stator Terminal Voltage, Vx: Line Voltage Drop, It: Current
�owing through DFIG, δ Angle between Terminal and Grid Voltage, Superscript: 0:
Initial Steady State Vectors, f : Transient Vectors (after the fault), ∗ = Final Steady
State Vectors.

transient fault). It can be observed from the �gure that the DFIG control can adjust

its terminal voltage such that the active and reactive power can be maintained at

the same level before the grid disturbance. Figure 6.1b shows the operation of DFIG

during a grid voltage deviation. It can be seen that even after the voltage sag in the

grid, DFIG tries to maintain the reference active and reactive power, by changing its

terminal voltage and current based on changes in the grid. In the above case, it can

be observed that after the grid voltage changed from V 0
g to V ∗g , the DFIG terminal

voltage changes from V 0
t to V ∗t , and current changes from I0

t to I∗t such that the

initial value of the active and reactive power is maintained. Also, from the above

phasor diagram, it should be noted that, the severity of the changes in grid voltages

is not large enough to cause DFIG to violate its operating limit and disconnect from

the grid. Thus from the phasor diagram, it can observed that DFIG based wind

farm can only contribute to enhancement of system transient stability if they have

supervisory control that forces contribution from DFIG. In this chapter and the next,

novel system identi�cation based supervisory control approach has been presented to

provide active and reactive power support to the bulk power grid.
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6.1 Analysis of Dynamic Reactive Power Estimation Based Coordinated Reactive

Power Support from Grid Integrated DFIG

This section presents a novel dynamic reactive power estimation based transient

voltage control for grid integrated DFIG by coordinating RSC, GSC and pitch control.

During transient grid voltage changes, the proposed architecture calculates a reference

reactive power and required active power using the designed adaptive controller and

P-V droop controller respectively. Then, a dynamic reactive power estimation algo-

rithm evaluates the machine limits and operating conditions to ensure that maximum

reactive power support is achieved. Based on this, the existing machine and pitch

controllers are coordinated. The test results with professional grade nonlinear simu-

lator considering practical GE 1.5MW system parameters show that, when compared

to the existing DFIG control methodologies, the approach provides at an average 20-

30% improvement in voltage support and ensures maximum reactive power support

without violating machine limits.

The major advantages of the proposed architecture are:

• The method dynamically calculates the reactive power capability during chang-

ing wind and grid conditions and e�ectively de-rates the active power augment-

ing pitch controller to enable maximum reactive power support.

• The method dynamically integrates the RSC and GSC with the proposed adap-

tive and PV droop controller.

• The architecture can be seamlessly integrated with the existing WTG controllers

in the �eld and ensures the machine limits are not violated.

6.1.1 Reactive Power Capability Limits of DFIG

In this section, a method to dynamically estimate the reactive power limits of DFIG

considering the controller operation is presented. The machine reactive power limits
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are calculated online using machine equations which is used to augment the existing

controllers in DFIG. This ensures that the reactive power support from DFIG can be

provided during grid voltage sag conditions without violating the machine limits.

6.1.1.1 Illustrative Example

Consider a 1.5 MWGE wind generator [90] with a mathematical model discussed in

Appendix A and with controller illustrated in Figure 2.1. Reactive power capabilities

are evaluated for various operating conditions considering a two-mass mathematical

model with nonlinear dynamics designed in DigSilent Power Factory [115]. The re-

active power capabilities of the DFIG and power converters are limited due to the

following parameters, 1) rotor voltage 2) rotor current 3) stator current and, 4) stator

voltage. For DFIG based wind turbine, the active power passing through the con-

verter is roughly around 25% of the total power, while the slip speed is around ±30%

around synchronous speed.Considering these operating conditions, limitations can be

mathematically represented as follows:

6.1.1.2 Rotor Voltage Limitations

Neglecting the stator transients and stator resistance, the stator voltage `vs' can

be represented as,

vs = vds + jvqs = jωs (Ψds + jΨqs) (6.3)

Using (A.2),

vs = jωs (−LsIs + LmIr) (6.4)

where Is and Ir represents the stator and rotor current vector respectively.

vs = jωs

(
−Ls

Ψr − LrIr
−Lm

+ LmIr

)
(6.5)
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As s =
ωslip
ωs

, using (A.1) can be obtained.

svs =
Ls
Lm

vr −
LsLr
Lm

(
1− L2

m

LsLr

)
jωslipIr (6.6)

s
Lm
Ls

vs = vr − LrσjωslipIr (6.7)

where σ = 1− L2
m

LsLr
and as Lm ≈ Ls, neglecting the inductive voltage drop it can be

observed that, vr ≈ s.vs, which suggests that the rotor voltage referred to the stator

side should be equal to the slip voltage in p.u to maintain the stator voltage at 1 p.u..

For example, if the DFIG is being operated at a maximum slip of 0.3 (including the

dynamic conditions when there is sudden wind gust), the rotor voltage that needs

to be supplied is just 0.3 pu, which is generally less than the actual voltage rating

that the rotor windings can withstand. As in this work, the rotor windings to stator

windings turn ratio is 0.379, we have considered the rotor voltage limit to be 0.379

pu which is the actual insulation limit of the rotor voltage winding. One should note

that the PQ plot in this work is drawn based on the insulation limit of 0.379 pu,

instead of the operating limit of 0.3 pu. Considering the above magnitude limit for

rotor voltage, the capability curve of DFIG can then be obtained by neglecting the

derivative terms in (A.1) and assuming vdr = vrcos(θ), vqr = vrsin(θ), vqs = vs, Ψds

= Ψs and solving for the current quantities with (A.2) into consideration. θ is the

angle between rotor voltage vector and its d-axis component. Figure 6.2 shows the

overall capability curve of DFIG considering the rotor voltage limit only. From Figure

6.2, it can be seen that the rotor voltage can be a limiting factor for reactive power

generation only at higher slip conditions. Thus operating near large slip conditions

is not recommended as this may violate rotor voltage limits.
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Figure 6.2: Capability curve of DFIG considering Rotor Voltage Limit.

6.1.1.3 Rotor Current and Stator Current Limitation

Considering the DFIG is controlled in stator �ux oriented reference frame and

assuming ideal grid conditions, i.e.

vqs = 1p.u., vds = 0,Ψqs = 0,Ψds = 1p.u. (6.8)

From (A.3) and (6.8),

Pst = vqsiqs = vqs

(
Ψqs − Lmidr
−Ls

)
= vqs

Lm
Ls

iqr (6.9)

With the q-axis rotor current limited as per the active power generated, considering

the rotor current limit, the stator side reactive power that can be generated is given
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Figure 6.3: Capability curve of DFIG without Considering GSC's Reactive Power
Capability Illustrating Individual Limits for Stator Current, Rotor Current and Rotor
Voltage.

by,

Qst = vqsids = vqs

(
Ψds − Lmidr
−Ls

)
= vqs

(
Ψds − Lm

√
1− i2qr

−Ls

)
(6.10)

Likewise for stator current limit,

Pst = vqsiqs (6.11)

Qst = vqsids = vqs

√
1− i2qs (6.12)

6.1.1.4 Stator Voltage Limitations and Inverter Limits

From equations in 6.1.1.3, it can be observed that the capability curve of DFIG

changes linearly with respect to the stator voltage. For GSC, as it has to supply

the slip power extracted from the rotor, the active current is determined by the slip

condition. The maximum reactive power that can be extracted from the GSC is

limited by the rating of the converters used. Thus the reactive power limit is given
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Figure 6.4: Active and reactive power variation of GSC as a function of active power
generated from stator.

by,

QGSC =
√
S2
GSC − P 2

r =
√
S2
GSC − s2P 2

s (6.13)

where SGSC is the rating of the GSC and Pr is the active power fed from GSC con-

verter is determined by the slip conditions. Figure 6.4 shows the active and reactive

power variation of GSC as a function of active power generated from stator which is

dependent on wind conditions.

6.1.1.5 Overall Capability Curve of DFIG Including GSC

Figure 6.5 illustrates the capability curve with a voltage limit of 0.35 p.u (includes

0.05p.u is the resistive and reactive drop) for 1.5MW GE WT [90] (operational limit

of rotor voltage, not winding limit). From Figure 6.5 it can be seen that the reactive

power generation from DFIG is generally limited by the rotor current limit and the

reactive power absorption is limited by the stator current limit. The overall capability

curve of DFIG considering GSC's reactive power ability is also shown in Figure 6.5. It
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Figure 6.5: Overall Capability Curve of DFIG.

can be observed from Figure 6.5, that inclusion of GSC enhances the reactive power

generation and absorption capability of DFIG system, when compared to Figure 6.3.

From the above discussions, the following conclusions can be drawn:

• The limiting factor for the production of the reactive power will typically be

the rotor current, as the required magnetizing reactive power is provided by the

rotor current.

• The limiting factor for the absorption of the reactive power is the stator current,

as reactive power absorption is mostly done through the stator windings.

• During dynamic conditions, when the rotor slip is large the reactive power

production can be limited by the rotor voltage, but the pitch controller action

can help avoid operating in such high slip operating point.

• The grid side converter can contribute to the reactive power production and

absorption based on its rated capacity and the operating point of the WTG.
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Table 6.1: Variation of Reactive Power Limits of DFIG with Various Slip and Loading
Conditions

Nominal Reactive Power Adjusted Adjusted Reactive
slip Active Limits Active Power Limits
(p.u.) Power (p.u.) Power (p.u.)

(p.u.) (p.u.)
Generation Absorption Generation Absorption

0.2 0.225 0.867 -1.255 0.1 0.903 -1.29
0.1 0.325 0.841 -1.23 0.2 0.886 -1.27
0 0.445 0.803 -1.196 0.32 0.861 -1.25

-0.1 0.575 0.752 -1.15 0.45 0.825 -1.21
-0.15 0.795 0.646 -1.02 0.67 0.752 -1.10
-0.2 0.995 0.368 -0.809 0.87 0.563 -0.95

For the above mentioned cases the rotor circuit is operated under normal conditions.

However, if the rotor is temporarily overloaded for a few seconds during grid dynamics,

maximum up to 20%, it could provide additional network support [116]. If a PQ

capability diagram for a wind farm at the connection point is required, the e�ect of

step up transformer, wind farm grid and auxiliary equipment should also be taken

into account.

Table 6.1 shows the changes in the reactive power capability limits of a 1.5 MW

DFIG system for various loading conditions of DFIG under varying slip conditions.

It can be seen that for an active power de-rating of 0.125 p.u, larger increments of

reactive power limit can be obtained when the DFIG is operating at higher speed

conditions. However, for lower speed conditions, it should be noted that larger reac-

tive power limit is available. Thus it can be concluded that for all the slip conditions

adjusting the active power provides better reactive power absorption or generation

capability.

6.1.1.6 Online Computation of Reactive Power Limit

For online operation, the reactive power capability of the WTG is calculated every

sample time based on the rotor current and voltage at each operating point. For
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1. Get calculated vqs, iqs, iqr and P ∗
′

st , Q
∗′
st

2. Check if P ∗
′

st is within allowed mechanical limits.

3. If yes: P ∗st = P ∗
′

st else set P
∗
st to maximum or minimum limits calculated using

machine rating (see Appendix D).

4. Compute Qst limit based on (6.10) and (6.12).

5. Check if Q∗
′
st is within Qst limit:

If yes: Q∗st = Q∗
′
st and flag = 0

else Q∗st = Qst limit, �ag = 1.

6. If �ag = 0,i∗q = 0 , else �ag = 1, set iq limit based on (B.3) and (6.13).

Algorithm 1: Online dynamic reactive power estimation

this, �rst the stator current, rotor current and stator voltage is calculated or sensed.

Then the maximum and minimum limits of the reactive power at that operating

point are calculated. Then the reactive power of the WTG is estimated. Algorithm

11 illustrates the online dynamic reactive power capability estimation method.

6.1.2 Co-ordination Control Strategies for Extended Reactive Power Support

Based on the reactive power capability of the wind turbine (farm), in this work the

proposed architecture co-ordinates the RSC control, GSC control and pitch control

to e�ectively respond to the grid reactive power needs without violating the limits

of the machine, which ensures the machine stability and longer operating lifetime.

The coordination is based on a reactive power reference generation considering re-

active power estimation discussed in the Section 6.1.1, and augmentation of Pitch

control, RSC reactive power control and GSC reactive power control. Each of these

is discussed next.

In the proposed control, the reactive power reference is generated using the adaptive

1Note: The capability limits of DFIG in the work that follows is computed considering the stator
and rotor current limits only as rotor voltage limits generally doesn't limit the capability of DFIG
during normal operating conditions of DFIG. It is worth noting that the rotor voltage limits can
be included if that is required for any other type of turbines. In this case (A.1) and discussion in
Section 6.1.1.2 should be considered.
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Figure 6.6: Block Diagram Representation of an Adaptive Controller.

control framework, instead of conventional PI control, as the reactive power to be

generated should maintain certain PCC voltage depends on changing grid conditions

and adaptive controller has been shown to perform better than PI controller under

such conditions.

6.1.2.1 Reactive Power Reference Generation

From the previous discussions, it can be noted that generating a reference reactive

power Q∗
′
st from the PCC voltage reference, V ∗PCC is extremely critical for coordinated

control. For accomplishing this, an adaptive control architecture using a small signal

model that can dynamically adjust and accurately generate Q∗
′
st based on the system

changes is designed. The architecture is evolved from a Self-Tuning Regulator (STR)

design [117, 118]. Figure 6.6 shows the basic block diagram of the proposed adaptive

control, where the system to be controlled is the DFIG and control input is Q∗
′
st and

system output is VPCC . A RLS identi�cation method [117, 118, 119, 100] is utilized for

getting an online transfer function between input and output. The adaptive controller

is a feedback controller that changes input Q∗
′
st to drive the system output towards the

reference signal V ∗PCC or set point. Considering the identi�ed transfer function is of

second order the identi�ed system can be represented in a time-series form modeled
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as di�erence equation,

VPCC(k) + a1VPCC(k − 1) + a2VPCC(k − 2) = b1Q
∗′
st(k − 1) + b2Q

∗′
st(k − 2) (6.14)

where VPCC is the PCC voltage at various time instants, Q∗
′
st is the input samples at

the same time and a1, a2, b1 and b2 are identi�ed coe�cients using RLS. This can be

represented as,
VPCC(q−1)

Q∗
′
st(q

−1)
=

b1q
−1 + b2q

−2

1 + a1q−1 + a2q−2
=

B(q−1

A(q−1)
(6.15)

where q−1 is the time shift operator. The open loop characteristic equation of the

above relationship is

1 + a1q
−1 + a2q

−2 = 0 (6.16)

From (6.16) the open loops poles can be derived using the online identi�cation. Match-

ing (6.16) with a desired second order transfer function with appropriate damping

ratio and natural frequency, a pole shifting factor α (0 ≤ α ≤ 1) can be derived

where α is the ratio of open loop poles to the desired closed loop poles [100]. Then

the overall closed loop characteristic equation can be written as,

(
1 + αq−1

) (
1 + a1αq

−1 + a2α
2q−2

)
= 0 (6.17)

The control architecture is evolved from STR where the structure of the closed loop

system with control can be represented as (see Figure 6.6)

Q∗
′

st(q
−1) =

T (q−1)

R(q−1)
V ∗PCC(q−1)− S(q−1)

R(q−1)
VPCC(q−1) (6.18)
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To obtain self-tuning regulator, it is assumed that

R(q−1) = (1 + q−1)(1 + r1q
−1)

S(q−1) = s0 + s1q
−1 + s2q

−2

T (q−1) = s0 + s1 + s2

(6.19)

Using (6.15) and (6.18),

VPCC(q−1)

V ∗PCC(q−1)
=

B(q−1)T (q−1)

A(q−1)R(q−1) +B(q−1)S(q−1)
(6.20)

Comparing A(q−1)R(q−1)+B(q−1)S(q−1) using (6.19) with (6.17), it can be observed

that,

r1 + b1s0 = 1− a1 + α + a1α

r1(a1 − 1) + b1s1 + b2s0 = a1 − a2 + a1α
2 + a2α

2

r1(a2 − a1) + b1s1 + b1s2 = a2 + a2α
3

−a2r1 + b2s2 = 0

(6.21)

Using (6.21) with pre-speci�ed α and estimated a1, a2, b1 and b2 the four unknown

parameters r1, s0, s1 and s2 can be easily computed. Further using (6.19) in (6.18),

the control signal can be presented as,

Q∗
′

st(q
−1) =

s0 + s1 + s2

(1− q−1)(1 + r1q−1)
V ∗PCC(q−1)− s0 + s1q

−1 + s2q
−2

(1− q−1)(1 + r1q−1)
VPCC(q−1) (6.22)

Equation (6.22) can be compared to a conventional PID structure [117, 118, 119, 120]
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which can be written as,

Q∗
′

st(q
−1) =

−TsKi

(1− q−1)(1 + r1q−1)
{V ∗PCC(q−1)−VPCC(q−1)}+Kp{V ∗PCC(q−1)−VPCC(q−1)}+

Kd(1− q−1)

Ts(1 + r1q−1)
{V ∗PCC(q−1)− VPCC(q−1)} (6.23)

Comparing (6.22) and (6.23),

Kp =
(s1 + 2s2)

(1 + r1)

Ki =
− (s0 + s1 + s2)

Ts

Kd = Ts

[
r1s1 − (1− r1)s2

1 + r1

] (6.24)

As the focus is to self-tune the integral controller only, the value of Kd is kept at

zero.

6.1.2.2 Controller Implementation Methodology

Initially for a step response, the values of a's and b's are estimated from an online

identi�er. From this, the open loop poles are calculated. The desired characteristic

equation is set based on 10% overshoot and 0.6 damping ratio. From which the

pole shifting factor is calculated. For the proposed design, the pole shifting factor is

designed as 0.98 for a sampling period of 1ms. Using (6.21) with pre-speci�ed α and

with estimated the four unknown parameters r1, s0, s1 and s2 can be computed. Kp

and Ki is then computed online using (6.24).

6.1.3 Proposed Controller Augmentation for RSC and GSC

In this approach, �rst the dynamic reactive power calculation is used to augment

RSC voltage controller and to regulate the stator reactive power. During this whole

operation, the reactive power reference i∗q = 0 for GSC. Then, depending on the RSC

limitation, the algorithm determines the limits for GSC. Further, the GSC augmen-
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tation loop is activated (See Algorithm 1).

6.1.3.1 Proposed RSC Voltage Controller Augmentation

The augmentation is based on calculating a P-V droop and machine dynamic load-

ing. In order to establish a P-V droop, for a particular ∆VPCC , iqr should be reduced

by adding a value ofKqr∆VPCC to P ∗st which can then increase the reactive power limit

the machine can supply. As the reactive power limit is extended, the reactive power

that can be supplied by staying within the machine limits increases, thus increasing

the e�ectiveness of voltage control. It is also worth noting that for a small duration

the limit (short term machine limits) of the reactive power can be set 20% more than

the machine capability. Figure 6.7 further illustrates this e�ect. It can be seen that

during a voltage sag, the active power can be reduced, and additional reactive power

margin can be obtained if the operating point is moved from A to B thus improving

the grid voltage. The drop in active power can be calculated as a P-V droop, and

increment in reactive power can be obtained using the adaptive PI controller (please

refer to Section 6.1.2.1 for further details). A reactive power augmentation can be

initiated based on this. In this illustration, we could achieve 34% increase in reactive

power capability for a 19% reduction in active power. For calculating the P-V droop

coe�cient, the power droop was designed to be 8% considering the maximum machine

contribution that ensures system stability.

6.1.3.2 Proposed GSC Voltage Control Augmentation

In this augmentation, when rotor current reaches to its limits and system needs

more reactive power, GSC controller is activated turning on the �ag (see Algorithm

1). The PI controller design for the outer loop then generates the required i∗q and

coordinated with the GSC inner loop to generate additional reactive power required.

The proposed tuned PI controller parameters are shown in Appendix. The proposed

controller has the following properties:
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Figure 6.7: Extended Reactive Power Capability using Droop Constant (GSC in-
cluded).

• Avoids the risk of circulating current �ows between stator and GSC by separat-

ing the GSC activation if system requires more reactive power and rotor current

reaches its maximum value Imaxr .

• Providing two time-scale control architecture; using RSC as a default controller

for its �rst response and GSC acting as a supplementary controller.

6.1.4 Proposed Pitch Control Augmentation

It is worth noting that proposed RSC and GSC augmentation without mechanical

power control may result in increased rotor oscillation, thus stressing mechanical

parts of DFIG. In order to mitigate this adverse e�ect, a pitch angle augmentation

methodology is included such that the mechanical power input to DFIG is limited

by adjusting the pitch angle. It is worth noting that rotor speed oscillations can

occur if mechanical and electrical torque is not synchronized. Synchronization is

accomplished by de-rating the mechanical torque by adding a component of pitch

based droop constant Kv∆VPCC with exisiting pitch angle β textcolorred�g. 2.i. The
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mechanical power, in watts, developed by the wind turbine at any given wind velocity,

vw [m/s] is

Pm =
1

2
ρ.A.Cp(λ, β).v3

w (6.25)

where ρ is the density of air, and A is the area swept by the turbine. λ is the ratio

of the turbine blade tip speed and wind speed and is known as the tip speed ratio.

Assuming at particular operating point for small duration, keeping constant vw and

turbine speed, linearizing Pm with respect to β,

∆Pm =
∂Pm
∂β

∣∣∣∣λ=λREF
β=βREF

(6.26)

At steady state conditions, Pst =
Pm

1− s
which means ∆Ps = Ks∆Pm where Ks is

the slip dependent constant term. From (6.26), it can be seen that ∆Pst = KsKβ∆β

as Kqr =
∆Pst

∆VPCC
. This implies ∆β =

∆VPCCKqr

KsKβ

= Kv∆VPCC from which Kv =

Kqr

KsKβ

. Please refer to [120, 121] for more details.

The overall �owchart of the proposed online operational mode adaptive and dy-

namic reactive power augmented controllers along with pitch control is shown in

Figure 6.8. The self-tuning augmented dynamic controller provides a) voltage bal-

ancing at the PCC during voltage frequency changes in the grid b) reactive power

reference for the proposed RSC controller c) seamless augmentation of RSC and GSC

controller.

6.1.5 Implementation Test on Interconnected Power Grid

The proposed architecture is tested on two systems for interconnection studies;

a) Kundur's two-area test system [122] which is used to study the capability of the

adaptive PI controller to generate appropriate reactive power reference to reduce

VPCC dynamics and b) an IEEE 68 bus power grid [3] used to study the capability of

the proposed controllers coordination features.
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Figure 6.8: Overall Controller Design Flowchart.

6.1.5.1 Study of Kundur Two Area Power System

This system consists of two areas containing two 900 MVA synchronous generators

each connected by weak tie lines. The overall system is modi�ed with one aggre-

gated wind farm (see Figure 6.9 ). The wind farm has 20 1.5 MW GE wind turbines.

The total wind farm output is thus 30 MW at bus 14 and is balanced by equiva-

lent load. For assessing the performance of the PI controller two case studies are

performed. 1) Three phase to ground fault study, and 2) Low voltage study. The
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Figure 6.9: Kundur Two Area Four Machine Test System.

tests on Kundur Two area system compares the performance of a) proposed controller

with self-tuning regulator when active power de-rating is considered (with droop) b)

Proposed controller with self-tuning regulator when active power de-rating is not

considered (without droop) and c) Conventional voltage controller. For the proposed

controller, the reactive power limits are determined online based on the operating

condition as mentioned before.

6.1.5.2 Three Phase to Ground Fault

In this study, a 3 phase ground fault is created at 3 sec for the duration of 0.1 sec

at bus 14. Figure 6.10 shows the used wind pro�le for this study. The improvement

of PCC bus voltage (bus 5) is shown in Figure 6.11. Figure 6.11 compares the per-

formance of conventional PI based controller with proposed STR based droop and no

droop control. It can be seen from Figure 6.11, that the proposed form of controller

has faster recovery action and less voltage overshot after grid fault conditions.
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Figure 6.10: Wind Speed Pro�le Used .

Figure 6.11: PCC Voltage During Three phase Ground Fault.

6.1.5.3 Grid Voltage Sag Study

In this study, a low voltage condition was created at PCC at 3s, continuing up to

0.2 s by using reactive sink at PCC bus. A comparison between a) Existing voltage

control b) Proposed controller and c) Proposed controller with GSC reactive power

support deactivated is demonstrated. Figure 6.12 shows the overall contribution of

the proposed architecture compared to conventional PI controller, whereas �g. 15(b)

shows injected reactive power to the grid.
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Figure 6.12: PCC Voltage During Voltage Sag.

Figure 6.13: Reactive Power Support Using Proposed Technique During Voltage Sag.

6.1.5.4 Test on IEEE 68 bus Power Grid

For evaluating the performance of the controllers connected as a part of the grid,

IEEE 68 bus, 16-machine, 5-area system is considered [3]. In this study, all the

conventional generators are provided with PSS and exciters, for improved damping

of local modes of oscillation and stabilize otherwise unstable open-loop system. The

overall system is modi�ed with one aggregated wind farm, where bus 13 is the slack

bus (see Figure 6.14). The wind farm has 100 nos. of 1.5 MW wind turbines. The
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Figure 6.14: One Line Diagram of the 68 Bus System [3].

Figure 6.15: Wind Speed (vw) used for the Case Study.

nonlinear dynamic models of the turbine including the converter dynamics is modeled

using Dig-Silent Power FactoryÂ R© [115]. The total wind farm output is thus 107.385

MW at bus 38 contributing to 0.6% penetration with base wind speed of 12m/s.

In order to evaluate the performance of the wind farms, the existing exciters and

PSS had been removed from generator 16. For balancing the system operation, an
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Figure 6.16: PCC Voltage Recovery on 68 Bus System through use of DFIG based
Windfarm.

Figure 6.17: PCC Freqeuncy on Windfarm bus.

Table 6.2: Wind Farm Interconnected Grid Details (MW)

Synchronous Generator Wind Farm Load
Power 18408 107 17612

equivalent aggregated load of 107.385 MW has been added to the PCC. Table 6.2

shows the details of the interconnected grid. Table 6.3 shows the di�erent control

test comparisons for analysis. For the case studies, the real wind speed pro�le (vw)

[97] is used as shown in Figure 6.15.
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Figure 6.18: Rotor Speed of DFIG.

Figure 6.19: Active Power Support from DFIG.

Table 6.3: Di�erent Control Cases Considered

Controller Description
Case A Proposed Controller: Full co-ordination ON
Case B Proposed Controller: GSC and Pitch Control co-ordination OFF
Case C Existing Voltage Controller
Case D Existing power factor (pf) controller

6.1.5.5 Results and Discussion

To assess the performance of proposed controller with existing controller a low

voltage condition was created at PCC at 10s, continuing up to 12 s by introducing
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Figure 6.20: Reactive Power Support from DFIG.

Figure 6.21: PQ plot of Individual WT of Windfarm for the above cases.

Table 6.4: Comparison of Performance of Proposed Control Technique with Conven-
tional Voltage Control Technique.

Conditions Conventional Control Proposed Control
Voltage Sag (p.u.) (10-20)% improvement (35-45)% improvement

Frequency Deviation (Hz) (25-35)% improvement (60-70)% improvement

reactive sink at PCC bus. Figure 6.16 shows the overall contribution of proposed

control for improvement of PCC bus voltage; whereas Figure 6.17 shows comparisons

of frequency dynamics with the proposed control architectures. It can be seen that
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Figure 6.22: Rotor Voltage Dynamics.

Figure 6.23: Rotor Current Dynamics.

with the proposed controller, the grid voltage recovery is better and the frequency

deviation is less. Table 6.4 tabulates the performance of proposed control when

compare to existing controller. Figure 6.18 illustrates rotor speed comparison. It

can be seen that the proposed architecture controls the rotor speed to maintain the

frequency response. The spike in rotor speed with case B is due to the reduction

of active power without limiting the mechanical power. With the mechanical power

controlled, the rotor speed spike is reduced (see case A). It can be noticed from
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Figure 6.24: Stator Current Dynamics.

Figure 6.19 and 6.20 that the methodologies have provided e�ective control of active

and reactive power so that the grid voltage pro�le is improved and the active power

contribution is within the limit. The contribution of GSC and pitch coordination is

also shown (case A compared to case B) where the active power limit is beyond the

rated value (203.9 MW for a 150 MW WF capacity). Figure 6.21 shows the changes

in machine operating points from the initial conditions for various controllers. Point

`A1' is the initial operating point, whereas point `A2' shows the operating point for

voltage control, point `A4' shows the new operating point with proposed controller

case A and point `A3' shows the operating point if GSC control is shut down.

Further, Figure 6.22 illustrates how the proposed architecture limits rotor over-

voltages. Figure 6.23 and Figure 6.24show the rotor current and stator current dy-

namics respectively. It can be noted that the best performance is achieved with the

proposed architecture in Case A. It is worth noting that the overall control perfor-

mance can be maximized if GSC and mechanical power co-ordination is performed

simultaneously.
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6.2 Chapter Summary

In this chapter, a dynamic reactive power estimation based transient voltage control

for grid integrated DFIG by coordinating RSC, GSC and pitch control is proposed.

The proposed architecture calculates a reference reactive power and required active

power using the designed adaptive controller and P-V droop controller respectively

during transient voltage changes. Then a dynamic reactive power estimation algo-

rithm evaluates the machine limits and operating conditions to ensure that maximum

reactive power support is achieved. Based on this, the existing machine and pitch

controllers are coordinated. The test results with professional grade nonlinear simula-

tor considering practical GE 1.5 MW system parameters show that, when compared

to the existing DFIG control methodologies, the approach provides at an average 20-

30% improvement in voltage support and ensures maximum reactive power support

without violating machine limits.



CHAPTER 7: CONTROL OF LARGE SCALE DFIG TO PROVIDE ACTIVE

POWER SUPPORT TO BULK POWER GRID

In this chapter, the use of DFIG based wind farms to provide active power support

to power grid and damp the system electromechanical oscillations is studied. Elec-

tromechanical oscillations often arise between areas in large inter-connected power

grids due to dynamic interaction of large group of generators connected through rel-

atively weak interconnections [123]. With the rise in the wind farm penetration level

in power grid, it is essential to study and understand the e�ect of these newer gener-

ation sources on the system electromechanical modes of oscillation. The �rst section

in this chapter deals about the study of low frequency electromechanical mode of a

test system when the penetration of wind farm in the bulk power grid changes and

when the system active power loading changes at di�erent wind farm penetration.

Once the impact of wind farm penetration on bulk power grid is studied, a system

oscillation damoing controller based on system identi�cation is proposed in second

section.

In the second section, a novel multi-channel RLS identi�cation based adaptive

WADC has been proposed for DER integrated bulk power grid. In this chapter,

RLS technique is used for system identi�cation, as opposed to the block processing

algorithm [124], as RLS does not require �xed memory allocation making it more

suitable for online applications. In this method, the MIMO transfer function model

of the system is identi�ed using autoregressive exogenous (ARX) model structure

based on ring-down data obtained using measurements. Then a oscillation damping

controller based on minimum variance control (MVC) architecture is designed using

the transfer function model and is used to augment with the local controller (LC) of
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the DER. The advantage of the MVC control is that it looks certain steps ahead in

the future and regulates the system output as close as possible to the desired set-point

with minimum variance which is dependent on identi�cation error and process noise.

The e�ectiveness of proposed method is demonstrated by case studies on a two area

four machine system.

The major advantages of the proposed approach are:

• The controller is based on the online identi�cation of the system dynamics which

results in adjusting the controller output as the system operating condition

changes.

• The controller is independent of the network topology and only requires WAMs

for identi�cation and control.

• The proposed controller can be augmented with the existing LC in the DER.

• The proposed controller adapts to variety operating condition and can con-

sider the complete order of identi�ed system model as opposed to considering

the mode with highest residue which can lead to improper design of damping

controller causing sustained oscillation in the system as shown in [4].

7.1 Impact Study of Wind Farm penetration on a test power grid

In this section, a small signal stability study of two-area four generator system

is presented at di�erent operating condition with di�erent penetration level of the

wind energy. The electromechanical modes were computed over a range of operating

conditions using both the linearized models and detailed time domain simulation mod-

els. The linearized models were studied using small signal stability analysis toolbox

(SSAT) of DSA Tools and the time domain simulation was performed using PSCAD

EMTP software, which validates the result obtained from modal analysis. The modal

characteristics of the system, when the production from synchronous machine is re-

duced as the power output from wind farm increases is studied. The test system is
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shown in Figure 7.1. This is a test system developed in [122] to demonstrate the

modal characteristics in larger and complex power grids. The test system consists of

Area 1 and Area 2 with each area consisting of two equivalent synchronous generators.

The wind farm modeled by an equivalent DFIG wind turbine system is connected in

either Area 1 or Area 2. The test system is suitable for preliminary analysis related

to small signal stability behavior of a large scale power grid. The aggregated model of

wind farm by a single turbine generator system provides a reasonable amount of ac-

curacy as the impedance of a typical collector system is relatively small as compared

to the impedance of the unit transformer [123].

The wind farm was scaled from 0% to 40% of total generation in one particular area.

The synchronous machines are modeled using `GENROU' model and is equipped with

power system stabilizer `STAB1', Governor model `TGOV1' and excitation system

`ESAC4A'. The wind farm is modeled using Turbine model `WT3T1', pitch controller

model `WT3P1', generator model `WT3G2' and converter control model `WT3E1'.

The loads are modeled as constant impedance loads.

Penetration Level de�ned here is based on the total power generation from wind

farm when compared to the total generation by the wind farm and the synchronous

machine it is displacing. i.e.

Penetration level =
Wind Generation

Wind Generation + Synchronous Machine Generation
∗ 100%

(7.1)

The test system was analyzed at di�erent operating conditions as described below:

7.1.1 Case 1: Wind Generator in Area 1

It was assumed that the total generation capacity of wind farm in the system was

525 MW and the power output of the wind farm varies from 0 MW to the maximum

of 525 MW. When the power from the wind farm, which is connected a bus 5 in area

1 is increased, the power output of the equivalent generator `G1' is proportionally
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Figure 7.1: Five Generator Two Area Test System.

Figure 7.2: Locus of Inter-area mode and Local Mode at Di�erent Penetration Level
of Renewable Energy Resources.

decreased along with its equivalent inertia. This is done so as to make sure that the

tie-line power �ow does not change. The locus of the inter-area mode and the local

mode is then traced at various power output of the wind farm.
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Table 7.1: Inter-area Modes at di�erent penetration level of Wind Farm

Penetration Real Imaginary Frequency Damping
Level Part Part (Hz) (%)

Case 1
0 -0.0520 4.5701 0.7274 1.13
10 -0.0896 4.6328 0.7373 1.93
20 -0.1234 4.6992 0.7479 2.62
30 -0.1524 4.7690 0.7590 3.19
45 -0.1855 4.8788 0.7765 3.80
60 -0.2076 4.9919 0.7945 4.15
80 -0.2284 5.1405 0.8181 4.43

Case 2
0 -0.0500 4.5736 0.7279 1.09
10 -0.0723 4.6232 0.7358 1.56
20 -0.0911 4.6785 0.7446 1.94
30 -0.1070 4.7392 0.7543 2.25
45 -0.1242 4.8339 0.7693 2.56
60 -0.1364 4.9333 0.7852 2.76
80 -0.1551 5.0614 0.8055 3.06

Table 7.2: Local Mode 1 at di�erent penetration level of Wind Farm

Penetration Real Imaginary Frequency Damping
Level Part Part (Hz) (%)

Case 1
0 -0.6563 7.5211 1.1970 8.70
10 -0.7206 7.5581 1.2029 9.50
20 -0.8249 7.7436 1.2324 10.60
30 -0.9270 8.0055 1.2741 11.50
45 -1.0479 8.5852 1.3664 12.11
60 -1.3052 9.5926 1.5267 13.48
80 -1.5622 12.9715 2.0645 11.96

Case 2
0 -0.6555 7.3312 1.1668 8.90
10 -0.6704 7.3519 1.1701 9.08
20 -0.6726 7.3611 1.1716 9.10
30 -0.6728 7.3660 1.1723 9.09
45 -0.6729 7.3693 1.1729 9.09
60 -0.6730 7.3709 1.1731 9.09
80 -0.6732 7.3719 1.1733 9.09
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7.1.2 Case 2: Wind Generator in Area 2

It was assumed that the total generation capacity of wind farm in the system was

525 MW and the power output of the wind farm varies from 0 MW to the maximum

of 525 MW. When the power from the wind farm, which is connected a bus 11 in area

2 is increased, the power output of the equivalent generator 'G3' is proportionally

decreased along with its equivalent inertia. This is done so as to make sure that the

tie-line power �ow does not change. The locus of the inter-area mode and the local

mode is then traced at various power output of the wind farm.

The result for locus of inter-area mode and local mode for these two cases is shown

in Figure 7.2. The results show that the inter-area mode becomes more stable as the

penetration of wind generator in either area increases. Note that in both the cases the

e�ect brought about by the increased penetration of wind generator is the reduction

in inertia. Thus based on the observation made for the inter-area mode trajectory for

two area system one can infer that the reduction in system inertia can help dampen

the inter-area mode faster.

As far as the local mode of oscillation is considered, when the wind farm penetration

in area 1 increases, it impacts the local mode of oscillation of area 1 only, it had

negligible impact on the local mode of oscillation in area 2. Similarly, penetration of

wind farm in area 2 had e�ect on the local mode of area 2 only. This is expected

as the tie-line power �ow is unchanged in this case. Thus the increased penetration

of wind farm in one area only a�ects the local mode in that area when the tie-line

power �ow remains unchanged. The locus of local mode 1 and local mode 2

The details about the real part, imaginary part, frequency of oscillation, damping

for the inter-area mode and local modes are listed in Table 7.1, 7.2 and 7.3 respectively.
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Table 7.3: Local Mode 2 at di�erent penetration level of Wind Farm

Penetration Real Imaginary Frequency Damping
Level Part Part (Hz) (%)

Case 1
0 -0.6569 7.3313 1.1668 8.92
10 -0.6670 7.4633 1.1878 8.90
20 -0.6495 7.4874 1.1917 8.64
30 -0.6473 7.4935 1.1926 8.60
45 -0.6504 7.4970 1.1932 8.64
60 -0.6474 7.4985 1.1934 8.60
80 -0.6479 7.4995 1.1936 8.60

Case 2
0 -0.6599 7.5200 1.1968 8.74
10 -0.7253 7.6908 1.2240 9.39
20 -0.8118 7.9173 1.2601 10.2
30 -0.9085 8.2124 1.3070 11.00
45 -1.0694 8.8461 1.4079 12.00
60 -1.2376 9.9236 1.5794 12.37
80 -1.3234 13.4401 2.1391 9.80

7.1.3 Changes in the Operating Condition causing Change in Tie-line Power

Flows

In this case, the test system was analyzed at �ve di�erent operating condition for

each of the penetration level. For each operating condition, the load at bus 9 is varied

such that the tie-line power �ow changes. Only the generation from the slack bus

(bus 1) is changed to accommodate the load changes. The generation of generator

G2, G3 and G4 were kept constant at 700 MW, 719 MW and 700 MW respectively.

The load at bus 9 is varied from 1542 MW to 1842 MW at steps of 75 MW to cause

the changes in system operating condition.

Table 7.4 lists the inter-area mode location at di�erent loading condition and at

di�erent wind penetration corresponding to area 1. Table 7.5 lists the inter-area mode

location at di�erent loading condition and at di�erent wind penetration corresponding

to area 2. Figure 7.3 shows the locus of the inter-area mode corresponding to di�erent
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Table 7.4: Interarea Mode at di�erent penetration level of Wind Farm on Area 1 and
at di�erent operating condition

Load at bus 9 Real Part Imaginary Part Frequency (Hz) Damping (%)
10% Penetration

1542 -0.2159 4.8081 0.7652 4.49
1617 -0.1818 4.7767 0.7602 3.80
1692 -0.1399 4.7205 0.7513 2.96
1767 -0.0896 4.6328 0.7373 1.93
1842 -0.0283 4.5053 0.7170 0.63

20% Penetration
1542 -0.2291 4.8758 0.7760 4.69
1617 -0.2034 4.8438 0.7709 4.20
1692 -0.1682 4.7872 0.7619 3.51
1767 -0.1234 4.6992 0.7479 2.63
1842 -0.0664 4.5713 0.7276 1.45

30% Penetration
1542 -0.2326 4.9479 0.7875 4.69
1617 -0.2170 4.9146 0.7822 4.41
1692 -0.1903 4.8573 0.7731 3.91
1767 -0.1524 4.7690 0.7590 3.19
1842 -0.1010 4.6408 0.7386 2.18

45% Penetration
1542 -0.2221 5.0634 0.8059 4.38
1617 -0.2228 5.0267 0.8000 4.43
1692 -0.2107 4.9677 0.7906 4.24
1767 -0.1855 4.8788 0.7765 3.80
1842 -0.1448 4.7501 0.7560 3.05

60% Penetration
1542 -0.2075 5.1834 0.8250 4.00
1617 -0.2192 5.1429 0.8185 4.26
1692 -0.2199 5.0814 0.8087 4.32
1767 -0.2076 4.9919 0.7945 4.16
1842 -0.1787 4.8630 0.7740 3.67

80% Penetration
1542 -0.2125 5.3135 0.8457 4.00
1617 -0.2243 5.2726 0.8392 4.25
1692 -0.2323 5.2287 0.8322 4.44
1767 -0.2284 5.1405 0.8181 4.44
1842 -0.2097 5.0124 0.7978 4.18
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Table 7.5: Interarea Mode at di�erent penetration level of Wind Farm on Area 2 and
at di�erent operating condition

Load at bus 9 Real Part Imaginary Part Frequency (Hz) Damping (%)
10% Penetration

1542 -0.2334 4.8001 0.7640 4.86
1617 -0.1872 4.7692 0.7590 3.92
1692 -0.1337 4.7129 0.7501 2.84
1767 -0.0723 4.6232 0.7358 1.56
1842 -0.0005 4.4961 0.7156 0.01

20% Penetration
1542 -0.2681 4.8604 0.7736 5.51
1617 -0.2171 4.8282 0.7684 4.49
1692 -0.1584 4.7703 0.7592 3.32
1767 -0.0911 4.6785 0.7446 1.95
1842 -0.0133 4.5487 0.7239 0.29

30% Penetration
1542 -0.2978 4.9246 0.7838 6.04
1617 -0.2426 4.8911 0.7784 4.95
1692 -0.1792 4.8313 0.7689 3.71
1767 -0.1070 4.7392 0.7543 2.26
1842 -0.0233 4.6049 0.7329 0.51

45% Penetration
1542 -0.3321 5.0274 0.8001 6.59
1617 -0.2716 4.9916 0.7944 5.43
1692 -0.2026 4.9291 0.7845 4.11
1767 -0.1242 4.8339 0.7693 2.57
1842 -0.0131 4.6957 0.7473 0.71

60% Penetration
1542 -0.3553 5.1344 0.8172 6.90
1617 -0.2915 5.0963 0.8111 5.71
1692 -0.2190 5.0312 0.8007 4.35
1767 -0.1364 4.9333 0.7852 2.76
1842 -0.0403 4.7918 0.7626 0.84

80% Penetration
1542 -0.3789 5.2737 0.8393 7.17
1617 -0.3140 5.2316 0.8326 5.99
1692 -0.2400 5.1627 0.8217 4.64
1767 -0.1551 5.0614 0.8056 3.064
1842 -0.0545 4.9142 0.7821 1.11
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Figure 7.3: Locus of Inter-area Mode with Di�erent Penetration Level of Renewable
Energy Resources in Area 1 with Di�erent Loading Condition.

Figure 7.4: Locus of Inter-area Mode with Di�erent Penetration Level of Renewable
Energy Resources in Area 2 with Di�erent Loading Condition.

penetration of wind farm in area 1 and at di�erent loading condition. It can be

observed from Figure 7.3 that at higher penetration of wind farm on area 1 which is the
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power exporting area, the damping of inter-area mode increases for certain increment

in load. This is particularly true as at higher penetration as the contribution of wind

farm power output in overall tie-line power �ow is higher, which means majority of

tie-line power �ow is not coupled with system frequency causing the system to have

better damping. But, this deteriorates as the loading is further increased or renewable

energy penetration is lowered as the majority of tie-line power �ow then comes from

synchronous machines.

Figure 7.4 shows the locus of the inter-area mode corresponding to di�erent pene-

tration of wind farm in area 2 and at di�erent loading condition. It can be observed

from Figure 7.4 that the inter-area mode damping increases when the wind farm

penetration increases, but decreases as load in area 2 increases.

The di�erence in characteristic of locus of eigenvalues with synchronous machine

and wind farm arises from the fact that the wind farm appears to the rest of the

system as a voltage source behind an impedance and does not interface with the

network through an internal angle as a synchronous machine[123].

Table 7.6 and Table 7.7 lists the location of local mode 1 and local mode 2 at

di�erent loading condition and at di�erent wind penetration corresponding to area 1.

Table 7.8 and Table 7.9 lists the location of local mode 1 and local mode 2 at di�erent

loading condition and at di�erent wind penetration corresponding to area 2. Figure

7.5 shows the locus of local mode 1 with di�erent penetration level of renewable energy

resources in area 1 with di�erent loading condition. It can be observed from Figure

7.5 that as loading in area 2 is increased for every penetration level of renewable

energy resource, the local mode in area 1 move towards RHP. Figure 7.6 shows the

locus of local mode 2 with di�erent penetration level of renewable energy resources

in area 1 with di�erent loading condition. From Figure 7.6 it can be observed that

local mode 2 �rst observes increasing in damping for a certain loading and then

damping decreases beyond a further loading. Figure 7.7 shows the locus of local



194

Table 7.6: Local Mode 1 at di�erent penetration level of Wind Farm on Area 1 and
at di�erent operating condition

Load at bus 9 Real Part Imaginary Part Frequency (Hz) Damping (%)
10% Penetration

1542 -0.9346 7.4363 1.1835 12.47
1617 -0.8626 7.4856 1.1914 11.45
1692 -0.7828 7.5208 1.1970 10.35
1767 -0.7206 7.5581 1.2029 9.49
1842 -0.6774 7.5466 1.2011 8.94

20% Penetration
1542 -1.0350 7.6074 1.2108 13.48
1617 -0.9651 7.6745 1.2214 12.48
1692 -0.8953 7.7225 1.2291 11.52
1767 -0.8249 7.7436 1.2324 10.59
1842 -0.7494 7.7359 1.2312 9.64

30% Penetration
1542 -1.1463 7.8397 1.2477 14.47
1617 -1.0792 7.9135 1.2595 13.51
1692 -1.0061 7.9720 1.2688 12.52
1767 -0.9270 8.0055 1.2741 11.50
1842 -0.8403 8.0101 1.2749 10.43

45% Penetration
1542 -1.3083 8.9384 1.3366 15.39
1617 -1.2574 8.4623 1.3468 14.70
1692 -1.1874 8.5312 1.3578 13.79
1767 -1.1028 8.5852 1.3664 12.74
1842 -1.0054 8.6111 1.3705 11.60

60% Penetration
1542 -1.4048 9.4604 1.5057 14.69
1617 -1.4135 9.4777 1.5084 14.75
1692 -1.3764 9.5309 1.5169 14.29
1767 -1.3052 9.5926 1.5267 13.48
1842 -1.2076 9.6355 1.5335 12.44

80% Penetration
1542 -1.2348 12.7964 2.0366 9.61
1617 -1.4506 12.7765 2.0334 11.28
1692 -1.5437 12.9224 2.0567 11.86
1767 -1.5622 12.9715 2.0645 11.96
1842 -1.5029 13.0125 2.0710 11.47
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Table 7.7: Local Mode 2 at di�erent penetration level of Wind Farm on Area 1 and
at di�erent operating condition

Load at bus 9 Real Part Imaginary Part Frequency (Hz) Damping (%)
10% Penetration

1542 -0.6442 7.5827 1.2068 8.47
1617 -0.6557 7.5600 1.2032 8.64
1692 -0.6724 7.5262 1.1978 8.90
1767 -0.6670 7.4633 1.1878 8.90
1842 -0.6344 7.4239 1.1816 8.51

20% Penetration
1542 -0.6462 7.5779 1.2061 8.50
1617 -0.6520 7.5513 1.2018 8.60
1692 -0.6532 7.5200 1.1969 8.65
1767 -0.6495 7.4874 1.1917 8.64
1842 -0.6420 7.4554 1.1866 8.58

30% Penetration
1542 -0.6448 7.5744 1.2055 8.48
1617 -0.6477 7.5502 1.2016 8.55
1692 -0.6485 7.5231 1.1973 8.59
1767 -0.6473 7.4935 1.1926 8.61
1842 -0.6438 7.4622 1.1876 8.60

45% Penetration
1542 -0.6423 7.5725 1.2052 8.45
1617 -0.6450 7.5507 1.2017 8.51
1692 -0.6467 7.5255 1.1977 8.56
1767 -0.6471 7.4970 1.1932 8.60
1842 -0.6451 7.4657 1.1882 8.61

60% Penetration
1542 -0.6406 7.5721 1.2051 8.43
1617 -0.6440 7.5512 1.2018 8.50
1692 -0.6465 7.5266 1.1979 8.56
1767 -0.6474 7.4985 1.1934 8.60
1842 -0.6460 7.4671 1.1884 8.62

80% Penetration
1542 -0.6395 7.5727 1.2052 8.41
1617 -0.6434 7.5519 1.2019 8.49
1692 -0.6464 7.5274 1.1980 8.56
1767 -0.6479 7.4995 1.1936 8.61
1842 -0.6469 7.4678 1.1885 8.63
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Table 7.8: Local Mode 1 at di�erent penetration level of Wind Farm on Area 2 and
at di�erent operating condition

Load at bus 9 Real Part Imaginary Part Frequency (Hz) Damping (%)
10% Penetration

1542 -0.8531 7.3229 1.1655 11.57
1617 -0.7942 7.3533 1.1703 10.74
1692 -0.7339 7.3632 1.1719 9.92
1767 -0.6704 7.3519 1.1701 9.08
1842 -0.6000 7.3235 1.1656 8.17

20% Penetration
1542 -0.8499 7.3329 1.1671 11.51
1617 -0.7933 7.3632 1.1719 10.71
1692 -0.7349 7.3729 1.1734 9.92
1767 -0.6726 7.3611 1.1716 9.10
1842 -0.6031 7.3308 1.1667 8.20

30% Penetration
1542 -0.8459 7.3377 1.1678 11.45
1617 -0.7911 7.3680 1.1727 10.68
1692 -0.7341 7.3776 1.1742 9.90
1767 -0.6728 7.3660 1.1723 9.10
1842 -0.6045 7.3344 1.1673 8.21

45% Penetration
1542 -0.8418 7.3408 1.1683 11.39
1617 -0.7887 7.3713 1.1732 10.64
1692 -0.7331 7.3809 1.1747 9.88
1767 -0.6729 7.3693 1.1729 9.09
1842 -0.6055 7.3371 1.1677 8.22

60% Penetration
1542 -0.8394 7.3419 1.1685 11.36
1617 -0.7873 7.3727 1.1734 10.62
1692 -0.7325 7.3825 1.1750 9.87
1767 -0.6730 7.3709 1.1731 9.09
1842 -0.6061 7.3384 1.1680 8.23

80% Penetration
1542 -0.8376 7.3422 1.1686 11.33
1617 -0.7863 7.3735 1.1735 10.60
1692 -0.7320 7.3834 1.1751 9.87
1767 -0.6732 7.3719 1.1733 9.09
1842 -0.6066 7.3385 1.1680 8.24
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Table 7.9: Local Mode 2 at di�erent penetration level of Wind Farm on Area 2 and
at di�erent operating condition

Load at bus 9 Real Part Imaginary Part Frequency (Hz) Damping (%)
10% Penetration

1542 -0.7072 7.7589 1.2349 9.08
1617 -0.7136 7.7406 1.2319 9.18
1692 -0.7198 7.7182 1.2284 9.29
1767 -0.7253 7.6908 1.2240 9.39
1842 -0.7288 7.6594 1.2190 9.47

20% Penetration
1542 -0.7906 7.9833 1.2706 9.85
1617 -0.7973 7.9658 1.2678 9.96
1692 -0.8044 7.9443 1.2644 10.07
1767 -0.8118 7.9173 1.2601 10.20
1842 -0.8174 7.8883 1.2555 10.31

30% Penetration
1542 -0.8872 8.2740 1.3168 10.66
1617 -0.8938 8.2576 1.3142 10.76
1692 -0.9011 8.2372 1.3110 10.87
1767 -0.9085 8.2124 1.3070 11.00
1842 -0.9152 8.1831 1.3024 11.11

45% Penetration
1542 -1.0539 8.9016 1.4167 11.76
1617 -1.0587 8.8875 1.4145 11.83
1692 -1.0640 8.8693 1.4116 11.91
1767 -1.0694 8.8461 1.4079 12.00
1842 -1.0740 8.8180 1.4034 12.09

60% Penetration
1542 -1.2415 9.9686 1.5866 12.36
1617 -1.2405 9.9586 1.5850 12.36
1692 -1.2393 9.9439 1.5826 12.37
1767 -1.2376 9.9236 1.5794 12.38
1842 -1.2347 9.8975 1.5752 12.38

80% Penetration
1542 -1.4155 13.4665 2.1433 10.45
1617 -1.3873 13.4634 2.1428 10.25
1692 -1.3567 13.4549 2.1414 10.03
1767 -1.3234 13.4401 2.1391 9.80
1842 -1.2867 13.4179 2.1355 9.55
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Figure 7.5: Locus of Local Mode 1 with Di�erent Penetration Level of Renewable
Energy Resources in Area 1 with Di�erent Loading Condition.

mode 1 with di�erent penetration level of renewable energy resources in area 1 with

di�erent loading condition. It can be observed from Figure 7.7 that the local mode 1

move towards RHP as the loading in area 2 increases irrespective of wind penetration

level. Figure 7.8 shows the locus of local mode 2 with di�erent penetration level of

renewable energy resources in area 1 with di�erent loading condition.

Figure 7.9 shows the inter-area speed oscillation following a three phase fault for

a �xed operating point at di�erent penetration of wind farm in the system. From

Figure 7.9 it can be observed that the system damping increases for exactly similar

type of faults for similar operating condition as the penetration of wind farm in power

grid increases. However, a generic conclusion cannot be drawn as the system damping

is a�ected by a lot of factors including the penetration level of the wind farm, location

of the wind farm, operating condition of the wind farm, location of fault and so on.

As the objective of the dissertation is not to quantify the e�ect of wind farm on the
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Figure 7.6: Locus of Local mode 2 with Di�erent Penetration Level of Renewable
Energy Resources in Area 1 with Di�erent Loading Condition.

bulk power grid, detailed study on impact of wind farm on bulk power grid is not

pursued. It has been considered in this dissertation that if any detrimental impact

is caused on power grid by increased penetration of wind farm, such impact can be

properly minimized by control of wind farms during grid fault conditions. In the

following sections, DFIG based wind farm has been utilized to provide both active

and reactive power support in order to enhance the stability of the bulk power grid.

7.2 System Modeling

The classical second order model of a synchronous machine is often used to study

the transient stability of a power system during the period of time in which the system

dynamics depend largely on the stored kinetic energy in the rotating masses [122].
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Figure 7.7: Locus of Local mode 1 with Di�erent Penetration Level of Renewable
Energy Resources in Area 2 with Di�erent Loading Condition.

Figure 7.8: Locus of Local mode 2 with Di�erent Penetration Level of Renewable
Energy Resources in Area 2 with Di�erent Loading Condition.
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Figure 7.9: Inter-area Speed Oscillation for a Three Phase Fault for a Fixed Operating
Point at Di�erent Penetration of Wind Farm.

The equations of motion for a classical representation of power system are given by,

ω̇i =
1

Mi

(
Pmi −Diωi − Ei

n∑
j=1

Ej(Bijsinδij +Gijcosδij)

)

δ̇ = ωi − ωs i = 1, · · · , n

(7.2)

where n is the number of synchronous machines, ωs is the synchronous angular fre-

quency, δij = δi − δj, Mi =
2Hi

ωs
, and Hi is the inertia constant in seconds and Di is

the damping coe�cient of the machine i. Bij and Gij are the elements of the reduced

admittance matrix Y at the internal nodes of the machine. The loads are modeled as

constant impedances which are then absorbed into the admittance matrix.

The DER connected on the various buses modeled as a constant negative PQ

load or a PV bus depending on the mode of control employed in the DER system.
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Figure 7.10: Proposed structure of damping controller based on system identi�cation.

Considering DER as constant negative PQ load, (7.2) can be rewritten as,

ω̇i =
1

Mi

(
Pmi −Diωi −

n∑
i=1

Pldi −
m∑
i=1

Plsi +
o∑
i=1

PDER
i

)

δ̇ = ωi − ωs i = 1, · · · , n

(7.3)

where m is the number of lines, and o is the number of DER in the network. Pldi

represents the load connected at the ith bus, Plsi represents the line losses in the ith

line and PDER
i represents the active power injected by DER on ith bus.

The power injected by the DER on the ith bus is given by,

PDER
i =

PDER∗
i

1 + sTDERi

(7.4)
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Figure 7.11: Augmentation of DER LC using Proposed WAC Signal.

where PDER∗
i power reference for ith DER system and TDERi is the DER system

response time constant for ith DER.

From (7.3) and (7.4), it can be observed that the power output of DER can have

an impact on system frequency dynamics even though DER themselves are operating

in asynchronous mode.

7.3 Augmentation of DER Local Controller with Proposed WAC Technique

A general representation of the proposed system identi�cation based adaptive con-

troller applied to DER is shown in Figure 7.10. The controller action of DER with

the proposed augmentation with WAC comprises of two parts as,

u(t) = ud(t) + uloc(t) (7.5)
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where ud is the damping component of the control input provided by the damping

controller designed using identi�ed system parameters and uloc is the component of

control signal required to track the local reference input. For the system identi�cation,

inter-area speed deviation ∆ωij is considered as the system output and the ∆PDER

is considered as the system input. The identi�ed linearized model of the system is

then utilized for the design of damping controller. The goal is to enhance the overall

system stability while minimizing the inter-area speed deviation.

It is worth noting that in this work the focus is to utilize this architecture and

augment DER LCs such that DER can take part in damping the system oscillations.

For DER, the objective of LC is to track the reference set-point provided either by

maximum power point tracking (MPPT) controller or by the DER operator. The goal

of the WAC is to damp the system oscillations by appropriately modifying the active

and reactive power output of DER system. The augmentation of the LC of DER to

incorporate the damping functionality is shown in Figure 7.11. Overall, the active

power set-point given to the DER system comprises of three terms: (∆P loc,∆Qloc) for

load sharing or MPPT control as local reference, (∆P ss,∆Qss) as a set-point provided

by secondary/tertiary level controller from DER control center and (∆P d,∆Qd) as a

remote set-point signal provided by damping controller. Once the sum of these three

di�erent set-points is available, the tracking of these set-point is achieved through

the conventional vector control techniques implemented in DER systems [125]. The

outer loop controls (CP ,CQ) the active and reactive power set-points and provides

an equivalent current reference to the inner loop control (Cid,Ciq) which track the

current �owing out of the DER system.

By controlling the active and reactive power output of the DER system, the speed

oscillation brought about by local and wide area disturbances could be mitigated.

Thus, the goal of the multichannel identi�cation based WADC is to monitor and

identify the local and inter-area oscillations and send proper damping signals to DER
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Figure 7.12: Modi�ed Classical Two-area Four-machine System with Integrated DER.

systems in order to dampen the system oscillation.

7.3.1 System Identi�cation based Damping Controller Design

The damping controller designed for this work is based on MVC architecture used in

polynomial methods [126] which solves the optimal control problem of minimizing the

output variance of the ARMAX system identi�ed k steps ahead of time. Polynomial

method is chosen in this work as opposed to state space form [127] due to easier

and simpler implementation and application for practical purposes. The controller

designed in this work is based on the second order identi�cation of the system and

the controller takes in the following form [126]:

u1(k) =
a1y1(k) + a2y1(k − 1)− b1

12u1(k − 1)

b1
11

(7.6)

for a step ahead prediction error minimization.
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7.4 Simulation Results and Discussion

Figure 7.12 shows the test system that has been utilized to assess the performance of

the proposed system identi�cation based damping controller with respect to conven-

tional PSS that has been implemented in the synchronous machine. The test system

is a modi�ed version of classic two area four machine system [122]. The test system

has been implemented in MATLAB-Simulink. The model consists of two areas con-

nected through a tie-line. Area 1 has two synchronous generators each generating 690

MW power and area 2 also has two synchronous generator each generating 710 MW

and 690 MW respectively. In this section, the full-order model of the synchronous

generators is used with LCs of governor, exciter, and PSS. On top of synchronous

machine, each area consists of aggregated DER models. In area 1, a 100 MW PV

farm coupled with a 50 MW storage unit is connected to bus 6 along with a 150 MW

load and in area 2, a 210 MW wind farm is connected to bus 5 along with a 140 MW

load. Two case studies are performed to test the performance of the proposed system

identi�cation based damping controller.

Figure 7.13 and Figure 7.14 shows the performance of the proposed multi-channel

identi�cation technique for properly capturing the system dynamics. At 10 seconds,

when the fault is applied there is a large error but the parameters are updated recur-

sively and they converge quickly to stable values.

7.4.1 Fault in Middle of Transmission Line

In this case, a bolted three phase fault for 6 cycles is applied to middle of the

tie-line connecting Area-1 and Area-2. It is assumed that the fault is auto-cleared

after 6 cycles and the circuit breakers on the either end of the line are not opened.

This disturbance excites the interarea oscillation in the system.

The purpose of this study is �rst to show that if not explicilty asked to take part

in mitigating the system oscillation, the DER systems basically continue to send
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Figure 7.13: Comparison of Actual Inter-area Speed Deviation and Estimated Inter-
area Speed Deviation.

Figure 7.14: Estimation Error of the Recursive Least Square Multi-channel Identi�-
cation Routine.

Figure 7.15: Inter-area Speed Deviation Comparison with PSS and Proposed Tech-
nique with Multiple Combination of DER.
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Figure 7.16: Tie-line Power Flow Transfer Comparison with PSS and Proposed Tech-
nique with Multiple Combination of DER.

Figure 7.17: DER Power Output Deviation from its Local Setpoint for WAC Contri-
bution a)DER1 b)DER2.

the same amount of power to the grid irrespective of the system oscillation. This

primarily happens because of the asynchronous nature of operation of DER systems

i.e. their power output naturally does not depend on system speed. Once that

is demonstrated, next the capability of WAC augmented DER systems to dampen

the system oscillation is shown and the performance is compared with the damping

performance of PSS employed in synchronous machine.

Figure 7.15 shows the inter-area speed deviation for four di�erent cases: a) PSS of

synchronous machines are enabled and damping control in DERs are disabled b) PSS
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Figure 7.18: Inter-area Speed Oscillation Damping Comparison for Di�erent WAC
Schemes.

of synchronous machines are enabled along with damping controller in DER of area 1

c) PSS of synchronous machines are enabled along with damping controller in DER of

area 2 d) PSS of synchronous machines are enabled along with damping controller in

DER of both area 1 and area 2. It can be observed that with the proposed damping

controller enabled, the dynamic response of system following the fault improves in

terms of less overshoot and better damping. It can also be observed that better

damping is obtained when DER in both area are utilized and also DER in sending

end can provide more damping e�ect than the DER in area 2.

Figure 7.16 shows the tie-line power �ow for the di�erent cases studied. It can be

observed that with the proposed WAC controller implemented on DER the tie-line

power oscillations is minimized as well. Figure 7.17 shows the variation of DER power

output in area 1 and area 2 from its local set-point in order to contribute for damping

the inter-area mode. It can be observed that the DER only contributes to damping

the system oscillation when the WAC signal is enforced. Without the WAC signal

it can be observed that the DER strictly forces its power output to the reference

level. Also, note that the DER power output variation on both area is limited to ±45

MW to be utilized for WAC application which is low compared to the net system

generation of 2800 MW.
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Figure 7.19: Inter-area Speed Oscillation Damping Comparison between Proposed
Adaptive WADC and WADC proposed in [4].

7.4.2 Comparison with the Existing WADC architecture for DER

This test case presents the comparison of the proposed WAC with the existing

WAC architecture for DER systems proposed in literature. The cases compared are

a) No PSS and damping control implemented in DER systems b) with supplementary

damping wind PSS designed as conventional WAC as in [128] c)Energy Function based

direct intelligent WAC as in [129] and d)Proposed multichannel identi�cation based

WAC controller. A fault is applied at the middle of line as in section 7.4.1 at 10 secs for

a 300 ms period and various WAC schemes are comapred. The result shown in Figure

7.18 shows that the proposed WAC technique outperforms the other existing WAC

schemes, the major advantage comes in from the fact that the proposed technique is

not dependent on knowing the system parameters as the parameters are estimated

online on the proposed control technique. Thus it can be seen that the proposed

control technique can be a better alternative to the existing WAC scheme employed

for DER systems.
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Figure 7.20: Inter-area Speed Oscillation Comparison without PSS but only with
Proposed Damping Controller.

7.4.3 Comparison with the Existing system identi�cation based Adaptive WADC

architecture

This test case presents the comparison of the proposed adaptive WADC with the

existing adaptive WADC architecture. The adaptive WADC proposed in [4] was im-

plemented for DER and the performance comparison between technique in [4] and

proposed technique was performed. Figure 7.19 shows the performance of the pro-

posed damping controller and damping controller in [4] for fault conditions mentioned

in Section 7.4.1. It can be observed that the proposed technique has a better response

as compared to the technique presented in [4].

7.4.4 Performance of the Proposed DER damping controller on System without

PSS

Figure 7.20 shows the performance of the proposed WAC without the presence of

PSS in synchronous machine. As can be seen from Figure 7.20 without the PSS and

no damping control in DER, the interarea speed deviation continues to grow overtime,

however with the proposed DER based WAC implementation on both area and area

1 the inter area speed deviation settles down to zero. With the WAC implemented

on area 2 DER it can be observed that the oscillation are contained.
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Figure 7.21: Inter-area Speed Oscillation Comparison with and without Delay Com-
pensation for Proposed DER Damping Controller.

7.4.5 E�ect of Time Delay on Proposed DER damping controller

The delay of the signals in the communication network for WAC implementation

can have an detrimental impact on the performance of the WAC [113]. However

utilizing the time stamp data from the WAC signal can help determine the delay

that have occured between dispatch and arrival of control signal. Once the delay

is determined a local time delay compensator can be designed to ensure that the

WAC based DER damping controller still performs well. Figure 7.21 shows the inter-

area speed oscillation damping performance of the proposed controller at di�erent

time delays and with and without delay compensation. It can be observed that at

larger time delays the proposed damping controller can damp the �rst swing however

because of larger time delay a sustained oscillation is introduced in the system. It

can also be observed that with proper compensation the inter-area oscillations can

be damped even with presence of signi�cant time delay.

7.5 Chapter Summary

In this chapter, the small signal impact of large scale wind farm penetration on a

test power grid is studied and an adaptive WADC for DER integrated power grid is

proposed in order to damp the system speed oscillations. Multichannel RLS estima-
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tion technique has been utilized to identify the relation between the power system

speed deviation as a system output and the power output of DER as a system in-

put. The proposed approach augments the existing LC of DER to achieve the goal

of damping the system speed oscillations. The results based on dynamic simulation

of two area system in MATLAB Simulink shows better damping functionality of the

proposed technique.



CHAPTER 8: CONCLUSIONS AND FUTURE WORKS

In this dissertation, an adaptive control framework for DFIG is designed and

demonstrated. The main purpose is to increase the reliability, dispatchability and

operational stability of renewable energy resources integrated power grid. The focus

is mainly on measurement based approach for control of DFIG which can ensure the

reliable operation of DFIG based wind farms. Detailed comparison of the proposed

control technique has been performed with the existing control topologies reported

in the literature. Also, the e�ect of renewable energy penetration on the power grid

has been studied and DFIG based wind farm has been utilized to enhance the tran-

sient stability of the bulk power grid. For measurement based control, an online

identi�cation of the system was proposed. System identi�cation based approach has

the advantage that the system to be controlled can be treated as a black box and

controller can be designed using the system model identi�ed with input and out-

put measurements. Such approach also eliminates the need to measure/estimate the

system states thus increasing the reliability of operation of the closed loop system.

Further, system identi�cation based adaptive control approach for speed sensorless

control and rotor current sensorless control of DFIG has been discussed in depth.

The performance analysis of the proposed technique was conducted using real time

simulation platform as well as hardware in the loop simulation platform in order to

validate the merit of the proposed control technique. The system identi�cation based

approach was also utilized to provide active and reactive power support to the bulk

power grid through DFIG based wind farm. Considering the grid states as system

output and DFIG power output as system input a reduced order model of the DFIG

integrated power grid was identi�ed, based on which the system osculations were
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damped or the voltage recovery was improved.

The work proposed in this dissertation leads to a number of future research plans

for developing appropriate analytical tools for in-depth information extraction from

power system networks and, thereafter, to build control methods for ensuring system

wide stability and performance. For example,

• In this dissertation, the system identi�cation and control has been performed

considering a single input single output (SISO) system. A better controller can

be designed for an overall DFIG system considering a multiple input multiple

output (MIMO) system. This can lead to better response of the proposed

control technique when both the active and reactive power support from DFIG

is required at the same time.

• Regarding the use of wind farms and RERs for enhancing the power system

stability, a sensitivity based approach can be implemented on large scale power

grid to assign only some speci�c wind farms to act, when a certain frequency

oscillation occurs in the power grid. This will lead to proper utilization of RERs

and help solve the system oscillation problem without creating unwanted power

�ow changes in the power grid which is one of the way RERs impact stability

of power grid.
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APPENDIX A: MATHEMATICAL MODELING OF DOUBLY FED INDUCTION

MACHINE

The dynamic equations modeling the DFIM in per unit based on a synchronously

rotating reference frame considering generator convention is given by [26]:

vdqs = −Rsidqs + j
ωs
ωb

Ψdqs + p
Ψdqs

ωb

v′dqr = R′ri
′
dqr + j

(
ωs − ωr
ωb

)
Ψ′dqr + p

Ψ′dqr
ωb

(A.1)

where vqs, vds, iqs, ids and ψqs, ψds are the quadrature and direct axis components

of stator terminal voltages, stator currents and stator �ux respectively. Likewise,

v′qr, v
′
dr, i

′
qr, i

′
dr and ψ

′
qr, ψ

′
dr are the quadrature and direct axis components of rotor

terminal voltages, rotor currents and rotor �ux respectively. ωs, ωr and ωb are the

angular speeds of synchronously rotating reference frame, DFIM rotor and the base

angular speed for DFIM rotor respectively and p is the derivative operator.

Also, the �ux linkage equations are given by,

Ψdqs = −Llsidqs + Lm(−idqs + i′dqr)

Ψ′dqr = L′lri
′
dqr + Lm(−idqs + i′dqr)

(A.2)

Note: Ls = Lls + Lm and L′r = L′lr + Lm.

Likewise, the instantaneous active (Pst) and reactive power (Qst) from the stator

in synchronously rotating d− q axis based reference frame is given by,

Pst = vqsiqs + vdsids

Qst = vqsids − vdsiqs
(A.3)
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Figure A.1: Dynamic Electric Circuit Model of DFIG

The electromagnetic torque developed by machine in per unit is expressed as,

Te = Ψdsiqs −Ψqsids

Te = Ψ′qri
′
dr −Ψ′dri

′
qr

(A.4)

Figure A.1 represents a dynamic equivalent electrical model of DFIM. Figure A.1 is

a representation of DFIM in motor convention with both the stator and rotor current

entering into the circuit considered as positive. In generator convention, however, the

current coming out of stator is considered as positive.
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APPENDIX B: MATHEMATICAL MODELING OF A GRID CONNECTED

INVERTER

A detailed representation of a GCI is shown in Figure B.1 from which a mathe-

matical model of GCI can be obtained.

From Figure B.1, the voltage balance across the inductor and resistor can be written

as 
Vai

Vbi

Vci

 = R


Ia

Ib

Ic

+ L
d

dt


Ia

Ib

Ic

+


Va

Vb

Vc

 (B.1)

where R and L are the line inductance and resistance, respectively and Vxi, Vx and

Ix are inverter output voltage, grid voltage and inverter output current respectively

with x = [a b c]. Using the abc to d − q transformation, (B.1) is transformed into a

synchronously rotating d− q reference frame rotating at ωe rad/s:

vdi = Rid + L
did
dt
− ωeLiq + vd

vqi = Riq + L
diq
dt

+ ωeLid + vq

(B.2)

where, ωe is the angular frequency of the grid voltage, id and iq is the d-axis and q-

axis current from inverter respectively, vd and vq is the d-axis and q-axis grid voltage

respectively and vdi and vqi is the d-axis and q-axis output voltage of the inverter.

The instantaneous active and reactive power output of GCI is given by

PGSC = vdid + vqiq

QGSC = vdiq + vqid

(B.3)

The angular position of the grid voltage is determined as
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Figure B.1: Arrangement of a bidirectional GCI.

θe =

∫
ωedt = tan−1

(
vβ
vα

)
(B.4)

where vα and vβ are the α− β components of grid voltage.

If the d-axis of the synchronously rotating reference frame is aligned with the grid

voltage position given by (B.4), vq is zero, and considering constant amplitude of the

grid voltage vd can be assumed constant.

Also, neglecting any harmonics due to the inverter switching and switching losses

in general, it can be observed from Figure B.1 that

vdid = VDCIog

C
dE

dt
= Ior − Iog

vd = miVDC

Iog = miid

(B.5)

From (B.5) it can be seen that the DC-link voltage can be regulated through id.
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APPENDIX C: RECURSIVE LEAST SQUARES BASED SYSTEM

IDENTIFICATION

The RLS technique is a computational algorithm that minimizes weighted linear

cost function which is a squared error between the measured and estimated output for

a particular input signal [130]. In this technique, a transfer function representation

of a system relating the desired input and output signal is �rst hypothesized and

then the parameters of the transfer function are estimated online so as to minimize

the error between the estimated output and the actual output of the system. The

parameters of a z-domain transfer function, that models the process, are identi�ed

every sample period using the system input and output at every discrete sampling

time.

If model output is in close approximation to the actual system output, then the z-

domain transfer function model is assumed to be a good approximation of the actual

system. Once the approximate model of the system is achieved, any model based

controller can be designed.

C.1 Autoregressive Exogenous Model

Consider a ARX system represented by a monic nth order z-domain transfer func-

tion of the following form.

y(k)

u(k)
=

b0z
−1 + b1z

−2 + · · ·+ bn−1z
−n

1 + a1z−1 + a2z−2 + · · ·+ anz−n
=
B(z−1)

A(z−1)
(C.1)

which in turn can be represented by a di�erence equation form for sample `k' as,

y(k) = −a1y(k−1)−a2y(k−2)−· · ·−any(k−n)+b0u(k−1)+b1u(k−2)+· · ·+bn−1u(k−n)
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For a previous sample `k − 1', it can be observed that

y(k − 1) = −a1y(k − 2)− a2y(k − 3)− ....− any(k − 1− n)+

b0u(k − 2) + b1u(k − 3) + ....+ bn−1u(k − 1− n)

Similarly for sample `k −N + 1'

y(k −N + 1) = −a1y(k −N)− a2y(k −N − 1)− · · · − any(k −N + 1− n)+

b0u(k −N) + · · ·+ bn−1u(k −N + 1− n)

where `N ' is the observation length. The above group of di�erence equations can be

written in the matrix form as:

N × 1︷ ︸︸ ︷

y(k)

y(k − 1)

.

.

.

y(k −N + 1)


︸ ︷︷ ︸

Φmodel

=

N × 2n︷︸︸︷
[X]

2n× 1︷ ︸︸ ︷

a1

.

.

.

an

b0

.

.

.

bn−1


︸ ︷︷ ︸

Θ

(C.2)



236

where, X is,



−y(k − 1) · · · −y(k − n) u(k − 1) · · · u(k − n)

−y(k − 2) · · · −y(k − n− 1) u(k − 2) · · · u(k − 1− n)

... · · · ...
... · · · ...

... · · · ...
... · · · ...

−y(k −N) · · · −y(k −N + 1− n) u(k −N) · · · u(k −N + 1− n)


Let `ε' be the error between the output of the actual system and estimated model,

ε = Φsystem − Φmodel (C.3)

From (C.2), Φmodel = X.Θ, which can be substituted in (C.3) to get,

ε = Φsystem −X.Θ (C.4)

The basis of the least squares identi�cation is to minimize the square of the error

`ε' for which a criterion `J ' is de�ned as,

J = εtε =
k+N∑
i=k

ε2 (C.5)

On minimizing, the criterion `J ', the system parameters `Θ' representing the pa-

rameter vector is solved and the following form of equation for `Θ' is obtained.

Θ(k) = Θ(k − 1) +K(k)
[
Φ(k)−X t(k)Θ(k − 1)

]
(C.6)

where,

K(k) =
P (k − 1)X(k)

γ +X t(k)P (k − 1)X(k)
(C.7)
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and,

P (k) =
[I −K(k)X t(k)]P (k − 1)

γ
(C.8)

where, K(k) is the Kalman �lter gain, P (k) is the co-variance matrix of the error

during the estimation of parameter vector Θ and has size of 2n× 2n, I is the identity

matrix of size 2n× 2n and γ is the forgetting factor.

Once Θ is solved using (C.6), the parameters a1, a2.......an, b0, b1, ...., bn−1 de�ning

the nth order transfer function model of the system is obtained. Once, the system

parameters are obtained, the controller is then designed using the identi�ed system

parameters.

C.2 Autoregressive Moving Average Exogenous Model

For ARMAX the system represented by a monic nth order z-domain transfer func-

tion of the following form.

y(k) =
b0z
−1 + b1z

−2 + · · ·+ bn−1z
−n

1 + a1z−1 + a2z−2 + · · ·+ anz−n
u(k)+

c0z
−1 + c1z

−2 + · · ·+ cn−1z
−n

1 + a1z−1 + a2z−2 + · · ·+ anz−n
%(k)

=
B(z−1)

A(z−1)
u(k) +

C(z−1)

A(z−1)
%(k) (C.9)
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APPENDIX D: MACHINE PARAMETERS

D.1 General Electric 1.5 MW DFIG parameters

DFIG parameters: Rs = rs = 0.0071 pu, Lls = 0.1714 pu, Rr = rr = 0.005 pu,

Llr = 0.1563 pu, Lm = 2.9 pu, no. of pole pairs = 3, Turbine Inertia Ht = 4.5 s,

Generator Inertia Gt = 0.5s

D.2 Single Phase Inverter Parameters

VA rating of SPI = 1.5 kVA, Rated Voltage = 230 Volts, Rf =10−3 Ω,Lf = 10−3

H;Rc = 10−4 Ω, C = 6.6µF, Lg = 10−2 H;Rg= 0.033 Ω , DC Link Voltage = 400

Volts, Grid nominal frequency = 60 Hz, Inverter Swictching Frequency = 25 kHz
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APPENDIX E: GAIN COMPUTATION FOR SFC

E.1 Computation Sample for Feedback and Observer Gains

STEP 1: For a particular operating condition, say s = 0, system A, B, C and

E matrices can be calculated for the DFIG with parameters represented in D, us-

ing (3.23) and (3.24). The obtained matrices are A =

 −5.9250 0

0 −5.9250

, B =

 1185 0

0 1185

, C =

 0.9442 0

0 0.9442

, E =

 0

0

.
STEP 2: Once the controllability and observability has been tested of the system

by checking the rank of controllability and observability matrix, the optimal closed

loop eigenvalue provided by the optimal gain computation technique in [131] is con-

sidered as optimal location of eigenvalues. For this case, the closed loop eigenvalues

are obtained to be at (-10, -20) based on objective function minimization considering

(3.9).

STEP 3: The feedback gain matrix can then be computed using pole placement

technique. For example, using pole place function de�ned in [132], the gain matrix

K =

 0.0034 0

0 0.0119

.
STEP 4: Utilizing (3.31) and (3.24), considering at steady state the error is close

to zero and controller goal is to drive system output close to reference input, the gain

matrix G is computed as G = − [C(A−B.K)−1B]
−1 [49]. The computed gain matrix

G for the machine in Appendix A is G =

 0.0089 0

0 0.0179

.
STEP 5: For the observer gain, the eigenvalues are placed at least 10 times
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farther than the closed loop eigenvalues. In this case to place the closed loop ob-

server eigenvalues at (-200,-400), the observer gain matrix is computed as L = 0.1638 0

0 0.3326

.
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APPENDIX F: SIMULATION MODELS AND SOURCE CODES

The simulation models and source code of the controller designed in this dissertation

is the property of Power, Energy and Intelligent Systems Lab (PEISL), Department

of Electrical and Computer Engineering, University of North Carolina at Charlotte.

Please contact Dr. Sukumar Kamalasadan or the author for further information about

the models and source codes.
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