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ABSTRACT

AISHWARYA A. PANCHPOR. Implementation of path planning algorithms on a
mobile robot in dynamic indoor environments. (Under the direction of DR. JAMES

M. CONRAD)

The objective of this thesis was to review and analyze existing algorithms for robot

localization and mapping in dynamic indoor environments. Some of the existing algo-

rithms include occupancy grid approach, artificial intelligence approach, dense scene

flow approach for localization and mapping in dynamic environments. The occupancy

grid approach maintains static and dynamic occupancy grids in parallel. The artifi-

cial intelligence approach uses efficient path planning algorithms like Reinforcement

Learning along with Simultaneous Localization and Mapping (SLAM) to find a path

and map the unknown dynamic environment. The dense scene flow approach detects

moving objects to improve the visual SLAM process.

The review phase of this work included identifying different approaches and classi-

fying them. The classification of the different approaches was based on sensors used

(in the data acquisition process), localization method used, and map management

techniques used. These approaches were categorized into fixed sets. The review of

these algorithms lead to a comparison of the already obtained results of these algo-

rithms.

The analysis phase of this work included implementing path planning algorithms

on TurtleBot2 with real-time obstacle detection and avoidance. The results obtained

were evaluated in terms of a set of fixed parameters. These parameters were accuracy

of the algorithm, total time for execution, and errors in planning the final path for

the robot.
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CHAPTER 1: INTRODUCTION

1.1 Motivation

Commercial robots have been in existence for more than 50 years. The earlier

robots were preprogrammed to carry out specific tasks in a fixed environment. Over

the years, due to the use of powerful sensors, the robots were able to detect obstacles.

The robots that were developed in this period were able to take actions by processing

the input from the sensors. Ultrasonic sensors, infrared sensors, and laser range

finders are the most popular distance sensors. Cameras are powerful sensors used in

a wide variety of applications. The images from a camera can be processed to detect

natural landmarks like the presence of walls, doors, windows or artificial landmarks

strategically placed for localizing the robot in unknown environments. To process the

data received from these sensors, image and signal processing techniques are used.

The processed data is then used to send out control signals to the robot. Control

theory is the most widely used technique to issue commands to the robot or to decide

action to be taken by the robot.

The use of robots to reduce human effort and simultaneously increase process effi-

ciency has expanded to a great number of fields. Robots are being used in industry

for tasks which require heavy lifting. For example, in the transportation industry,

a robot lifting heavy equipment reduces the human effort. The car manufacturing

industry uses high-precision robotic arms to streamline the production line. The

medical robotics field is continuously growing. Use of surgical robots to perform min-

imally invasive and highly precise procedures, use of rehabilitation robots to improve

strength and coordination of people with disabilities, use of disinfection robots to

sterilize operating rooms for sensitive medical procedures are some of the applica-
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tions of robotics in the medical field. Robots are also used for surveillance purposes,

to gather information in space exploration missions and in the study of underwater

environments. These are few of the large scale applications of robots.

Use of robots is no longer limited to large scale industries. Robots are now being

used in our everyday life. The robotic vacuum cleaner Roomba has made home floor

cleaning a trivial task. Laundroid, a completely autonomous laundry folding robot

for washing, drying, folding and sorting clothes is another example of day to day use

of robots. Another category of robots is social robots. These are mainly used as

caretaker and companion robots.

All these different uses of robots need to sense their environment and build a

comprehensive map for moving around in the environment. This has led to the devel-

opment of various algorithms for effective localization and mapping in the presence

of moving obstacles. A mobile robot needs to simultaneously solve many problems

like sensing, mapping, localization, path planning, obstacle detection and avoidance

for a completely autonomous system [1]. When a robot needs to go from one point

to another, it needs a definite path. Path planning algorithms play a key role in au-

tomating the movements of a robot. In real world scenarios, the environment in which

a mobile robot has to operate is dynamic due to moving obstacles. Unlike humans,

a robot cannot adapt to the constant changes in the environment. In the pursuit of

building intelligent robots, various path planning algorithms have been developed to

aid the movements of a robot when the environment is changing continuously. These

intelligent robots have the ability to sense the obstacles in the field of vision of the

robot and re-plan its path so that it is able to avoid the obstacle and continue towards

its desired goal. Real-time obstacle detection and avoidance has been a challenging

problem to solve. Because of the varied nature of the obstacles in the surroundings, it

is difficult to model the obstacles. If the nature of the obstacles is known in advance

then it is easier to categorize the obstacles. For example, if the moving obstacles
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are boxes of fixed length, width and height then it is relatively easier to avoid these

obstacles. Another method to detect and avoid obstacles is to assign them a motion

model and re-plan the path of the robot according to their movement. These scenarios

only consider obstacles that fit in a set of specifications. If the nature of the obstacle

is not known prior to their detection, then it is difficult to re-plan the path of the

robot. The motivation for this thesis is the need to solve the problems arising due to

the dynamic nature of the environment as the robot moves from the start point to

its goal point.

1.2 Completed Thesis Work

Over the years, various path planning algorithms have been developed to guide a

robot from the start point to the goal point. These algorithms work on the premise

that the robot has a map of the environment and the position of the robot in this

map is known. Combining powerful path planning algorithms with real-time obstacle

detection and obstacle avoidance is the main purpose of this thesis.

The work presented in this thesis aims at comparing the implementation of various

path planning algorithms in the presence of moving obstacles. The algorithms that

have been studied and implemented are Dijikstra’s algorithm and A* algorithm. The

algorithm developed as part of this thesis is a path planner which takes the minimum

number of turns with real-time obstacle detection and avoidance. The Reinforcement

Learning algorithm has also been studied as part of the background study and im-

plemented on an arbitrary grid map. The moving obstacles are assumed to have a

height equal to or greater than the height of the sensor installed on the robot. The

robot used for the purposes of implementation is the TurtleBot2. The contribution of

this work is to compare the performance of the path planner developed in the imple-

mentation phase to the path found from implementation of Reinforcement Learning

on the same grid in the presence of moving obstacles. The work presented in this

thesis shows how the built-in global planner fails in the presence of moving obstacles
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and the implementation of the path planner developed in this work. Also, the system

uses only the Kinect sensor installed on the TurtleBot2 to detect and avoid obstacles

which makes it a very low cost option. The results are compared based on the robot

reaching the goal point while detecting and avoiding obstacles and the time required

to plan the path using various path planning algorithms.

1.3 Organization of the Report

This section gives an overview of the organization of the report. The remainder

of the report is organized into following sections: Literature Survey, Implementation,

Results, Conclusions and Future Scope, References, and Appendix.

Chapter 2 presents a survey of various algorithms that have been developed to

detect and avoid obstacles while localizing the robot and mapping the environment.

Some of the algorithms that are surveyed work under the assumption that the map

is already given. Some of them assume that the localization of the robot is given or

the robot has perfect odometry. These cases are further discussed in Chapter 2.

Chapter 3 discusses the different path planning algorithms, their pseudo code,

advantages and disadvantages, and their implementation. The implementation of

the proposed optimised path planner algorithm with real-time obstacle detection is

further explained in Chapter 3. This chapter also explains the configuration and

specifications of the system.

Results obtained from the implementation of the different algorithms discussed in

Chapter 3 are presented in Chapter 4. It includes images of the map used and images

of the robot as it follows the path. It also includes images of the obstacles used. This

chapter also discusses the time required for the algorithms.

Chapter 5 concludes the work done in this thesis and interprets the results that

have been presented in Chapter 4. It also discusses the future scope for this thesis.



CHAPTER 2: LITERATURE SURVEY

2.1 Survey of Existing Methods

Mobile robot localization and mapping is an essential part of building an au-

tonomous system. Simultaneous Localization and Mapping (SLAM) algorithms are

used to build a map of an unknown environment, while keeping track of the position

of the robot. Probabilistic formulations are based on Extended Kalman Filters, par-

ticle filters, and maximum likelihood estimation for approximating the pose of the

robot and map have been reviewed by Durrant-Whtye and Bailey in their two survey

papers [2, 3]. Most of the SLAM methods are developed with the assumption that the

environment is static. The work presented in [4] uses the wireless signal strength to

localize the robot in indoor environments. When the environment consists of moving

objects, their pose changes affect the localization and mapping of the mobile robots.

In real life scenarios, there are moving obstacles like humans in the path of the

robot. Apart from humans, there are objects which may change their positions such

as tables and chairs. In an industrial setting, there may be shelves or cabinets which

are relocated from time to time. In such dynamic environments, the mobile robot

must perform SLAM and account for these possible changes within the environment

to avoid obstacles to reach the desired goal point. To cope with the dynamic changes,

previously explored regions of the map must be updated to account for these dynamic

aspects of the environment.

Static and dynamic maps are created for a complete description of the environment

over time [5]. The method described in this work assumes that the localization of the

robot is already established. The occupancy grid techniques [6] are used for creating

a static map and a dynamic map. Occupancy probability is defined for each cell
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in both maps. The confidence that the cell is occupied or not is indicated by the

occupancy probability. Dynamic objects are represented as free space in the static

map and static parts of the environment are represented as free space in the dynamic

map. In both the static and the dynamic map, the inverse observation model is used

to define if the occupancy probability will be high or low based on the occupancy

states in the previous static or dynamic map respectively and the current sensor

information. Object detection is carried out by setting a high threshold (in this case

0.85) to the occupancy probability of a region to detect a moving object. Objects

are differentiated and classified based on their size. Whenever there is a new sensor

reading, to determine if the new cell is part of an existing moving object or if it is a

new moving object, the system checks the neighboring cells for objects in the dynamic

map. If there exists a moving object in the cells close to the newly observed cell, then

that cell is incorporated into that object. Otherwise, it is considered as a new moving

object.

Various SLAM methods like Extended Kalman Filter Simultaneous Localization

and Mapping (EKF-SLAM) [7], FastSLAM [8], GraphSLAM [9] have been devel-

oped for uninhabited and static environments. For dynamic environments, obstacle

avoidance plays an important role.

The following sections illustrate different methods developed for localization and

mapping of mobile robots along with obstacle avoidance in dynamic indoor environ-

ments.

2.2 Artificial Intelligence-based Approach

The artificial intelligence based approach of Reinforcement Learning (RL) [10] is

used to find a path and create a map of the unknown environment. The following

two methods combine RL and SLAM for dynamic indoor environments.
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2.2.1 Reinforcement Learning as Control System

The work by Arana-Daniel et al. [11] focuses on integrating reinforcement learning

for navigation in unknown and dynamic environments and utilizes a SLAM algorithm

for localization and mapping. EKF-SLAM and fast-SLAM have been used in this

implementation. Reinforcement Learning (RL) algorithm known as Q-Learning, a

type of RL algorithm, has been used for this application. It consists of state-action

pairs, a function of immediate reward for action taken, and a Q value function to

determine quality of the action taken. The Q function is defined as follows,

Q(st, at)→ Q(st, at) + α[rt+1 + γmaxaQ(st+1, a)−Q(st, at)]

Where α is the learning rate, r is the reward, t is the time taken, s denotes the state,

and γ is the forgetting factor. In this implementation α=0.9 and γ is eliminated. An

expected map is given to obtain the optimal route and the same RL algorithm is

used for obstacle avoidance in dynamic environments. To find alternative routes to

avoid obstacles, the long-term memory obtained from the first run of the Q-learning

algorithm is used. Reinforcement learning is used as the control input for the SLAM

algorithm. A desired exploration policy is used as a priori to guide the robot. The

scanning process creates two maps. The first map describes the environment in a

feature based way generated by the SLAM algorithm. The second map contains

the discrete representation of the environment and provides relevant information to

implement RL.

2.2.2 Inverse Optimal Control

Another method by Guevara-Reyes et al. [12] uses Reinforcement Learning and

SLAM to create a map and find a path in an unknown and dynamic environment. The

algorithm starts with an initial state and a goal. The initial desired route is obtained.

After the first observation, until the goal point is reached, the system continuously

updates the map with the current state of the robot and the new observations. The
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route is updated based on the new observations and detection of obstacles. RL

algorithm is used for finding a new path in the presence of obstacles. The control of

the robot is executed based on the high order extension of Hopfield model (RHONN).

The neural network is trained with EKF wherein the weights in the neural network

are the state to be estimated. EKF is defined as,

Ki(k) = Pi(k)Hi(k)M
−1
i(k)

ωi(k+1) = ωi(k) + ηiKi(k)ei(k)

Pi(k+1) = Pi(k) −K(i,k)H
T
i(k)Pi(k) +Qi(k)

Mi(k) = [Ri(k) +HT
i(k)Pi(k)Hi(k)]

−1

ei(k) = xi(k) − x̂i(k)

Where Ki is the Kalman gain matrix, ωi is the weight (state) vector, Pi is the

prediction error covariance matrix, Ri is the measurement noise covariance matrix,

and each Hij entry of Hi is the derivative of one of the neural network outputs x̂i with

respect to one neural weight ωij. The Lyapunov Control Function is designed as an

inverse optimal controller which satisfies the passivity condition. The purpose of the

inverse optimal controller and the RHONN model is to force the angular velocities of

the left and right wheels of the robot to follow the desired reference signal. After the

control action is obtained, the prediction step and the measurement step of SLAM is

performed.

2.3 Particle Filter-based Approach

2.3.1 Distance Filter and Scan Matching

Sun et al. [13] presents an approach for localizing in dynamic environments with

the use of a particle filter, distance filter and a scan matching method and mapping

with the use of an extended sensor model. In scan matching, a multi-layer searching

technique is used to find the local maximum of the robot’s position given observations
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of its environment through the use of a laser range finder. A matching score is obtained

which is used to prevent updates based on wrong estimates. For each measurement,

the distance filter computes the probability that the distance is shorter than expected

from the map as follows,

pshort(di) = Σlpshort(di|xl)× p(xl)

Where di is the measurement, xl is the position based on current belief and p(xl)

is given by the particle filter.

A full posterior distribution is unnecessary because only the latest configuration of

the map is of importance. Hence, the marginal distribution is recursively computed

for the current map using a Bayesian filter. Dynamic occupancy grid maps are used

to integrate the dynamic changes. The sensor model implemented is independent of

shape and type of the dynamic object. A standard SLAM approach is applied to

generate the initial map. Maximal translation error and maximal angle error are the

two parameters used to evaluate the quality of localization.

The system is also evaluated with the distance filter and scan matching disabled.

In this case, the map is updated in every iteration step which leads to divergence

of the map. This problem can be overcome if each particle updates and maintains

its own map which increases the load and usage of CPU and memory. The map-

ping results for the system were evaluated by comparing with the ground truth map.

Table 2.1 compares the error obtained by implementing Adaptive Monte Carlo local-

ization (AMCL) (from ROS package), AMCLDF (AMCL with Distance Filter), DL

which (method described in this paper), and DLsimple (DL with distance filter and

scan matching disabled). The results in Table 2.1 are for a production hall (104cm x

52cm). The first two methods do not update the map while the next two update the

map at run time.
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Table 2.1: Comparison of Static and Dynamic Methods from [13]

Method Error (m) Error (degree) Success

Mean Variance Mean Variance

AMCL 1.791 3.868 10.212 21.245 0/10

AMCLDF 0.138 0.051 0.638 0.523 10/10

DLsimple 0.415 0.756 1.184 1.570 7/10

DL 0.126 0.059 0.687 0.629 10/10

2.3.2 Server-Agent Architecture

The work presented by Dorr et al. [14] uses sensor information from the mobile

robots and other stationary sensors to maintain up to date dynamic occupancy grid

maps of the changing environment. The transition probabilities are defined as,

po|fc = p(ct = occ|ct−1 = free) pf |oc = p(ct = free|ct−1 = occ)

And the transition matrix is as follows,

Ac = 1− pf |oc pf |oc

po|fc 1− po|fc

Where ct = occ and ct = free are two finite states of the hidden Markov model

(HMM). In this implementation, there are three possible outcomes for HMM cells z

εhit, miss, no-obs and the observation parameters p(z|c=free) and p(z|c=occ) only

depend on sensor characteristics.

The Rao-Blackwellized particle filter [15] is used along with a server-agent archi-

tecture. In the proposed architecture, the changes in the environment are sent by an

agent to the server and the server updates the global map. The mobile robot or differ-

ent stationary sensors are the agents and the server contains the dynamic occupancy

grid map. Each agent has an agent handler which integrates the changes received from
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an agent into the global map and provides the agent with the required data from the

updated map. To detect dynamic changes in the environment and simultaneously

localize, a long-term SLAM algorithm is deployed using Rao-Blackwellised Particle

Filter (RBPF) on the agent side. The localization accuracy, total path lengths and

travel times of the robot are evaluated.

Figure 2.1: Proposed architecture of cooperative SLAM system based on [14]

2.3.3 RFID Tags and Dynamic Bayesian Network

Robot localization and mapping in semi-dynamic environments is carried out with

the help of RFID tags with unique identification code attached to semi-dynamic

objects [16]. This work also proposes SLAM-SD which consists of a framework of

(DBN) and Rao-Blackwellised Particle Filter. In the prediction of a particle, the

transition probability from time t-1 to time t is as follows:

D̃
(i)
t ← P (D̃

(i)
t |D

(i)
t−1)

X̃
(i)
t ← P (X̃

(i)
t |X

(i)
t−1)

D̃
(i)
t and X̃

(i)
t are the predicted particle state given by the transition probability

P (D̃
(i)
t |D

(i)
t−1) and P (X̃

(i)
t |X

(i)
t−1). Xt and Dt are the robot pose and the semi-dynamic
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object pose at time t.

The particle is evaluated based on weight as follows:

ω
(i)
t αP (Zt, Ut|D(i)

t , X
(i)
t )

= P (It|D(i)
t )× P (Lt|D(i)

t )× P (Lt|, X(i)
t )

Where Ut indicates the odometry data, Zt is the sensor data, It indicates existence

of RFID tag, Lt indicates the range scan data.

The particle is resampled in the update step and the effectiveness of the particle is

evaluated based on the following,

Neff = 1/ΣN
i=1(ω

(i))2

The map M (1)
t is generated using P (M

(1)
t |Xt(i), Z1:t) probability for each particle

and time is incremented for the next iteration.

Figure 2.2: Dynamic Bayesian Network (DBN) model of SLAM-SD from [16]

The RFID tags convey the 3D geometrical information and relative coordinate

between the object and the RFID tag of the semi-dynamic object. The experiments

are conducted in a room environment where the location of the cabinets is changed,

and in a long corridor environment where the doors and dust boxes change states.
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2.3.4 Modified Particle Filter

A modified particle filter is proposed by Vidal et al. [17] for simultaneous local-

ization and mapping in dynamic environments with the use of only static landmarks.

The work proposed in the paper uses FastSLAM [8] implementation with the removal

of mobile and/or similar landmarks. The SURF algorithm is used to extract feature

points to compute the descriptors consisting of the orientation and neighborhood of

that pixel. The outliers (moving landmarks) are identified based on the difference

between the correlation of the position of the landmarks. The matrix D stores these

Euclidean distances as defined below,

0, if pos(m,i) = pos(m,j) ∀m, 0 ≤ i ≤ N, 0 ≤ j ≤ N

Di,j =

CM
i - CM

j , if ∃m|pos(m, i) 6= pos(m, j)

Where pos is the position of the landmark m, N is the number of landmarks and

CM
t is the landmarks positions correlation matrix at time t.

The outlier filter ignores an observation if it belongs to the set of mobile landmarks.

The modified particle filter considers the set of static landmarks to estimate the pose

of the robot. The Trajectory Planner is used to build a 2D map of the environment

and detect obstacles with the help of laser sensor and odometry. The Ant Colony

Optimization algorithm is used to plan the trajectory of the robot. The modified

particle filter resamples a new set of particles at each estimate of the pose. The

weighted average of the positions by their respective beliefs of the particles decide the

estimate of the pose of the robot.

2.4 GraphSLAM-based Approach

2.4.1 Use of Static Point Weighting

The work presented in [18] proposes a static weighting method which downweighs

the dynamic edge points from the incoming frame. Static point weighting is used to
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indicate the likelihood of foreground edge points (extracted from the incoming frame)

being part of the static environment. The depth edge points are matched between

consecutive frames by geometric and intensity distances. Static weights are computed

for every keyframe (Nth incoming frame) and intensity assisted iterative closest point

(IAICP) is used to transform from the keyframe to the current frame.

Figure 2.3: Visual odometry system implemented in [18]

The effect of dynamic objects is reduced by combining the static weights during

transformation and the static weights are then computed based on the estimated mo-

tion. Pose graph SLAM was used to address the problem of drifting of the robot pose.

For loop closure, the proposed method checks for three conditions. First condition is

to check geometric proximity of the new keyframe with ten randomly selected previ-

ous keyframes (Pr). Second condition is that there should be 30% or more common

visible part in the two frames, and third condition is forward backward consistency

check by registering the two frames twice (Pr as source frame and then as target
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frame) using IAICP. The proposed system is evaluated on TUM RGB-D dataset.

2.4.2 Long-Term Mapping

The use of Dynamic Pose Graph (DPG) SLAM [19] for localization and mapping

is proposed in the work of Walcott-Bryant et al. This work aims at maintaining a

precise map of the gradually changing (low-dynamic) environment over a long period

of time. Changes in the environment are detected by comparing laser scans from

various time instances. Table 2.2 compares the ground truth error for DPG-SLAM

(reduces DPG size in every iteration) and DPG-SLAM-NR (does not reduce the DPG

size in every iteration) over 20 passes through the room and traveling 1km.

Table 2.2: Comparison of Error for CSAIL Reading Room [19]

Algorithm Error (cm)

DPG-SLAM-NR 3.9-13.4

DPG-SLAM 3.4-13.3

2.4.3 Use of Moving Landmarks

Due to moving landmarks, the localization and mapping of the mobile robot re-

sults in inaccurate localization of the robot and inaccurate maps. To minimize the

effect of moving landmarks, the work of Xiang et al. [20] proposes a model based

on Expectation Maximization which uses the mobility of landmarks in the Graph

SLAM process. Some moving landmarks are treated as outliers if the mobility is not

within the confines of a measurement function described as an augmented Gaussian

distribution as follows,

P (zk|xik, ljk, wjk)αexp(−wjkµ̃
T
k Σ−1k µ̃k),

µ̃k = vk(hk(xik, ljk)− zk)

Where wjk is the likelihood of the landmark ljk being static, zk is the measurement
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at time k, vk is the scaling factor of each landmark representing whether the landmark

is an inlier.

2.5 Visual SLAM-based Approach

2.5.1 Visual SLAM and Dense Scene Flow Approach

The work of Alcantarilla et al. [21] focuses on improving the visual SLAM [22]

algorithm by means of dense scene flow representation of the environment to detect

moving objects for visually impaired users. The visual SLAM system uses a stereo

camera for visual odometry [23] and utilizes a hierarchical structure and motion re-

finement with Bundle Adjustment [24]. Harris corner detector [25] is used to detect

features between consecutive frames. The Mahalanobis distance of the 3D motion

vector is used to identify moving points. With the help of the residual motion like-

lihoods for every pixel in the current image, a moving object mask is created. The

proposed method was tested with visually impaired users in crowded environments

with pedestrians and cars (indoor and outdoor environments).

Table 2.3: Comparison of the Distance Covered [21]

Method Experiment 1

Error

Experiment 2

Error

Ground Truth (m) 647.00 447.00

Visual SLAM

Estimated tra-

jectory (m)

moving object

detection

646.07 (0.93) 449.79 (2.79)

without

moving object

detection

641.37 (5.63) 451.54 (4.54)

Table 2.3 compares the ground truth of the total path for two experiments with
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the estimated trajectory length obtained from Visual SLAM. The error for estimated

length of visual SLAM with detection of moving objects is about 1 m for the ex-

periment 1 conducted at Atocha railway station and it is almost 3 m for the second

experiment 2 conducted at Alcala de Henares.

2.5.2 Visual SLAM and Exclusion of Dynamic Features

The proposed method called ICGM2.5 [26] excludes dynamic features to create

a map of indoor and outdoor environments. The external sensor used is a hand-

held monocular camera. The method proposed in this paper is an improvement on

an approach proposed by Kayanuma et al. called ICGM2.0 (Incremental Center of

Gravity Matching) [27] which is based on an approach proposed by Hua et al. called

Incremental Center of Gravity Matching (ICGM) [28]. In the method proposed in

this paper, the centroid is calculated after reducing the dynamic features. Also, the

center of gravity is calculated based on the features which have a shorter matching

distance. The system is evaluated based on the error rate obtained by dividing the

difference between the start and end points by the length of the whole visual odometry

for ICGM2.5[26], ICGM2.0 [27], ICGM [28], PIRF [29], and Libviso2 [30] as shown

in Table 2.4.

Table 2.4: Indoor Experimental Results based on [26]

Method Error rate (%) Time (s)

ICGM2.5[26] 0.46 1.22

ICGM2.0[27] 2.13 1.19

ICGM[28] 2.75 1.20

PIRF[29] 2.43 1.25

Libviso[30] 5.76 1.16
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2.6 Other Methods

2.6.1 Use of Path Planning Algorithms

The absolute localization of the mobile robot is carried out with the help of 2D-

codes on the ceiling and a USB camera [31]. The ROS package hector-slam was

used to build 2D occupancy grid map. Adaptive Monte Carlo localization(AMCL)

algorithm was used for tracking the pose of a robot against a known map. The robot

generates an optimal path from the starting point to the destination based on the

established global map. The system uses the A* algorithm and DWA algorithm to

generate a new path to avoid obstacles.

Another method proposed by Maurovic et al. [32] for localization and path planning

in dynamic environments (with moving obstacles) is based on the D* algorithm with

negative edge weights.

2.6.2 Use of Segmentation

The work of Runz and Agapito [33] introduces a new technique to cope with mov-

ing objects in the environment. The proposed method segments the scene into back-

ground and foreground objects using either motion or semantic cues. The grouping

strategies are motion segmentation and object instance segmentation. These identify

static objects and objects due to their motion. The system maintains active models

with objects that are currently visible in the live frame and inactive models with

objects that were visible in the previous frames. For each frame the 6DOF rigid pose

of an active model is tracked and the entire frame is segmented based on motion

segmentation and multi class image segmentation. Motion segmentation associates

a pixel with a rigid motion model. If the connected region has adequate amount of

outliers, a new model is added to the list. Multi class image segmentation is based

on classifying each pixel based on deep learning approach. The fusion step involves

using the 6DOF pose to update the active model.
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Figure 2.4: Overview of the method proposed in [33]

2.6.3 Real-time 3D Data-based Obstacle Avoidance

The work of Dirk Holz et al. [34] presents a method to scan the environment to

obtain continuous real-time 3D data, implement obstacle avoidance and perform on-

line SLAM. This method uses 6DOF pose representation. The implementation in this

paper uses KURT3D robot platform and IAIS 3D laser scanner. The Area of Interest

(AOI) is defined with the help of theta (pitch). The 3D information is maintained in

2D with the help of 2D obstacle maps (for obstacle avoidance) and 2D structure maps

(for robot self-localization). The mapping procedure involves transformation to keep

the map in alignment with odometry, removing obsolete points so that the dynamic

changes can be maintained in the map, and replacing the previously saved points by

the current (latest) laser scan data. The obstacle avoidance is implemented with the

help of three commands: steer (robot directed towards maximally free space), brake

(stop the robot when an obstacle is detected), turn (turns the robot and steers it out

of dead ends).

2.6.4 Use of Navigation Function

The proposed method by Iizuka et al. [35] uses Extended Kalman Filter Simulta-

neous Localization and Mapping along with Laser Range Finder (LRF) for mapping
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and navigation in a dynamic environment. A Navigation function which is a type of

Artificial Potential Field (APF) [36] is used to generate orbits to avoid obstacles. The

proposed method was tested in a simulated environment. The Navigation function

ensures whether a safe distance was maintained between the robot and the obstacle

in a dynamic environment. The results in the paper indicate that in the simulated

environment, the point mass robot reached the goal point without colliding with the

moving obstacles.

2.6.5 FPGA-based Approach

A hardware efficient design implemented on FPGA (Spartan 6) for multiple robots

to reach the goal point in the presence of static and dynamic obstacles in indoor

environments is proposed by Chinnaaiah et al. [37]. This work presents an algorithm

for path planning and behavioral control between two robots. The robots communi-

cate with the help of RF transceivers. An IR beacon sensor acts as the goal point

and the leader robot plans the path to be traversed by both the robots. The leader

robot senses the obstacles with the help of an ultrasonic sensor and conveys this in-

formation to the follower. The obstacle avoidance module evaluates the object and

dynamic obstacles are avoided by a 32-bit counter. The proposed algorithm computes

the shortest path for multi robot system and uses an FPGA as a control module. Both

of these factors lead to low power consumption.

2.7 Inference from the Survey

The above sections describe various methods for mobile robot localization and

mapping with obstacle detection and avoidance in dynamic indoor environments.

This chapter gives an overview of a wide range of methods but the scope of this

topic being so vast, there are numerous methods which can achieve similar outcomes.

The different methods are evaluated in terms of a wide variety of parameters and a

concrete comparison can be presented if they are implemented under the same set of



21

conditions. The continuous improvement of the existing methods and development

of new ways to deal with the issues arising in dynamic indoor environments has led

to better results. Since many problems in mobile robot localization and mapping in

dynamic indoor environments do not have a robust solution, there is a great deal of

scope for further research and development in this field.



CHAPTER 3: IMPLEMENTATION

3.1 Introduction to Path Planning

Path planning has played a key role in the movement and navigation of robots.

Path planning algorithms require a map of the environment. Localization of the

robot is not taken into consideration by the path planning algorithms. The primary

purpose of path planning algorithms is to find the optimal path from the start point

to the goal point. This optimal or best path is decided on various factors. These

path planning algorithms compute the shortest path between the start point and the

goal point. Most of times there are multiple ways to reach the goal point. These

algorithms evaluate the cost or steps to reach the goal point. Based on the cost

to move from one position to the next, the particular movement is selected. The

use of cost for selecting the step to be taken is explained in the next few sections.

Some specialized path planning algorithms focus on developing an optimal path in

accordance to specific conditions. For example, some paths need to be optimal around

turns. So the best path would contain the least number of turns. If this means taking

a longer route to reach the goal point, that would be considered valid since the

number of turns is optimal. So, in this case, the number of turns acts as the deciding

parameter for selecting the optimal path.

3.2 Map Representations

To implement any path planning algorithm, there has to be a map representation of

the environment. Maps can be expressed in metric or topological terms. The metric

maps have fixed coordinates for objects in the map and the distances are calculated

based on the distance between the coordinates of the two points. In a topological
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map, the places in the map are stored with respect to the distance between them.

This creates a graph of the connected nodes and the distances between the nodes.

Another type of map representation is with the help of occupancy grids. Occupancy

grid maps consist of discretized squares (cells) of fixed resolution. These squares are

classified as either occupied or free. Occupied regions denote the presence of obstacles

in the occupancy grid. Probabilistic occupancy grids consist of a probability for each

cell that they contain an obstacle. Requirement of large memory for storage of these

occupancy grid maps is a drawback. As the size of the map increases, so does the

computational time to traverse the map and find the shortest path in the map.

Figure 3.1: Figure (a) is an example of an occupancy grid map and figure (b) is a
topological map [38, 39]

3.3 Types of Path Planning Algorithms

Path planning algorithms have been widely used in different domains. In the net-

working domain, they are used to find the optimal route for a data packet. In robotic

applications they are used to find the optimal route to the goal point.

3.3.1 Dijkstra’s Algorithm

Dijkstra’s algorithm is one of the simplest and earliest algorithms to be developed

for path planning. In this algorithm, the shortest path is computed by connecting

nodes which have a minimum distance from the given set of nodes. Each connected

node v or u has a weight w(u,v) associated with it. Each graph consists of vertices

or nodes and weighted edges connecting two nodes. An array of the distance of each
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node from the initial vertex s is maintained. This array dist(s) is initialized to infinity

indicating that none of the nodes have been visited and all of them are at infinite

distance from the initial vertex. The self-distance is initialized to zero. All the nodes

in the graph are store in a queue Q. An empty set S is initialized to store the visited

nodes. The algorithm works as follows:

• While the queue Q is not empty, a node v is popped fromQ which is not already

present in the set of visited nodes S and which has the smallest distance dist(v).

In the first run, the initial vertex s will be chosen since the distance of this node

has been initialized to zero.

• Add node v to the set S to indicate that this node has been visited.

• Update the distance values of the nodes adjacent to the current node v. For

each adjacent node u do the following:

– If dist(v) + w(u,v) < dist(u), there is a new minimum distance for

node u and this new minimum distance is updated.

– If the condition in the previous statement is not true then there is no

update for node u.

These steps are repeated until Q is empty. Now all the nodes have been visited

and the array dist consists of the shortest path from the initial vertex v.

An example of the Dijkstra’s algorithm can be seen from Figure 3.2, 3.3, 3.4 and

3.5. The starting node is A and the goal node is B. In the beginning, the distance

to all the nodes is initialized to infinity as seen in Figure 3.2. In the next step, the

distances to the neighbors of A are computed and these nodes are then added to the

set of visited nodes. This is shown in Figure 3.3. The node with the least distance is

selected in the next step and neighbors of that node are visited as shown in Figure

3.4. Figure 3.5 shows the final graph where all the nodes have been visited and the
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final path from node A to B is selected based on the minimum distances to each node.

Figure 3.2: Step 1 of Dijkstra’s Algorithm [40]

Figure 3.3: Step 2 of Dijkstra’s Algorithm [40]
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Figure 3.4: Step 3 of Dijkstra’s Algorithm [40]

Figure 3.5: Final graph of Dijkstra’s Algorithm [40]

One major disadvantage of this algorithm is that it does a blind search resulting in

high computation time. It explores every adjacent node to find the minimum distance

and hence for large graphs, the time taken to traverse the entire graph is also very

high. Another disadvantage is that this algorithm cannot handle negative weights.
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3.3.2 A* Algorithm

A* algorithm is an extension of Dijkstra’s algorithm. It uses heuristic search to

find the shortest path in less number of computations (as compared to Dijkstra’s

algorithm). This algorithm is tailored to explore paths only in the direction of the

goal point. This is achieved by adopting a heuristic search. Breadth-First Search and

Dijkstra’s algorithm expand or explore in all directions. This means that paths to

all locations from the start point will be available by using Breadth-First Search and

Dijkstra’s algorithm. But in the case of A* algorithm, only the paths that will lead

to the goal point are explored.

A heuristic search approach for A* calculates the estimated distance to the goal and

uses this parameter to expand in the directions which have the minimum distances

with respect to the goal point. Higher priority is given to the nodes that have a lower

estimated distance to the goal. So, the actual distance to the node is calculated (same

as Dijkstra’s algorithm) and in addition to that, the estimated distance to the goal is

calculated. The estimated distance to the goal can be the Euclidean distance or the

Manhattan distance between the current point and the goal point. This estimated

distance to the goal point eliminates the nodes which do not expand in the direction

of the goal point.

The A* algorithm works as follows:

• Initialize two lists OPEN and CLOSE. The start node is put in the OPEN

list.

• While theOPEN list is not empty, calculate the total cost of movement denoted

by f(n) where n is the current node. This is computed as a sum of the actual

distance to the current node g(n) and the estimated distance to the goal node

from the current node h(n). It is given by the following formula:

f(n) = g(n) + h(n)
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• Find the node q with the least f(n) value.

• Pop the current node q from the OPEN list.

• Generate the neighbors of the node q and set their parent node as q.

• For each successor of the selected node q,

– check if the successor node s is the goal node. If it is the goal node then

stop the search.

– Compute the g(s), h(s), and f(s) values for the successor node s

g(s) = g(q) + distance between successor node s and current node q

h(s) = h(q) + distance between the goal node to the successor node s

f(s) = g(s) + h(s)

– Check if there is a node with the same position as the successor node s in

the OPEN list which has a lower value of f(n) than the successor node.

If this condition is true then skip this successor node.

– Check if there is a node with the same position as the successor node s

in the CLOSED list which has a lower value of f(n) than the successor

node. If this condition is true, skip this successor node. If this condition

is not true then add the node to the OPEN list.

• Push the current node q onto the CLOSED list.

The value of h(n) (heuristic function) can be calculated in two ways:

• Exact heuristics: This can be done by pre-calculating the distance of each pair

of cells. If there are obstacles in-between a pair of cells, then the distance will

be different from the Euclidean distance. If there are no obstacles, then the

Euclidean distance would be the distance between those two cells. This is a

time consuming process. Also, the distance would be stored and the memory

requirement would increase.
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• Approximate Heuristics: This can generally be done in three different ways:

1. Manhattan Distance: This the the sum of the absolute values of the differ-

ence between the x and y co-ordinates of goal node and the current node

respectively. It can be expressed as follows:

h = abs(current_node(x)− goal_node(x))

+ abs(current_node(y)− goal_node(y))

Manhattan distance is used when the robot can move in only four directions

(up, down, left, right).

2. Diagonal Distance: This is the maximum of the absolute values of the

difference between the x and y co-ordinates of goal node and the current

node respectively. It can be expressed as follows:

h = max(abs(current_node(x)− goal_node(x)),

abs(current_node(y)− goal_node(y)))

Diagonal distance is used when the robot can move in 8 directions (diag-

onal, vertical and horizontal).

3. Euclidean Distance: This is the distance between the current node and the

goal node using the distance formula. It can be expressed as follows:

h = sqrt((current_node(x)− goal_node(x)2)

+ (current_node(y)− goal_node(y))2)

Euclidean distance is used when the robot can move in any direction.
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Figure 3.6: A* Algorithm on a grid map [41]

The A* algorithm can be explained with the help of Figure 3.6. The node in green

is the start node, node in blue is the goal node and the nodes in red give the shortest

path. The costs to all the nodes can be seen in the grid map. The cell with least cost

to move and the shortest estimated distance to the goal is selected. The diagonal

distance is used to estimate the distance to the goal node from the current node.

Even though two or more cells have the same cost of movement, the next node to be

selected is the one which has the least estimated distance to the goal node.

3.4 Introduction to Robot Operating System

This section gives a brief introduction to the Robot Operating System (ROS). It

is a framework consisting of various libraries and in-built tools developed to aid and

support the development of complex algorithms for robots.[42] ROS offers support

to various robotic platforms. ROS has different versions like hydro, indigo, kinetic

and many more. There are tutorials on how to create and build a ROS package. In

ROS, an executable which is connected to the ROS network is called a node. There

are different topics running on the ROS network. These topics publish their data

in the form of ROS messages and receive data in the form of ROS messages. ROS

nodes can publish messages to these topics or subscribe to receive messages from these
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topics. There is a ROS Master which monitors the flow of messages form the different

topics on the ROS network. There are tutorials on how to write ROS publishers and

subscribers. These tutorials are generalized and would work on the robotic platforms

supported by ROS.

There are specialized ROS tutorials for the TurtleBot. The ROS TurtleBot tutorials

for different versions of ROS explain how to install and use the ROS packages on the

TurtleBot. The indigo TurtleBot supports Trusty version of Ubuntu. The network

is configured so that the remote PC can ssh to the TurtleBot PC. Rest of the setup

consists of setting up the environment variables correctly on the remote PC as well as

the TurtleBot PC. The IP address of the master node and the host node is specified

in the .bashrc file for both the systems. The turtlebot_3D_SENSOR environment

variable is set to kinect in the .bashrc file. Both the systems are configured to use

the same ROS master node. There are various packages which are developed for map

building and navigation of the TurtleBot. It also has a rviz_launchers package which

is used to visualize the robot on the PC screen. The Kobuki base and 3D sensor

camera (Kinect) are connected to the laptop.

ROS Gazebo simulator consists of a world which is a collection of different models,

light and global parameters.[43] Each model is made up of links and joints. The

hierarchy in Gazebo can be explained as follows:

• World

– Scene

– Physics

– Model

∗ Link

· Collision

· Visual
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· Sensor

· Plugin

∗ Plugin

– Plugin

– Light

Gazebo enables rapid prototyping and testing algorithms for robotics applications.

Indoor as well as outdoor scenes can be created for testing purposes.

3.5 System Configuration

3.5.1 TurtleBot2 Specifications

The analysis phase of this thesis included the implementation of three path planning

algorithms. These algorithms were implemented on TurtleBot2 (Figure 3.7). It is a

low-cost robot kit with open-source software [44].

Figure 3.7: TurtleBot2 [44]

The TurtleBot2 hardware includes:

• Kobuki Base

• Asus Xion Pro Live
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• Netbook (ROS Compatible)

• Kinect Mounting Hardware

• TurtleBot Structure

• TurtleBot Module Plate with 1 inch Spacing Hole Pattern

The software development environment includes:

• An SDK for the TurtleBot

• A development environment for the desktop

• Libraries for visualization, planning, and perception, control and error handling.

• Demo applications

The TurtleBot PC has Linux Trusty and ROS indigo running on it.

The Kinect sensor [45] on the TurtleBot (Figure 3.8).

Figure 3.8: Kinect Camera [45]
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3.5.2 Assumptions

Following assumptions have been made for the implementation part of this thesis:

• The algorithm assumes that the robot maintains perfect odometry and does not

take into consideration the co-ordinates of the robot.

• The map of the environment was built prior to the implementation.

• The starting point and the goal point of the robot are estimated by looking at

the map.

• The length of any moving obstacle in the environment is not known in advance.

This length of the object is assumed to be 1m. The width of the obstacle is

also unknown. This width is set according to the sensor input. This is further

discussed in Section 3.6.3.

• The height of the obstacle is assumed to be greater than or equal to the height

of the sensor.

• The minimum distance that the robot has to maintain from obstacles (moving

or static) is referred as the threshold and is set to 0.8 meters. This distance

is selected by taking into consideration the minimum distance that the robot

can percieve which is 0.44999 for the sensor installed on the TurtleBot and the

distance it should maintain from obstacles.

3.6 Implementation

This section explains in detail the algorithms that have been implemented on the

TurtleBot as well as ROS Gazebo.

3.6.1 Gmapping and AMCL

In the ROS TurtleBot tutorials, map creation of the environment and autonomous

navigation in that map is explained. To start the master node, ’roscore’ command
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was executed. To start the functionalities of ROS, the bringup file was launched by

the following command:

roslaunch turtlebot_bringup minimal.launch

This command initialized the sensors and started the Kobuki base.

To create the map, the gmapping package was used. This is a laser based SLAM

method. Following command was run on the ROS master node:

roslaunch turtlebot_navigation gmapping_demo.launch

The TurtleBot was then moved around with the help of a keyboard using the

following command:

roslaunch turtlebot_teleop keyboard_teleop.launch

To visualize the movement of the robot and the simultaneous map creation, the

RVIZ package was launched using the following command:

roslaunch turtlebot_rviz_launchers view_navigation.launch

After the TurtleBot had mapped the entire area of the required map, the map as

seen in the RVIZ GUI was saved using the following command:

rosrun map_server map_saver -f path_to_the_folder/name_of_the_file

The map was stored in the form of an image with the file format as PGM. Another

file containing the information regarding the map was also created by the map_server

node. This file (YAML format) consisted of the path to the image file of the map

(.pgm file), resolution of the map in meters per pixel, origin of the map, and occupied

and free threshold in the map.

After the map was created, the TurtleBot was able to navigate to any point in the

map by running the navigation stack and localization with AMCL. The navigation and

AMCL localization is included in the turtlebot_navigation ROS package. Following

command was used to export the map that was created using the slam_gmapping

package:

export turtlebot_MAP_FILE=path_to_the_folder/name_of_the_file.yaml
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The navigation demo launch file was run to localize the robot using the following

command:

roslaunch turtlebot_navigation amcl_demo.launch

The RVIZ GUI was launched to visualize the robot and the map. The start point

and the goal point was decided by looking at this visualization in RVIZ. Following

command launched the RVIZ GUI:

roslaunch turtlebot_rviz_launchers view_navigation.launch –screen

The same procedure was used in ROS Gazebo using the following commands:

roslaunch turtlebot_gazebo turtlebot_world.launch

world_file:=path_to_the_world_file.world

This command launched the specified world in Gazebo.

roslaunch turtlebot_gazebo gmapping_demo.launch

This command started the map building process.

The RVIZ GUI was launched using the same command as described for the Turtle-

Bot. The map was saved using the map_server as described earlier.

The navigation in this map is same as described for the TurtleBot and launched

using the following command:

roslaunch turtlebot_gazebo amcl_demo.launch

map_file:=path_to_the_folder/name_of_the_file.yaml

The initial position and orientation of the robot was estimated by looking at the

map and clicking the 2D Pose Estimate button and pointing the arrow in the direction

of the orientation of the TurtleBot. This localized the TurtleBot in the map. The goal

point was selected by clicking on the 2D Nav Goal and selecting a point on the map

with the arrow pointing in the direction of the desired orientation of the TurtleBot.

The robot was able to reach the goal point. But it failed to do so if the path or the

goal was blocked.

The built-in path planner for the navigation stack in ROS consists of a base local
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planner and a global planner. The base local planner consists of the Trajectory

Rollout and Dynamic Window Approach(DWA). It consists of a cost map and a

controller to issue velocity commands to the mobile base. A grid map is created

around the robot and the velocities of traversing to the different locations in the grid

are calculated based on a value function of the grid map. Trajectory Rollout samples

from the set of achievable velocities over the entire forward simulation period given

the acceleration limits of the robot, while DWA samples from the set of achievable

velocities for just one simulation step given the acceleration limits of the robot. The

global planner package is responsible for creating a path to the goal point. It consists

of Dijkstra’s algorithm, A* algorithm and NavFn algorithm implementations. But

the planned path does not consider sudden obstacles. The move base package is used

to combine the data from the base local planner and global planner to move towards

the goal point. The rotate recovery package tries to rotate the robot by 360◦and clear

space. But this rotate recovery behavior is not guaranteed and the robot may hit the

obstacle. This is further seen in Chapter 4.

To overcome the problem of dynamic obstacles, the robot must be able to sense

the presence of obstacles as it is moved. After sensing the obstacle, the robot has to

re-plan the path. The next section explains how this is achieved with the help of the

optimised path planner algorithm.

3.6.2 A* algorithm

As discussed in the Section 3.3.2, A* algorithm is the most widely used path plan-

ning algorithm. The implementation of A* follows the tutorial given in [46].

Input to A* was a grid (map of the environment), start point and goal point. The

start point and the goal point were decided by looking at the map and estimating

the position and orientation of the TurtleBot. The map was built prior to running

the A* algorithm. The current map gets published on the /map ROS topic when

the gmapping node runs. Hence the map was obtained as a 1D array of data from
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the /map ROS topic. This data from the ROS topic was first stored in a bag file.

The bag file data was difficult to parse so it was then converted to a csv file. The

/map ROS topic also publishes the height and width of the map, the origin of the

map, resolution of the map in meters/pixels and the data array containing the actual

occupancy grid map.

The next step was to parse the csv file to read the map and convert it into a 2D

array and an image. This 2D array is the grid map for the A* algorithm. The map

comprises of three values: 0, 100, and -1 indicate free space, occupied, and unknown

respectively. In the image, white pixels are free space, black pixels are occupied and

gray pixels are unknown. The known (static) obstacles in the map are considered as

walls in the grid that is given as input to the A* function. The A* algorithm plans a

path which avoids these obstacles or walls. For the ease of avoiding these obstacles,

all the obstacles were expanded by 2 pixels on each side. This created a buffer or

avoidance region around the obstacles.

The image of the map created was used in selecting the start point and the goal

point. The start point and goal point were selected by clicking on the image of the

map consecutively. First mouse click was the start point and the second mouse click

was the goal point. These were the inputs to the A* function. In the A* function,

the shortest path was computed as explained in Section 3.3.2.

For implementation on the TurtleBot, there should be directions associated with

the co-ordinates. The robot can move in four directions: up, down, left, right. The

directions that were assigned to each point in the final path were based on the des-

tination. That means, if the goal point had co-ordinates (4,3) and the point just

before the goal point was (3,3), then the direction associated with the point (3,3)

was ’down’ because the robot had to move down to reach the goal point of (4,3). In

the same way, all the points in the final path were assigned a direction based on the

point in the final path which succeeded the current point. The initial direction was
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an input from the user. A priority queue was implemented for storing the visited

nodes. This priority queue had the location from the grid and a priority associated

with the location.

The algorithm that was implemented does not consider the robot co-ordinate sys-

tem and assumes perfect odometry as mentioned in Section 3.5. To consider the

actual co-ordinates of the TurtleBot, the real-world co-ordinates would need to be

transformed into the robot co-ordinate system and then subsequently transform all

the points of the map into the robot co-ordinate system. This is the future scope of

the thesis and will be discussed in Chapter 5.

For the TurtleBot to move, velocity messages need to be published. Velocity com-

mands are of two types: linear velocity and angular velocity. These velocity messages

are published on the ’cmd_vel_mux/input/navi’ Twist topic. The linear and angular

velocities can be in x, y or z direction. In this implementation, linear velocity in x di-

rection (forward velocity) and angular velocity in z direction (turn velocity) has been

used. When the robot has to move forward, linear velocity is set to 0.2 m/s and and

angular velocity is made zero. While turning, the angular velocity is made positive

or negative as required by the angle for the turn (clockwise or anti-clockwise). The

TurtleBot can turn by 90 degrees in this implementation because the TurtleBot can

only move in four directions (up, down, left, right).

This algorithm has the ability to avoid static obstacles (like walls) which are already

present in the map. The A* algorithm avoids the locations (cells) in the map that

have been marked as occupied. But it fails in the presence of dynamic obstacles.

If the obstacle is not present in the map, the path will be planned irrespective of

the presence of the obstacle. For example, if a cardboard box of height equal to or

greater than the height of the kinect sensor on the TurtleBot is placed in the path

of the TurtleBot, it would collide into the box. To overcome this, the optimized

path planner algorithm was developed and implemented on the TurtleBot. This path
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planner algorithm is further explained in Section 3.6.3.

3.6.3 Optimized Path Planner Algorithm

The A* algorithm that was implemented on the TurtleBot did not have the ability

to detect and avoid obstacles. The A* algorithm is not optimized for turns either.

The path planner implemented in this work is optimized for turns. It takes the least

number of turns. Turning a robot introduces noise and the turning is not always

accurate. Hence the path planner turns a minimum number of times. The obstacles

considered for the purposes of this thesis must have minimum height equal to the

height of the kinect sensor installed on the TurtleBot. The other feature of these

obstacles is that they are moving obstacles. The obstacles may or may not possess

a velocity of their own. Most of the algorithms that were reviewed in the literature

survey dealt with a specific set of obstacles. But the nature of obstacles in indoor

environments is not fixed. The work in this thesis addresses this problem and tries

to overcome this drawback. Obstacles can be in the form of chairs, tables, cardboard

boxes which can be moved from one place to another. Obstacles can also be humans

moving around in that space.

In order to deal with a wide variety of obstacles, the robot needs to continuously

sense the environment and based on the feedback from the sensed data, re-plan its

path. For example, if a box is suddenly placed in the path of the robot (assuming the

box satisfies the height criteria mentioned in Section 3.5), the robot has to re-plan its

path around the obstacle. To do so, it needs to alter the already existing map and

indicate that there is an obstacle at the location of the box. Now if the same box is

removed and the sensor is still pointed in the direction of the box (and in the range

of the previously placed box), the map should again be updated indicating that there

is free space at that location. Now the robot does not need to take an alternative

path and hence the path needs to be re-planned again. The re-planning of the path

has to be based on the sensor input data and needs to be a continuously improving
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process. If the robot re-plans the path once around the obstacle, it should be able

to sense if the obstacle is removed from its path and that it does not need to take a

detour around the obstacle. Hence, the process of re-planning the path depends on

the following two factors:

• When an obstacle is detected in front of the robot at a distance less than or

equal to a fixed threshold.

• When a previously detected obstacle is no longer present in the path of the

robot.

The modified path planner algorithm plans the path in the same way as explained

in Section 3.6.2. As the robot starts moving towards the goal point, the messages

published on the /scan ’LaserScan’ topic are monitored. A subscriber node is created

which subscribes to these messages. The threshold for an object to be classified as an

obstacle is set at 0.8 meters. This means that if the readings for the scan ranges from

the sensor are 0.8 meters or less than that then there is an obstacle present in front

of the robot and the robot needs to take a different path to reach the goal point, that

is, path needs to be re-planned. If the robot is going to turn in the next step, this

obstacle does not matter as it may not be in the path. So the path re-planning takes

place if the previous condition of the minimum threshold is met and if the robot’s

next step is in the direction of the sensed obstacle.

As explained earlier, when an obstacle is detected, the map is altered to indicate

that there is an obstacle in front of the robot which is 0.8 meters away. This part

of the map is made 100 as it denotes occupied space. Since the dimensions of the

obstacle are unknown, it sets the width of the obstacle as the cells from the starting

point of the obstacle to the end point of the obstacle to 100. If the width of the

obstacle is greater than the angular range of the sensor, then all the cells in the

angular range at a distance of 0.8 meters will be set to 100. If the width of the
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obstacle is lesser that the angular range of the sensor, then only those cells are set to

100 which lie in the region between the start point of the obstacle to the end point

of the obstacle. There is no way of knowing length of the obstacle either. So for this

implementation the length is set to 1 meters. This is an assumption of the length of

the obstacle as mentioned in Section 3.5. If the obstacle has a length greater than

1 meters, it would again re-plan the path as it would detect the same object as an

obstacle again. So it would be an iterative process. These assumptions have to be

made because there should be a minimum distance equal to the threshold that has

to be maintained between the obstacle and the robot.

After the new map with the obstacle is created, the path planner algorithm is used

again to re-plan the path. But for this call to the path planner algorithm function,

the grid input is only from the current position of the TurtleBot to the goal point of

the TurtleBot with a minimum threshold distance on either sides of the TurtleBot.

So the grid that the path planner receives is relatively smaller as compared to the

first run. This reduces the time for computing the new path. If the shortest path

is found, then the TurtleBot starts moving towards the goal point as prescribed by

the new path which avoids the obstacle in front of it. If no path is found, the grid

is expanded by one cell in all directions and the path planner algorithm function is

called again. This process repeats itself until the grid expands to the maximum size,

that is, the original size of the map. If a path is still not found, then the grid is set

to the original static grid and the path is re-planned based on the original grid.

To take care of obstacles which appear or disappear in the surroundings (in the

range of the sensor), the message received from the ’/scan’ topic is compared to the

data in the map. If the sensor input detects an obstacle 3 meters away and at an angle

of 10 degrees, the current grid map is checked at that cell to see if the map indicates

free or occupied. If the map indicates that it is free, this is updated to occupied. So

the map is continuously is updated as the TurtleBot moves towards the goal point.
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The map is updated only in the range of the sensor. If there is any movement which

is not in the angular or the distance range of the sensor, it is not detected and it is

not updated in the map.

This optimized path planner algorithm is able to detect obstacles and avoid the

obstacles to reach the goal point. In the case where the goal point is blocked or the

algorithm is unable to reach the goal point, it would reach the nearest point to the

goal point and keep on polling the data from the sensor to find a path to the goal

point.



CHAPTER 4: RESULTS

In this chapter, the results obtained from implementing the algorithms explained

in Section 3.6 have been evaluated. The algorithms have been implemented on ROS

Gazebo simulator and TurtleBot.

4.1 Navigation on ROS Gazebo using Gmapping and AMCL

4.1.1 Output from the Built-in Path Planner

A world was built in Gazebo using the Building Editor. The static world is shown

in Figure 4.1. It consists of one dumpster, two cabinets and three bookshelves. The

TurtleBot starts by default at (0,0,0). This world is built in comparison to the ECE

lab at UNCC.

The map of this static world was built using the gmapping node as explained

in Section 3.6.1 which can be seen in Figure 4.2. This map was used for navigation

using the AMCL localization and navigation stack. The world was modified by adding

objects to the world, this can be seen in Figure 4.3 where new objects have been added

to the world. These objects include solid cube, solid cylinder, cardboard boxes, and a

TurtleBot. These serve as obstacles in the map. Since these obstacles are not present

in the previous map, they are not considered while planning the path. For the in-built

path planner in the navigation stack, if the new obstacle is in the range and the vision

of the sensor, then the path planner is able to navigate around that object.
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Figure 4.1: Static World

Figure 4.2: Map from Gmapping

The map and the world look as shown in Figure 4.4 before the navigation begins.

The first step for navigation is to select the start point and the goal point. The start
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Figure 4.3: New Static World

point is selected by the 2D pose estimate button. This indicates the current position

and orientation of the TurtleBot in the map. The goal point is selected by the 2D

Nav Goal button. The orientations of both the points are indicated by the direction

of the arrow. The selection of start point can be seen in Figure 4.5 and selection of

goal point can be seen from Figure 4.6.

The path that is planned can be seen in Figure 4.7.
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Figure 4.4: Map and World Prior to Navigation
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Figure 4.5: Start point in the map

Figure 4.6: Goal point in the map
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Figure 4.7: Planned trajectory for the TurtleBot

Figure 4.8 shows the trajectory of the TurtleBot as it goes from the start point to

the goal point. TurtleBot reaches the goal point as shown in Figure 4.9 and 4.10.
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Figure 4.8: Mid-path trajectory for the TurtleBot

Figure 4.9: TurtleBot reaches the goal point
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Figure 4.10: Messages on the terminal

4.1.2 Limitations of Built-in Path Planner

Section 4.1.1 shows the implementation when the navigation is a success. As men-

tioned in Section 3.6.1, the in-built planner fails when a sudden obstacle is placed in

front of the robot. This means that the sensor on the robot must see the obstacle

before it plans the path. If the robot sees the obstacle before path planning, it is

able to avoid the obstacle. But this is not true for all the obstacles in the map. The

sensor is not able to perceive objects or obstacles (previously not present in the map)

if they are outside the range or the vision of the sensor.

Figure 4.11 and 4.12 show the presence of an obstacle in the planned path of

the TurtleBot. Figure 4.13 show the output on the terminal which indicates that

the path is being re-planned around the obstacle. The TurtleBot collides with the

obstacle and then tries to re-plan the path. Figure 4.14 and 4.15 show that a path

cannot be produced and the re-planning process is aborted.
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Figure 4.11: Obstacle In Map

Figure 4.12: Obstacle In Map
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Figure 4.13: Output on the terminal when the TurtleBot collides with an object and
tries to re-plan the path

Figure 4.14: Output on the terminal after the built-in planner tries to re-plan the
path and fails to reach the goal point
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Figure 4.15: Output on the terminal indicating that there is collision with an object in
the world. Map and world displaying the collision of the TurtleBot with the cylindrical
object

4.2 Navigation on ROS Gazebo using A* Algorithm

The path planner algorithm runs when there are no additional obstacles in the

map. It runs the basic A* path planner as described in Section 3.6.2. The robot is

able to reach the goal point as long as the path to the goal point is not blocked. This

algorithm does not take any readings from the sensor into account before planning

the path. The difference between the built-in path planner and the A* algorithm is

that the built-in planner considers the obstacles in the range and vision of the robot

before planning the path. Whereas the A* algorithm considers only the obstacles

which are in the static map to plan the path.
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4.3 Navigation on ROS Gazebo using the Optimized Path Planner Algorithm

4.3.1 Output from the Optimized Path Planner Algorithm

In the optimised path planner algorithm the input from the sensor is continuously

monitored to detect obstacles in the path of the TurtleBot. Obstacles are detected

if they are at a minimum threshold distance (0.8 meters) from the TurtleBot as

explained in Section 3.6.3. AMCL is used for localizing the TurtleBot. The imple-

mentation of this algorithm can be seen from Figure 4.16, 4.17, 4.18, 4.19, and 4.20.

The robot is able to reach the goal point by avoiding the moving obstacle.

In Figure 4.16, the world and the map can be seen before the path is planned. In

Figure 4.17, the robot has already started moving along the planned path. The solid

cylindrical object is moved. This object is not in the exact path of the robot but

it is in the range and vision of the robot. Hence the TurtleBot has to re-plan the

path because the object is in the range and vision of the TurtleBot and the TurtleBot

will not be able to avoid the obstacle if it continues on the current path. The path

is updated and the robot starts moving along the new (updated) path. The solid

cylidrical object is again detected as an obstacle as shown in Figure 4.18. The path is

re-planned again to avoid this obstacle (Figure 4.19). The TurtleBot is able to reach

the goal point while maintaining a minimum threshold distance between the robot

and the obstacle as shown in Figure 4.20.
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Figure 4.16: Map and World Prior to Navigation

Figure 4.17: Solid cylinder is moved from its location which is detected as an obstacle
in the path of the TurtleBot
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Figure 4.18: Solid cylinder moved again and detected again as an obstacle in the path
of the TurtleBot

Figure 4.19: TurtleBot is able to find a path around the obstacle
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Figure 4.20: Goal point reached after re-planning the path

4.3.2 Limitations of the Optimized Path Planner Algorithm

As mentioned in Section 3.5.2, the obstacles have to be in the range and vision

(distance and angular range) of the sensor installed on the TurtleBot. If the obstacle

is not in the range and vision of the sensor on the TurtleBot, the algorithm fails

to re-plan the path. This is demonstrated by placing a small table in the world as

shown in Figure 4.21. This table has one leg in the center of the table and the height

of the table top from the ground level is equal to the height of the TurtleBot. The

sensor is unable to perceive the table top but it can detect the leg of the table as

an obstacle. This results in the TurtleBot hitting the table top and unable to move

forward because the sensor readings do not indicate an obstacle. The edge of the

wall is detected as an obstacle (Figure 4.22) but the table top is not detected as an

obstacle. This can be seen from Figure 4.23, 4.24, 4.25 and 4.26.
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Figure 4.21: Map and World Prior to Navigation
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Figure 4.22: Edge of the wall detected as an obstacle by the sensor
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Figure 4.23: Leg of the table detected as an obstacle by the sensor
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Figure 4.24: Unable to detect table top as an obstacle
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Figure 4.25: Unable to re-plan the path as the sensor does not detect the table top
as an obstacle
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Figure 4.26: Unable to reach the goal point on account of the obstacle which cannot
be perceived by the sensor
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4.4 Navigation on TurtleBot using the Optimized Path Planner Algorithm

The path planning with obstacle avoidance on the TurtleBot works similar to the

Gazebo simulations. The map that has been used is the UNCC ECE lab. AMCL is

used for localizing the TurtleBot. This map is seen in Figure 4.27. This map is built

using gmapping. The start position on the map is selected by the 2D Pose Estimate

button and clicking on the map. This is shown in Figure 4.28. The starting position

of the TurtleBot is shown in Figure 4.29. After giving the start point and the end

point, the path is planned and then the TurtleBot starts moving according to the

planned path. The TurtleBot turns 90◦and starts moving forward as shown in Figure

4.30. When the obstacle is below the threshold value, it is detected as an obstacle.

Then the path is updated and the TurtleBot turns to move away from the obstacle

(Figure 4.31). The obstacle is detected again because it is still in the range and vision

of the sensor and the path is updated again (Figure 4.32). It turns again to avoid the

obstacle as shown in Figure 4.33. After this, there are no other obstacles in the path

and hence the TurtleBot is able to reach the goal point (Figure 4.34).
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Figure 4.27: Map of the UNCC ECE lab

Figure 4.28: Start point selection
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Figure 4.29: Start position for the TurtleBot
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Figure 4.30: TurtleBot starts moving on the planned path
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Figure 4.31: Obstacle is detected in the path of the TurtleBot and it turns to avoid
the obstacle
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Figure 4.32: TurtleBot starts moving on the new path and detects the obstacle again
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Figure 4.33: TurtleBot turns again to avoid the obstacle
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Figure 4.34: TurtleBot reaches the goal position
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4.5 Comparison of Different Path Planner Algorithms

The time required to re-plan the path is compared for different methods. For

comparison purposes, the Reinforcement Learning (RL) algorithm is also implemented

and the time taken to re-plan the path in the same grid using optimized path planner

and RL algorithm is compared. RL is a self learning algorithm and hence the time

taken to find the shortest path is more as compared to the time taken by Astar

algorithm or the optimized path planner algorithm. In one instance, RL takes 105.29

seconds and the optimized path planner takes 0.178 seconds to re-plan the path in

the presence of obstacles. The path found from the RL algorithm is the shortest path

and it is different that the path found by the optimized path planner. The path found

by the RL algorithm will be similar to the path found by the Astar algorithm while

optimized path planner will find a path which would take the minimum number of

turns.



CHAPTER 5: CONCLUSIONS AND FUTURE SCOPE

This section summarizes the work done as part of this thesis. The review phase

of this thesis involved the study of different methods for localization and mapping

in dynamic indoor environments. After reviewing this work, the drawbacks of the

existing methods were evaluated. Some of the methods had objects which were known

prior to the system. These included the use of RFID tags and use of special markers to

identify and classify the objects in the environment. This meant that once the RFID

tag was read or the marker was identified, the location of the object would be updated

based on the new observation, so the objects in the dynamic environment were known

to the system. If any unknown objects were placed in the environment, they would

not be detected by the system. This was one of the drawbacks observed from the

already existing algorithms. Another drawback observed from the existing method

was that the objects had movement in fixed directions or that the environment was

semi dynamic. In this case the high dynamic objects would not be detected and hence

the robot would not be able to reach the goal point efficiently. In one of the methods

only the landmarks were moving and the localization was affected. But this method

did not consider other moving objects and focused on localization of the robot in the

presence of moving obstacles. Another method used distance filter and scan matching

technique and focused on the map building in dynamic environments. Even though

there were some limitations, all the methods that were surveyed were able to localize

the robot and map the surroundings in the presence of moving obstacles.

There was need for combining these methods with a path planner which would

detect the obstacles in the trajectory and would efficiently re-plan the path. In

order to do so, various path planning algorithms, like Dijkstra’s algorithm and A*
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algorithm, were studied and implemented. Reinforcement learning was also studied

and implemented on a small (14 by 14 cells) grid. RL was later implemented on

for re-planning the path in the presence of obstacles. The optimized path planner

was implemented and the results obtained from the implementation were as shown

in Chapter 4. The implementation phase was a process of continuous improvement

over the prior results. The first step of implementation only dealt with the path

planning in the map. The second step was detection of obstacles. The third step

was to interpret the sensor readings and use them for obstacle avoidance. Using this

path planner along with SLAM would make the system very close to an autonomous

system. The results obtained by implementing various algorithms were compared in

Section 4.5.

Due to the wide variety of obstacles that a robot can encounter, there is scope for

further research and improvement in this area. One of the improvements can be the

use of multiple sensors and integration of the data from all these sensors to improve

the path planning process. For example, if there is another sensor whose range and

vision is from the ground plane to the height of the existing sensor, objects which are

less than the height of the sensors would be easily detected. This would significantly

improve the performance since one of the constraints of this implementation is that

the objects must have a minimum height equal to or greater than the height of the

sensor installed on the robot. As shown in Section 4.3.2, this problem can be overcome

by installing a sensor which would scan the surroundings from the ground plane to a

threshold height above the robot. Another area of improvement can be the integration

of the velocity controller used in the ROS base local planner package. The velocity

would then depend on the distance to the nearest detected obstacle. The velocity

would be modulated based on the obstacle. The current algorithm only considers

movement in four directions which can be improved to consider movement in any

direction or angle. Since the use of robots for indoor applications is ever increasing,
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there is great deal of scope for research and development in this area and future scope

for improving the work carried out in this thesis.
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