THE CORRELATES OF CONGESTION: INVESTIGATING THE LKs BETWEEN
CONGESTION AND URBAN AREA CHARACTERISTICS

by

Milton Gregory Fields

A dissertation submitted to the faculty of
The University of North Carolina at Charlotte
in partial fulfilment of the requirements
for the degree of Doctor of Philosophy in
Geography and Urban Regional Analysis

Charlotte

2014

Approved by:

Dr. Jean-Claude Thill

Dr. Tyrel Moore

Dr. Harrison Campbell

Dr. Diane Brockman



©2014
Milton Gregory Fields
ALL RIGHTS RESERVED



il
ABSTRACT
MILTON GREGORY FIELDS. The correlates of congestimvestigating the links
between congestion and urban area characterigtitsder the direction of DR. JEAN-
CLAUDE THILL)

Traffic congestion is a major quality of life issues well as being a major drain
on productivity and urban competitiveness. Thiglesatory research seeks to identify
the set of urban characteristics that are mosetaded with traffic congestion. It
considers just the background in which congestmus and does not consider causal
relationships. After a review of the literaturencerning congestion and urban areas,
three dependent congestion variables represemithtee dimensions of congestion
(intensity, extent and duration) and 52 potentraldctor variables are identified for 100
cities in the United States, using predominantly®@ata. Variables are analyzed using
multiple methods: simple correlation, partial lesgtiares (PLS) regression and chi-
square automatic interaction detection (CHAID) diexi trees. Of the 52 predictor
variables, 19 are determined to be important ithale dimensions of congestion, 13 are
important in some dimensions, but not in others, 2 are not important in any of the
three dimensions. Fifteen of the 19 important \@des have effects in the expected
direction, including per capita freeway and arlandeage, population density, per capita
income, network intersections on the upper levsteay, workers per upper level network
mile, jobs-housing balance, the level of sprawljding affordability, and urban area size
(both in footprint and in population). Four morepiontant variables (the density of transit
service, level of poly-centricity, percentage ofrcauters driving alone, and per capita
number of special events) have effects in the dppdgection as expected, which

indicates that additional research is needed tihclheir relationship with congestion.
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The analysis concludes that, although no causatioekhips are determined, efforts to
improve congestion levels through adding supplyreasonable, particularly if the focus
is on both arterial and freeway capacity; effooteniprove congestion levels by
decreasing demand are also reasonable, althougbgihiks of some strategies might not

have the expected results and results may dimasstities become large and very large.
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CHAPTER 1: INTRODUCTION

The Texas A&M Transportation Institute (TTI) esétes that traffic congestion
costs each automobile commuter in the nation’sutB&8n areas about $818 annually in
2011 (based on time and fuel savings). This tedeslinto about $121 billion annually
nationwide, 2.9 billion gallons of wasted fuel, &tibillion pounds of additional carbon
dioxide emissions. (Schrank, Lomax and Eisele 20This extraordinary cost suggests
that congestion is a major quality of life issugweell as being a major drain on
productivity and urban competitiveness. But isTtRere are other views about
congestion that differ from the TTI's widely acceptassessment. For example, Littman
(2013, p. 2) finds that congestion is a “modest owsrall, increasing total travel time
and fuel costs at most by 2%.” Balaker and Sté2€9¥6) argue that the real costs of
congestion are less in the time and fuel savings th the loss of accessibility to the
destinations that matter most to us (employmenteegion, romance, etc.) which is
associated with a lower level of income and wealdlmmbaugh (2012) finds that
congestion and productivity go hand-in-hand (amease in one is associated with an
increase the other) and argues that efforts tomdite or reduce congestion are
misguided, noting that cities are not adverselga#d by congestion. Others (Downs
2012; Duranton and Turner 2011) add that regardiedse costs of congestion, there is

little we can do about it except learn to live wiith Downs (2012, p. 20) further notes
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“Traffic congestion is not essentially a probleftis the solution to our basic mobility
problem.”

As these examples indicate, there is a wide rahgeliefs about the nature of
congestion, beliefs which impact on the solutianarid remediation of the congestion
problem. There are supply-oriented solutions, saschdding highway capacity; there are
demand-oriented solutions, such as reducing derfoaurtde road network by decreasing
the need to travel by car; and, there are flownteid solutions, such as improving
intersection mobility. While all of these remedaaltions have their place, there seems to
be no approach that has “buy-in” from all quarte@®e’s perspective about the nature of
the city, as well as regional cultural preferentedps shape the approaches to tackling
the congestion issue. For example, Joel Kotkin 82@bserved a disconnect between
urban area planners and residents:

"Under almost any imaginable scenario, we are ehjiko see the creation of

regions with anything like the dynamic inner cooésuccessful legacy cities

such as New York, Boston, Chicago, or San Francisopbetter or worse,

demographic and economic trends suggest our urkstingl lies increasingly

with the likes of Houston, Charlotte, Dallas-Ft. ¥ Raleigh, and even

Phoenix. The critical reason for this is likelytte missed by those who worship

at the altar of density and contemporary planniogneia. These cities grow

primarily because they do what cities were desigoetb in the first place: help
their residents to achieve their aspirations—aiatigtwhy they keep getting
bigger and more consequential, in spite of planngrs keep ignoring or

deploring their ascendance."”

Given this interrelationship between urban aremscangestion, it seems
imperative that the link be more fully exploredreAhere characteristics of the urban

area that seem to be associated with congestioifisiexploration, it is not necessary to

take sides or adopt a preferred approach to cangagimediation. It is only necessary



to use solid data and rigorous statistical analgstisentangle these relationships.
1.1 Statement of Research

This research seeks to uncover the underlyingitiond that are associated with
traffic congestion. It does not deal with the pnoate causes of congestion, which at its
base is simply a supply and demand problem; dereacekeds supply at a point in time
and space. Instead, the focus is on identifyieguitban characteristics that comprise the
background in which congestion occurs. These ¢mmdi are not necessarily the causes
of congestion, but they are conditions that aregmein many, if not most, cases where
congestion is problematic. Given that congesticexisemely complex and multi-faceted,
these conditions and their interactions must necigde disentangled using a number
of complementary measures examined separatelyaamjunction with one another. It
is the nature and strength of the interrelatiorshigtween the underlying urban
conditions and traffic congestion that are theagadf the research, and not a
determination of causality.

Causal variables are extremely difficult to detexen especially in the realm of
human behavior, and congestion is a behaviorakis3w begin to explore congestion
from a cause and effect perspective would requirgcao-analysis of one or just a few
urban areas, and even then any causes of congestidd be suspect. As long as people
have the freedom to act in a manner of their cimgpdiuman behavior will be difficult to
predict. Collective behavior is statistically eadio predict than individual behavior;
indeed there are behavioral models of travel thmuaed widely. Congestion, however,
is a time/space phenomenon that occurs at theusrde of individual travel behavior

and system supply, so identifying these confluene@sdegree useful to planning
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officials even for one city would likely be diffiti Moreover, extending the findings for
one city to others, that by nature will have diéier circumstances, culture and people,
can be seen as reaching.

This research circumvents the causality issugetter. Instead, it explores the
background in which congestion occurs, seekingeatify the urban characteristics that
are present when congestion is also present. Kxgpthiese characteristics should lead to
a better understanding of urban congestion andapsra better ability to predict its
occurrence without getting bogged down in questmfrsausality. Additionally,
knowing which urban characteristics are more imgarallows follow-on research in
areas such as causality to be more soundly grounded
1.2 Research Questions

Before we can assess congestion, we need to kinatitns and how it is
measured. This understanding will allow us to tdgrharacteristics of urban areas that
might have an impact on regional or localized tcatbngestion. Much research has
already been done in defining congestion and deualometrics to assess its effects. It
is important that we identify those metrics thall st enable the exploration of the
links between congestion and the urban landscajté. tWs understanding at hand, we
can investigate the following research questions:

1.2.1 What set of urban area characteristics anjpaffic congestion?

There are a wide number of measures that areasl@ilo describe the urban
landscape. From population counts of various tyfgesmployment statistics of various
aggregations, to highway statistics, to social messs the available metrics are well in

the hundreds. Many of these measures will oveatapextracting ones that are relatively
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independent from one another will be difficultnibt impossible. (It should be noted here
that urban areas can be considered analogousrig vganisms that grow according to
their own demands, with each new “growth spurt” &cgng on the whole. In this light,
most urban area characteristics will have somd Evaterrelationship with the others.)
While most of the focus would be on policy-typeighles (those characteristics that
could be affected by changes in policy), otheralalgs may emerge that are interesting
and offer insight to our understanding of the urbeea-congestion dynamic. (It could be
argued, of course, that most variables could bé&ralbed, at least somewhat, by policy,
depending on the level of governmental controlisBudy considers policy variables
from a US perspective.)

To identify those urban characteristics that migdused as variables, it seems
prudent to start with a review of the theories aratlels that have been developed over
the years that address congestion, the urban comditnd urban travel. With these
theories and models in hand, we can determinedimspof intersection where potential
variables of interest may reside. Once identifigel,can hypothesize their potential
effects by magnitude and direction.

1.2.2 How do these urban area characteristicelederwith traffic congestion?

Once characteristics that might impact trafficgestion are identified, we can
analyze them to determine if they do indeed haviengact and the extent of that impact.
Moreover, we can identify which are the most imantt This is the crux of the study. It
is this knowledge that should enhance policy maladaity to develop sound strategies

to lessen the negatives associated with congestion.



CHAPTER 2: THE CONGESTION-URBAN AREA LINK

2.1 Defining Congestion

The verb “congest” is defined in the Merriam-Welnddictionary as “to obstruct
by overcrowding” (1997, p. 170). So congestiothis obstruction caused by
overcrowding, which suggests three underlying caiusadequate supply, excessive
demand and/or poor flow. Traffic congestion tharthie obstruction (or delay in
vehicular travel) caused by the presence of othhicles, with the three underlying
causes being inadequate highway capacity, excesawa demand and poor traffic
flow. These underlying causes do not generallyyajgpthe entire transportation
network, but just to specific geographic pointsgcific times. For example, most
congestion is limited to a few links in the netwalring peak hours of travel. Most
streets are not congested during peak hours andNyrno streets are congested at night.
So traffic congestion is a time-space issue.

Traffic congestion results in the delay of traaglcompared to travel during times
of “free flowing” traffic. Vehicles may encountstoppages or stop-and-go traffic on
roadways, wait for more than one cycle to pasautinsignalized intersections, see
travel times that are slower (and in some casedrslosver), and experience variations
in travel times that make trip planning difficul€ongestion has three main components,

or dimensions: intensity (the severity of the caigs present), extent (the portion of the



network with the congestion problem), and durafitve number of hours in the day
when congestion is a problem).

Traffic congestion has been increasing over tinth icreasing urbanization, as
more and more people crowd into areas with trartapon networks that for a number of
reasons to be explored below cannot or do not kaep with the growth in vehicular
demand. Interestingly, as traffic congestion hesdime more common, people have
adapted somewhat and become more tolerant of tdal&@ys and even more skilled at
negotiating congested roadways. With this adaptatongestion is often considered
simply a cost of living in crowded areas — whatgeasfor severe congestion in 1990
might be considered only moderate congestion 119201
2.2 Causes of Congestion

The Federal Highway Administration has identif@@Vven root causes of traffic
congestion, grouped into three categories: traffiltiencing events [traffic incidents,
work zones, and weather]; traffic demand [fluctoatin normal traffic and special
events]; and, physical highway features [traffiattol devices and physical bottlenecks
(capacity)]. (FHWA 2008) These causes routinelgnatt with one another to compound
their individual effects and make it more difficédtr traffic managers and planners to
devise remedial actions.

2.3 Types of Congestion

The above root causes of congestion can be granfetivo basic types:

recurrent and non-recurrent. Recurrent congestitimt congestion that is experienced

on a routine basis and is due to the general dondibf the transportation network,
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while non-recurring congestion occurs when specifin-routine incidences serve to
reduce the number of vehicles that a segment afeh&ork can handle.

From the public’'s perspective, non-recurrent cstiga is perhaps more
understandable (though often highly frustrating) aften beyond the control of
transportation planning officials, while the re@nt congestion falls within the planning
purview and many feel could be fixed if the pobfievill were there and sufficient funds
allocated. Although non-recurrent congestion ant®tor over half of total congestion
delay? it is the recurrent congestion that is arguabéyrtiore irritating. Accidents do
happen, weather events do occur, and special easntme of the attractive amenities of
the urban experience, but they are sporadic amth aftme with “advance notice” that
allows some prior planning. Recurrent congestiappens daily and is “in ones face”
during large portions of the urban drive. Henté&mds to be more memorable.

2.3.1 Recurrent Congestion. Causes of recurmrgestion include:

e Physical Bottlenecks (“Capacity”J’he maximum number of vehicles a given
segment or link in the transportation network candie under normal prevailing
operational conditions is called its capacity. &aty is dependent largely on the
physical characteristics of the roadway (numbdawnés, widths of lanes and
shoulders, the geometries of the roadbed (curvaieslope), and the level of
access or number of entry exit points). Inadeqoapacity equates to inadequate

supply in the supply-demand relationship whichdseiraffic congestion.

! The Federal Highways Administration (FWHA) estiemthat 55 percent of congestion is non-recurrent,
broken out as follows: incidents: 25 percent, baather: 15 percent, work zones/construction: 10eer
and special events: 5 percent. The remaining 4¢epeof congestion is recurrent (bottlenecks: dfzent
and poor traffic signal timing: 5 percent) (FHWAIZb).



Traffic Control DevicesAs congestion is at its heart a flow issue, anghin
impeding flow can cause congestion. Traffic contlevices (e.g. stop signs, stop
lights, and railroad crossing gates) by design mhepeaffic flow and cause the
existing traffic to “bunch up”, effectively redugrthe highway supply available
to those vehicles. If travel demand is sufficigritigh, then congestion is
generated.

Fluctuations in Normal TrafficTravel demand varies by season, day of the week
and time of day. Since it is generally not coséetive to design roads for the
worse case situations, demand can regularly exaggaly at points in time, such
as during the proverbial rush hours on weekday mgsnand evenings, and
Saturdays in the summer when beach houses turn Bvieen demand exceeds
supply, congestion follows.

Poor or Distracted DrivingCongestion is a flow issue and disruptions to the
smooth flow of traffic cause it. Vehicle operatariso are distracted (texting,
talking on a cell phone, reading office papersngafiddling with radios/GPS
devices, disciplining children in the back seat,)edr of diminished capacity
(intoxicated, sleepy, under the influence of prggimm medication, overly timid

or unsure of themselves, etc.) often drive errliyica slower than the prevailing
traffic flow, which can reduce throughput and ihaend is sufficiently high,

contribute to congestion.

2.3.2 Non-recurrent Congestio@auses of non-recurrent congestion include:

Traffic Incidents: Events such as traffic accidents, vehicle breakdoand

debris on the roadways are known as traffic indisleend can contribute to



10

congestion in two ways. They can reduce the availeapacity (supply), as well
as impeding the flow by reducing speeds and deicg#sroughput.
e Work ZonesConstruction/maintenance activities long the roagwadether
marked as a work zone or not, often cause congesti@n demand is sufficiently
high. Similar to traffic incidents, work zones m@gluce available capacity (by
reducing speed limits, closing lanes and shoul@erd,reducing lane widths) and
impede flows (by traffic shifts, lane diversionadadistracting drivers).
e Weather: Weather conditions can significantly affemv as drivers slow down in
response to limited visibilities caused by preeifpitn and fog and the adverse
roadway conditions caused by rain, ice, and snadditionally, the weather can
reduce the available capacity by narrowing and el@sing some lanes to traffic.
e Special Events: Special events (e.g. sportingtsyeoncerts, high school
graduations, funerals, etc.) can cause congestiand around the event. This
happens in three ways: demand can increase indimty of the event, capacity
can decrease in the same area as lanes may bedloglevent attendees or by
police officers controlling traffic, and flow carelinhibited by driver uncertainty
and distraction.
2.4 Measures of Congestion

There are a number of ways to measure congestingcan focus on a link (road
segment) or node (intersection) in the transpanatietwork or one can focus on the
network as a whole. The link/node measures aenéaswhen micro-analyzing the
transportation grid so that specific, often higldgalized improvements can be made.

Network-wide measures are better for the macroyaisbf the region as a whole as one
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tries to get a handle on the extent and scopecofdngestion problem so that decisions
can be made in the allocation of resources to geogongestion relief.

2.4.1 Measuring Congestion on a Lirikhere are two widely used ways to describe
congestion on a link, both of which address thepbugemand connection and both of
which are useful in identifying specific road segnsethat need attention.

e Level of Service (LOS).This measure is widely used throughout transpaorati
planning and assessménEor highway links, the LOS is a primarily visual
measure of supply and demand, where traffic florgsrated from A to F, with
LOS A being smooth free-flowing traffic and LOS kosving severe congestion.
Littman (2012) provides a nice summary of the Is\#lservice, derived from the

description in the Highway Capacity Manual (TRB @p1

Table 1: Descriptions of the levels of serviceretwork links
LOS | Description

A Traffic flows at or above the posted speed limid @ll motorists have complete mobility
between lanes

B Slightly congested, with some impingement of maeeability. Two motorists might be
forced to drive side by side, limiting lane changes

C Ability to pass or change lanes is not assuredstMgperienced drivers are comfortable,

and posted speed is maintained, but roads are tdasgacity. This is often the target for
urban highways.

D Typical of an urban highway during commuting hoBpeeds are somewhat reduced,
motorists are hemmed in by other cars and trucks.

E Flow becomes irregular and speed varies rapidiyrdrely reaches the posted limit. On
highways this is consistent with a road over itsigleed capacity.

F Flow is forced; every vehicle moves in lockstephwihe vehicle in front of it, with
frequent drops in speed to nearly zero mph. A foaevhich the travel time cannot be
predicted.

Source: Littman (2012), TRB (2010)

e Volume/capacity (V/C) ratioThis measure is a straightforward measure of

supply and demand. The supply, or capacity, isvdérfrom parameters in the

2 For example, the Highway Capacity Manual (TRB 2Mplies the Level of Service concept to most
modes of traffic and often to several conditionthimi a single mode.
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Highway Capacity Manual (TRB 2010) and indicatesttaximum amount of

traffic a road segment can carry at the posteddsjied#t based on its design and
geometry. Modern freeways have capacities of ab4Q0 vehicles per lane per
hour (or one vehicle passing a roadside obsenayeli5 seconds), while
modern highways and older freeways have lower ¢apsai¢1800-2200 vehicles
per lane per hour); other roads and streets mag &asn lower capacities
because of their design characteristics and crosstslow. The demand, or
volume, is the actual number of vehicles on thatreegment per unit time. Both
volume and capacity are typically measured in om@-imcrements, and routinely
grouped in peak (morning and evening rush hourg)@m-peak (mid-day and
night) periods.

Values for the V/C ratio can range from 0 to 1.@4th O denoting a road
segment devoid of any traffic whatsoever and 1ribteg a segment with a flow
rate at maximum capacity. It should be noted ghatad segment can carry more
than its maximum capacity for brief periods, althbwongestion when V/C ratios
are near or above 1.0 is quite severe. Moderdteday congestion occurs when
V/C ratios are in the 0.7 — 0.9 range.

2.4.2 Measuring Congestion at a No@ngestion also occurs at nodes, or
intersections, in the network where the smooth ftdwraffic is disrupted by design.
Most intersections have signage and/or traffic sigthat constrict the flow in some
manner to enhance safety in and around the intévaeand to prevent vehicles from
occupying the node at the same time, so therem® stelay at virtually all intersections.

This delay does not include the reduction in spgexh approach to the intersection or
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the reduction in speed while resuming the postegdfimit; only the wait times are
considered. This delay is typically assessed byatlerage delay per vehicle as measured
in seconds of delay and assigned a level of seragaoted in the table below. Today at
signalized intersections, severe congestion oaghen the delay exceeds 80 seconds per
vehicle, which happens when the vehicle takes rni@tone timing cycle to pass

through the light. Interestingly, the delay neettedate as severe has increased over
time as congestion has become more ubiquitous @wersimore tolerant. Two decades

ago, a delay of 60 seconds was rated as severe)LOS

Table 2: Average delay by level of service for natswvnodes

LOS Signalized All-way-stop-control | Two-way-stop-contr ol
| nter section (AWSC) (TWSC)
A 0-10 sec 0-10 sec 0-10 sec
B > 10-20 sec > 10-15 sec > 10-15 sec
C > 20-35 sec > 15-25 sec > 15-25 sec
D > 35-55 sec > 25-35 sec > 25-35 sec
E > 55-80 sec > 35-50 sec > 35-50 sec
F > 80 sec > 50 sec > 50 sec

Source: Highway Capacity Manual (TRB 2010).

2.4.3 Measuring Congestion in the Network. Angeaamurban or rural, could have
specific links or nodes in the transportation nekbat are congested. For example, in
rural areas near a high school, the links in andraat the school may become congested
when school is dismissed in the afternoons. Natess, in these areas, congestion is not
necessarily a problem. To assess the congest@magion, a regional measure is
needed, and there are many. Given that congdséi®three dimensions (intensity,

extent, and duration), these regional measuresptte® address one or more of these
dimensions. It should be noted that these measueegverage measures, which can

effectively “hide” real congestion problems on dfiedinks and intersections. Even
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cities with acceptable regional congestion ratimgg have location and time-specific

congestion issues, so care must be taken in tpplication.

Travel Time Index (TTI). One of the more prominesgional congestion
measures is the travel time index (TTI), developgdhe Texas Transportation
Institute (also abbreviated as TTI) and used iamsual Urban Mobility Report.
Although originally developed for larger cities, &re congestion is greatest and
also where it makes the most sense to allocatedéded funds to make the
necessary measurements, TTIs have been calcutatatl €ities in the nation
with populations of 50,000 and above (Hartgen aetis, 2006).

The TTl is an indirect measure of supply and deindnstead of focusing
on the road capacities and traffic volumes, TTtuon travel times, which
addresses the supply/demand problem as it impadisiffic flows. The TTlis
the ratio of travel in the peak hours (rush hoarthe mornings and evenings) to
travel in the off-peak (mid-days and nights):

TTI=  _Average travel time in peak hour
Average travel time in off-peak hours

For example, a TTI of 1.17 means that it will tdkepercent longer to travel the
same routes in the peak hours as compared to ak{eee-flow) hours. While
there are no current TTI congestion standards;dotations based on the
Highway Capacity Manual suggest that a TTI of liridBcates severe congestion
(TRB 2010). The TTI is predominantly an intensitgasure although it does get
at the extent issue as well. Since the peak heriogh is undefined, the TTI does

not deal with the duration problem. Although TDudd be calculated for
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individual links in the traffic network, it is mosbmmonly used as a regional
measure of congestion.

VMT (vehicle miles of travel) traveled in congestaahditions.This measure
assesses the extent of the congestion problemisthiaiw much of the network
has supply/demand issues. This metric may be sg@den total congested miles
during peak hours or congested miles as a perée¢hé dotal mileage.

VHT (vehicle hours of travel) traveled in congesteaditions. This measure

also assesses the extent of the congestion problgrfrom a time perspective.
This metric may be expressed in total travel timera@ongested links during
peak hours or congested travel times as a pertém dotal travel time.

Percent of lane miles that are congested. Thisuneas another way to assess
the extent of the congestion problem and consiclengestion from the network’s
perspective rather than the individual’'s experiemeéhe network, as the two
previous metrics do.

Peak Hour Length. This measure estimates theHesfghe morning and evening
“rush hours” to assess the duration of the congegtroblem. It does not address
the severity of congestion or the extent within riagion.

Average Traffic Speeds. A key differenoghe flow of traffic during congested
and uncongested periods is that of travel speesmp@ring average speeds to
average free flow speeds is a metric that indicdtesntensity and extent of the
congestion problem.

Hours of Delay. A comparison of congested spedtisfree-flow speeds can

lead to calculations of the delay caused by comyesiMeasures of delay (annual
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hours of delay, delay per capita, delay per commate.) are common ways to
make the costs of congestion less “geeky” and m@aningful to highway users.
While these type metrics do a good job of addrestia intensity, extent and
duration of congestion collectively, they are t@mgral to use for targeting
remedial efforts to improve the system.
e Costs of Congestion. Similar to the measures lafydéhese metrics attempt to
guantify costs to the highway users of congestiwsts, which can include the
value of delays, the value of the excess fuel corslj and the value of additional
vehicle operating costs, are often expressed apa@oemt costs or total costs, or
as costs per capita, per driver, per commuter, Bh@se measures also tackle the
intensity, extent and duration aspects of congesbat they too are too general to
assist with targeted corrective strategies.
2.5 Defining Urban Areas and Cities

While people often use the terms “urban areas™aiti@s” interchangeably, there
is a difference. The various definitions of citieslude terms such as “centers of
population, commerce and culture”, “large”, “denysebpulated”, “important”,
“historical”, “permanent”, “socially heterogeneousihd “with self-government”. Most
descriptions of cities seem to denote a long-tdroctired entity that serves a large,
concentrated number of people. Urban areas,@ottier hand, are described in
geographical and population terms without regarndiisdictional boundaries or
administrative structure. Since the descriptiongrbfin areas and cities are different and

approach the idea of the concentration of peopia fdifferent perspectives, an
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exploration of both would be useful in uncoverimgne of the characteristics potentially
associated with urban congestion.

2.5.1 Cities.Louis Wirth (1938), of the highly regarded “Chicagohool” of urban
sociology, included four traits in his definitioh @ties: relatively large (population-
wise), dense, permanent, and socially heterogenétsugegarded a city as being
something more than its physical structure androsghurban living as a “machine-
based” style of living (vs. the “nature-based” st rural areas). He further noted that
large populations were associated with increasifigrdntiation between people and that
high population densities were associated witheiasing specialization of employment,
goods, and services. This sociologically-focusefthttion is compared with others that
are more characteristic-based. The Demographiaiteetibemographia 2013) discusses
cities as municipalities, as metropolitan aread, anurban areas, noting that
interpretations of the term city differ among caoted and cultures. Municipalities are
generally the smallest entities of the three, whiktropolitan areas typically include
multiple municipalities. A city’s urban area woultttlude the core municipality and the
adjacent suburbs, and a metropolitan area’s urtemvaould include all the area of
continuous urban development.

2.5.2 Urban AreasA simple definition of urban area might be the @tga plus the
continuous built-up surrounding areas, irrespeati@cal body administrative
boundaries. Demographia (2013) observes thatlzanuarea will unlikely ever be the
same as a municipality (some urban areas mighariger or smaller than the cities with
which they are associated) and suggests that am @area “might be thought of as

defined by the lights seen from an airplane orearahight.” Demographia further notes
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that metropolitan areas mean labor markets, oatbas from which the region’s
employees come, and because of this the metropalitza will always be larger than the
urban area since many of the metropolitan employ@ésome from the rural regions
beyond the urban development.

The Census Bureau differentiates urban and ruealsébased largely on
population density and land uses. For the 201G @gran urban area comprised a
“densely settled core of census tracts and/or cebiacks that meet minimum population
density requirements, along with adjacent territmygtaining non-residential urban land
uses as well as territory with low population dgnsicluded to link outlying densely
settled territory with the densely settled core&fSus 2010). The Census Bureau
subdivides urban areas into urbanized areas (sewtdr populations of 50,000 or more)
and urban clusters (centers with populations dd@ & more, but less than 50,000).
Rural areas would include anything not charactdramean urbanized area or urban
cluster.

2.6 Theoretical Underpinnings of Urban Congestion

2.6.1 Key Theories and Conceptdtban agglomeration and urban travel involve both
individual and collective decisions. More sped@flg, both are the aggregated result of
thousands of individual decisions based on indi@icheeds and preferences, which are
often affected by normalizing forces of their sbaetworks. These decisions are made
at the various stages in aggregation/travel proaedsare infinitely complex. Urban
agglomeration involves decisions about where takywwehere to live and how to live;
while urban travel involves why to go, when to gtere to go, and how to go. Multiple

factors impact these decisions, to include edusat@rk credentials, financial resources,
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time, destination alternatives, time of day, and ehtrip activities. Academics and

planning practitioners have studied both aspectaiofan behavior in an urban setting

and have developed any number of theories to expléome examples are discussed

below). Most of these theories are more valuabkexatanations of behavior rather than

predictors of it. For example, a rational actolymeell act to maximize his/her utility,

but it is extremely difficult to determine this litlf until after the fact. Short term goals

compete with long term goals and the eventualtytiiiat is maximized cannot be easily

predicted. Still there are several key theorie @ncepts that merit mention in

exploring the link between congestion and urbanasttaristics.

Central Place Theory. Developed by Walter Chilistah the 1930s while
studying urbanized areas in southern Germany,thk@ry sought to explain how
towns and cities evolve in relation to one anothewy many would arise, how
big would they grow, and how far apart would they(€hristaller 1966). Much
of central place theory revolved around geometrapgs and topographic
relationships and has been criticized heavily tghotihe years, but its notion of a
city as a distribution center of goods and servioghe surrounding populace
remains a core characteristic of cities to this. délge number and variety of the
goods and services available in the urban areatliegwith the number and
density of the people, are the pre-determinantsizdn congestion.

Structural functionalism. Based on Herbert Speadheory of functionalism in
the mid-1800s, which had been expanded by Emilé&iiaim in the following
decades, structural functionalism is an underlyivapry of self-sustaining social

interaction. Championed by Talcott Parsons inli&0s-60s, this theory holds
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that society, as a system, more so than any pkatiaator, develops those
systems needed to support and sustain itself (Ri€@6). (These systems, or
structures, are functional, hence the name.) Ipikgewith this theory, cities and
transportation networks have arisen and evolveddet some universal need(s).
These needs could be evidence of the failure atstrings of some other
organization entrusted with a particular respoifiggbiof the lack of an
organization to address the needs, or of the laelgeement of what the
universal needs should be. A working system besané&enched and part of the
culture and as people are educated and sociabizgtdrito society, they are
trained in their roles within the new system. B® dpportunities and amenities
afforded in the urban environment have become aeped part of the landscape
and many individuals have come to expect and désam®. Likewise, the urban
transportation grid allows these individuals totalee of the urban offerings. The
structural functionalist would argue that the deg@which cities and their
transportation networks are integrated into localety and meet the needs of the
people would determine the levels of aggregatiahteawvel, respectively.
Land-rent Theory.This theory holds that the most valuable land indran area
is in the central business district (CBD). As onaves farther away from the
CBD and the economic activity that occurs there lases some of the
advantages that occur with geographic proximity f@ae-to-face interaction.

The land becomes less valuable as there is lesgettion for it and it is used
less intensively (Forkenbrock, Mathur and Schweigf#®1). (It should be noted

here, that distance is not only Euclidean distahaenetwork distance, as well,
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measured in both distance and travel time. Itesghickness of access to the
CBD and other key destinations within the city tladfiect land rents.) This most
often translates into residential areas located’‘foom the commercial regions,
although changes in accessibility can change lahgevand land use. Land-rent
theory offers a good explanation of the link betwé®e transportation grid and
city form. Both transportation costs and land s@se factors in location
decisions; the more accessible the land is the nadtmble land. The better the
transportation network, the less variability indaaccessibility and hence prices,
and the more decentralized development tends td\beessibility follows the
street network.

Circuit-switched networks vs. packet-switched ne&so In the world of data
transmission, there are two basic methods of trétisgndata. Circuit-switched
data requires a dedicated circuit from the poirdrafin to the destination. The
whole data set travels along this route withouti@&n. Packet-switched data,
on the other hand, takes advantage of any alteraates that the network offers.
Here the data set is broken into packets at tlggnpnvith each packet moving
independently to the destination, to be reassendil#tht point in time into the
proper configuration. Packet-switching has proseperior to circuit-switching;
especially as computers have become more and rowrerful (packets require
far more power than circuits) and information netkgohave become denser.
This concept has been applied to the transportatartd in the discussion of

transit vs. automobiles (Fleming 2007). Althoubk &nalogy is not exact, there
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is merit in the idea that the more alternate rothasare available, the more
quickly the packets can arrive at their destination

Changing Urban Needs over Tim&he needs of an urban area will naturally
change over time with advances in technology amehgimg demographics.
Legacy cities, those cities that came into primaefpre the street car era (prior to
about 1890), needed a different city structuretamasportation grid than did
cities that developed in conjunction with streat@apability. Street car cities, in
turn, had different requirements than cities tfzahe to fore in the 1920s when
the automobile democratized urban travel and mhdagland available to large
segments of the urban populace. Cities develogitey the Second World War
and the rise of the freeway had still differentageeThe size, density, robustness
and connectivity of the street networks were déferin each era and the land use
varied accordingly. As needs evolved, efforts waegle to adapt the street
network. Often this required reconstructing urbaeas that were adapted for the
previous paradigm, which sometimes proved to besiguensive to attempt. The
result is that many of the legacy cities are ikigaed to accommodate today’s
mobility preferences and would likely have differstructures had they come
into prominence more recently.

The Demand for Transportation is Derived. The dmihrfar transportation is not
generally a demand for transportation itself, bdemand for mobility and access
to get to a good or service. Although there issdravel just for the sake of
travel (e.g., a drive through the country to lovkhe fall leaves, a quick drive

around the neighborhood to put the baby to slesghaaconspicuous cruise
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through the teen-gathering areas to make one’&pcesknown), the vast
majority of travel is undertaken to reach a patticdestination. Derived demand
is compared to direct demand where the demand th&b particular good or
service. Here, the supply-demand curve works \aslthe price of the
good/service decreases, demand increases. Feedeemand, the demand for
that good/service does not necessarily increape@sdecreases. This is
particularly true for transportation, in which cpesavel does not necessarily
mean more travel. Most travelers need somewhege to make the travel
worthwhile, regardless of transportation cost. réhs, of course, some impact on
travel due to costs. For example, decreases i8 (®%., the cost of gas) may
make some worthwhile trips affordable when theyengmeviously not. Still,
travelers need destinations to drive their travel.

Rational choice theory. This theory, predicatedienassumption that human
beings are rational creatures with free will andehperfect knowledge of the
characteristics of alternatives, holds that wheedawith a decision of any type,
people will consider their options, weigh the pamsl cons, and make the decision
that is in their own individual best interests. tiBiaal choice theory, first
developed in the field of economics (Zafirovski 2D@here individual decisions
are fundamental considerations in most aspectseadliscipline, has wide-ranging
applications and is now used to explain individugthavior in all types of
circumstances. Gill and Gain (2002) describe ‘tta@igonal” decision-making
behavior using five key aspects: utility (an outeotihat provides the individual

some relative benefit), purposefulness (the decigidl lead to an increase in
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utility), certainty (higher certainty is preferregier lower certainty), sincerity (the
tendency to choose what one believes is best,rapar@d to strategic decisions-
making or “gaming”), and comparability (alternasvean be compared). In
making decisions about moving to an urban areamggsomewhere, rational
choice theorists maintain that people would attetmphaximize their individual
utility (which, in traveling, is generally taken teean minimizing their travel
times), regardless of how that decision might afflee public as a whole.

Social exchange theory. A key sociological theaivgut urban life seems to be
social exchange theory, which holds that peopl@[(ganizations) maintain
relationships that benefit themselves (Cook an@ R@01). Reciprocity is the
key factor in this theory and systems will tendaib unless there is some mutual
benefit. City dwellers and the businesses thepastgand that support them)
enjoy a symbiotic relationship that is mutually bBcial. Social exchange theory
holds that as long as the exchange is balancedytttem will continue. It is
clear that this theory, while very reasonable aatlily defendable, avoids a key
guestion about the exchange between agents withinity context: what
constitutes a benefit to the individual?

Reference group theory. Reference group theosstakdifferent tack and
explains individual decisions within a group corte8ociologists have studied
the impacts of such reference groups extensivetyding primarily along two
lines of thought: the Lewinian approach (becausaad#-to-face interactions

between group members, individuals behave in a Brazonsistent with the
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norms of the grou}) and the social identity model (individuals behave
manner consistent with the norms of the group syrbptause they identify with
the group, whether they have face-to-face intevastwith other group members
or not) (Koch 1995). So the reference groups ohetlin this theory can be
formal and tight-knit, where people interact witlecanother directly, or open-
ended with no defined membership, as long as amifees with the group and
will follow the normative behavior of the group.

e Interest group pluralism. Two of the cornerstookthe American constitutional
systemare freedom of speech and freedom of associatioesdtwo rights
together mean that people can associate by fororg@nizations that pursue
activities with different objectives. Such obje&eis include making a living,
maintaining social networks, enhancing the persengyment of life, and
achieving social goals. All routinely involve mbtyi and access to the city’'s
transportation network. How one uses this mobditg access is often shaped by
the interest groups with which one is affiliated.

e Tragedy of the Commoris When individuals act in their own enlightened-sel
interest to a portion of a commonly shared resquwdh little regard to the
compounding effects of other individuals actingisimilar manner, the end
result is an overuse or even depletion of the shaagource. Road congestion is

an example of such a tragedy of the commons; ragedseen as essentially free,

3 Derived from Kurt Lewin’s dynamic approach rulehish states that the “elements of any situation
should be regarded as parts of a system” (Neum@ds)2

* Although the problem of the commons had been kniovihe time of Aristotle, it was ecologist Garrett
Hardin (1968) who coined the term “tragedy of tbenmons” in a journal article of that name (Ostrom
1990).
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and there is little incentive to avoid overuse.isTik especially true when
selecting the time and routes of travel.

Queuing Theory. Queuing theory considers the caitigpefor the use of a
shared, but limited, resource. This theory depémdwily on mathematical
relationships and formulas to describe the flova service, whether it be at the
checkout counter, on the assembly line, or atepteine switchboard. In the field
of transportation, queuing theory is used to aretyaffic flows at traffic
bottlenecks, such as places with lane reductiodsseymalized intersections.
Here, the traffic volumes may exceed the capadithi@roadway/signal and
interrupt the stability of the flow causing traftic back up to wait their turn; the
more the delay, the increasingly more the back@peuing theory helps to
explain one of the issues of concentration thajydahe transportation system.
The varying levels of service can provide accegtg@earformance in the upper
ranges, but once they become degraded, veryditidigional traffic is needed to
produce gridlock. The speed curves in the HighwagaCity Manual (TRB 2010)
are testament to this idea. Queuing theory suggleat moderate congestion can
become problematic very quickly and with few aduigl vehicles added to the
mix.

Loss aversion. Loss aversion is the idea thatlpesse more sensitive to the
value of something they lose (or may lose) thay dre to something of similar
value that they gain (or may gain). That is, peapill work harder to avoid a
loss than they will to make an equivalent gain. 8etral studies have found that

losses have about twice the power over us thasghor(Tversky and Kahneman
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1981). Loss aversion affects travel behavior, eigiig in congested conditions,

as drivers try to protect their “turf”, follow tadosely, and engage in rude and

inconsiderate driver behavior, which can lead ¢p sind go traffic, rather than

smoothly flowing, but slower moving traffic. Loasersion also plays a role in

the resistance drivers have to certain conges@iorediation efforts, such as

congestion pricing and high occupancy toll (HOTds. People tend to resist

paying fees and tolls, especially where none hasa bbarged before (FHWA

20009).
2.6.2 Models of Urban Travel. Travel demand fasting began in the early 1960s with
area-wide transportation studies in Chicago anddiet The initial motivation for the
development of travel demand models was fundametatgdrovide an objective tool to
evaluate major transportation projects and devébmg-range regional transportation
plans (Martin and McGuckin 1998). The early modeése crude and cumbersome by
today's standards, but with the advent of the pesa@omputer and the steady and
dramatic improvements in computer software, theyehevolved into fairly sophisticated
tools. Thefour-step, trip-based Urban Transportation Planrfngcess (UTPP), first
developed in the 1950s (Weiner 1997), remains thmdéwork for most of the current
travel demand models.

There is some major effort to develop activityrtbased modelsaand travel

simulation model§.Although these new approaches are now beginnibgao fruit,

® Tour or activity-based models treat travel diffethg than trip-based models. Instead of building th
model upon individual trips from point A to point Bur-based models combine multiple trip legs into
tours or trip chains. For example, a parent migtk pp a child at soccer practice and stop at theeayy
store on the way home from work. These trip ledscivare considered separately in the UTPP, akedin
together into tours, which are then modeled as@evhWhen so considered, the modeled travel behavi
of this parent could easily be different than Ifadlthese trip legs were considered separately.
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especially in transportation related air qualiguiss (Beckx et al. 2009, Hatzopoulou and
Miller 2010), many in the transportation field esle that our underlying understanding
of travel behavior is currently inadequate to suppoch models, which rely heavily on
combining the various trips made by individual®isbme coherent, predictable
behavior. Research and development efforts arencmng and the advent of new and
improved model paradigms are likely. Meanwhile tbur-step method is the paradigm
of choice and used by all the major models curyantividespread use. The four steps
are:

e Trip Generation. Trip generation is the processhich the amount and type of
trips in the planning region are calculated, basethe use of the land and the
preferences and needs of the people making the agwell as the various socio-
economic and employment data that impact on thesdactors. Both the
number of trips “produced” in a zone (based ondfaurveys and socioeconomic
data and categorized into a number of trip purposed “attracted” by a zone
(based on land use data and ITE tablage determined for all zones in the
region. It is these productions and attractioas ¢fenerate the demand side of the

supply-demand function of urban traffic.

® Travel simulation models attempt to model indiatiravel behavior through the use of decision esr
at specific points in the trip. These matriceskmsed on situations and routinely include sombatviity
functionality to reflect the notion that many st@dsng the trip route, or even the trip routes thelves,
are often unplanned at the outset. Because ofastenumbers of decision points in a single trigyel
simulation models are best suited for modeling kignaat specific points in the network, such as
intersections and on and off ramps.

" The Institute of Transportation Engineers (ITEpishes periodically a Trip Generation Manual
(currently in its §' edition) that contains instructional materialeasmmended practice on the use of this
resource, and data on land use descriptions, ériergtion rates, equations, and data plots. Tratatjom
planners use this information to determine the remalf trips “attracted” by a business establishment
recreational facility, or other destination.
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Trip Distribution. This step in the four-step pess matches the productions with
the attractions and a “gravity” model (based onitlea that people (productions)
tend to go to the closest attraction that will meeir need) is almost universally
used to do so. To reflect the amount of difficutiymove between zones, some
type of impedance measures are included in the inddeese impedance
measures can be a single “friction” factor, a lagktable of friction factors, or
some form of travel time decay function. Onceddpe distributed, trip lengths
are, in practice, checked against the householgguwr Census data. And
finally, to ensure the external trips (those trupth one end of the trip outside of
the planning area) are properly integrated, ext@werlays are generally used,
particularly in smaller cities. Trip distributionlds a spatial component to the
demand side of urban traffic. Congestion has sagamponent and the
proximity of the productions and attractions woséem to have some impact on
its formation.

Mode Choice. This step splits the trips into theaus modes so that they can be
assigned to the traffic network. Transit is thesbmmmmon mode, but other
modes include walking, bicycling, and carpooliig.most areas, solo automobile
use is so dominant that the mode choice stepes ckipped. In the larger cities,
and especially those with large percentages ofgtedes and transit riders, this
step is essential for realistic traffic assignmehd. the extent that mode choice
moves users off the street network, the numbetspsf will be reduced and

traffic flow positively affected.
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Traffic Assignment. As the name implies, in thispsthe trips are assigned to the
traffic network. The desktop computer has allovicedar more sophisticated
assignment techniques than in times past, and lfequm” methods dominate.
These methods use an iterative process to congradjust the trips assigned to
each link based on the traffic volumes. Traffisiggsment is typically based on
rational actor models, where drivers have perfackedge of road conditions
and use that knowledge to minimize their travekesm Here the supply side of the
supply-demand function comes into play, and the, siensity, connectivity, and
“thickness” of the network is a key component diam congestion.

The four-step method, though the paradigm of @hois not without its

shortcomings. Several of these are problem amsh@ manner in which they are being

addressed is noted below:

Time variations. Travel behavior varies by timéday, of week, of month, and

of year) and this variation can often be lost i@ éiygregated nature of the trip
generation process. For such time variations toajpéured in the modeling
process, the specific time periods of interest rbessolated and the
transportation behavior patterns within them com®d separately. Time of day
considerations for the smaller MPOs are espedmaportant, since often
congestion problems are limited to certain hourthefday, such as peak hours or
factory shift change. In areas near recreatiotia@cions such as beaches and ski
resorts, transportation issues would likely be nsm@&sonal with congestion
problems becoming more acute during the summeilrenmonths. So it is

important for the trip generation process to incogpe time variations if the
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situation so demands and this is best handled l@ehmg the various time
periods separately.

Low use trips/modes. Low use trips/modes can lagslost in the aggregated
nature of trip generation. Trip generation talaled travel surveys can often hide
or overlook those trips that are rare for the ifdlial but numerous enough to
support a successful business in the whole. (Elesnpight include trips to
make donations to the Salvation Army or to Boy Saauwashes hosted by the
local McDonalds.) Such trips may not ‘fit" anywledan the process, but can, or
may, still be influential on traffic patterns. H™eetype trips are difficult to isolate
in the UTPP and most often are not fully accourived It would seem likely that
the more diversified and specialized a city, theersuch low use trips and modes
would be in evidence.

Multi-mode trips. In a similar fashion, multi-motigps are not routinely
accounted for. The trip generation process consiokegins and destinations and
for multi-modal trips to be fully incorporated, geeorigins and destinations
would need to include mode change points, sucltadsgnd ride sites and van
pool pick-up points. This could be done with mer@ansive trip generation
procedures, but is most often omitted. Modesafdl other than the automobile
are important primarily in the larger MPOs, but maféen are not a major factor
in the smaller regions. In larger regions, thoubky can have a significant
impact, with more multi-mode trips likely in areagh more transit or bike-

pedestrian options.
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Transportation System Management/TransportationddehManagement
(TSM/TDM) efforts. Travel behavior can be affectedexternal attempts to
control or influence individual access to and ulsthe transportation network.
Such attempts (e.g. encouraging the use of masspivetation modes or
telecommuting during high ozone days, regulatingeas to freeways through
ramp controls, and the use of tolling and othetipg mechanisms) can affect the
trip generation, trip distribution, and the modétgpocesses, and can be
captured in normal modeling procedures only by aramalyzing the issues of
concern. In other words, modelers would need teld@ specific parameters for
TSM/TDM activities and model them separately. Bs tvould routinely require
the allocation of additional resources, the costslzenefits would need to be
considered carefully. Likely, this effort wouldtriwe worth the cost (especially
for the small MPOs) except in the study of specHitd perhaps somewhat
unique, policy issues.

Zone structures. Because of the vast numberstehpal travel origins and
destinations even in the smallest MPOs, such OParate typically grouped
into zones called Traffic Analysis Zones (TAZs)ll #havel in and out of these
zones is said to originate from the TAZ centroalsotion that obscures the
nature of the travel within a particular zone. \Wihige zones are small, this may
be only a minor problem, but when the zones agelahe problem can be quite
substantial. Currently, TAZs, which are typicaligsed on census tracts or

portions thereof, are subdivided as traffic volunmesease to make the zonal size
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less problemati€. Moreover, traffic congestion within TAZs is typity not a
problem.

¢ Land use feedback. Most regions have land usengasstrictions of some type
to control the development of the urbanized afBavel between TAZs regularly
occurs between zones of different land uses (gegple leave home (areas zoned
residential) to go to work (areas zone commeraiahadustrial)), but the resulting
traffic patterns do not seem to figure into theingrdecisions made by municipal
agencies. Indeed, the link between land use anttahsportation grid is one of
the weakest links in the urban planning procedss i widely recognized and
there are many land use models that attempt toiféedravel demand models
and strengthen this connection. Thus far, howevgnod linking process
remains elusive. Still, the variation and disttibn in the land uses may be a
factor that impacts on urban congestion.

e Behavior choices. Individual travel preferencasifehe basis for all travel, and
capturing these preferences is difficult. Travweleys, which try to identify the
trips a population sample takes in a given timeopkerand trip generation tables,
which identify the average number of trips a typéanod use attracts, are the
instruments of choice in codifying travel behavi®@ut these methods are
lacking: what folks say they do and what they dtfugo are different, and land

uses do not uniformly draw the same visitors oweetand across geographies.

8 It is possible, however, to eliminate this problaliwgether. Today’s PC technology allows the
distribution of trips to and from their actual drig and destinations, without the use of TAZshim
assessment of traffic patterns in Pocatello, IDsneo (1998) found this technique to smooth outtthffic
flow within TAZs and better capture the use of ttensportation network. Th&pproach does, however,
require additional resources, amdy not be worth the additional expense, espedialiizge smaller MPOs,
where TAZs are fully adequate.
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Additionally, the same individuals often exhibiffdrent travel activity patterns
depending on the combination of trips (trip chaithgy are making. So travel
behavior estimates are quite problematic and peoaidhaky foundation for the
entire travel demand modeling process. Still, sying techniques are getting
better, trip generation tables becoming more stiphied, and household activity
algorithms becoming more reflective of actual betiavBut there is clearly more

improvement needed in this area.

2.6.3 Models of Urban Developmenthere are many models of urban development,

whether they be predicated on the idea that ditiesed for trade purposes before the

advent of agriculture (Jacobs 1969) or requireddneslopment of agriculture to allow

large numbers of people to gather and thrive inlocation (Bairoch 1988). Three basic

models that have since been improved upon in tteel @ad complexity that defines

today’s urban areas are briefly discussed below:

Concentric Zone ModelErnest Burgess of the famed Chicago School intreduc
the Concentric Zone Model (Dreidger 1991) wheriesigrew around a central
business district (CDB) in rings, much like a tré&ings tend to be business or
class-based, with business occupying the innesramgl residential areas the
outer rings. As the city’s size increases, thegipgsh outward through the
process of invasion and succession, with the lhest §oing to the more dominant
group (i.e., the group that controlled more wealtAylditionally, as the rings

push outward, heterogeneity increases along witteased segregation and class

differentiation.
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e Sector Theory. Homer Hoyt noted that transponeséidvancements seemed to
allow the bypass of Burgess’s concentric zonestmveloped a Sector Theory
(Dreidger 1991), where “pie slices” along the hggieed transportation corridors
were integrated into the concentric zone concéfactvely mixing up the city
structure. The CBD was still the key economic @ebut the other rings (light
manufacturing and residential) followed the acadtered by transportation
technologies instead of remaining in their ringgain, the best land, which
commanded the highest “rent”, went to the more dami group.

e Multi-nuclei theory. Chauncey Harris and Edward Ullman attempted to avgr
on Hoyt's sector theory by suggesting that asyagsiew, it diversified. This
diversification engendered a diversification ofdarse as well, as people and
businesses sought to take advantage of increamezportation options and
cheaper land at the city’s periphery. This reslitea city that had more than one
center of economic activity, a city with multipleciei (Dreidger 1991). While
the CBD remained the dominant economic driver, othlying business districts
developed, often with their own concentric ringsopporting sectors.

The city structure has an impact on the suppottigngsportation network. No
major urban areas are purely concentric zone doisewdels, nor are they exactly how
Harris and Ullman envisioned them in their Multi-®dei model; with increasing size,
they generally exhibit traits of all three. The@gominance of any one structure, or the
spread of the three, is a factor of the underlyiygs history, geography, and dynamics.
The degree of centralization and spread of the@oandrivers affect the resulting street

network and the traffic flows over that network.search by Meijers and Burger (2010)
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found that poly-centricity is associated with higkabor productivity, which may be
because poly-centricity appears to be a functiomrlodn growth and urban growth leads
to knowledge spillover, which in turn enhances piaitvity. This suggests that it may
be advantageous for businesses, over time, tod@daside the CBD to take advantage of
this increased productivity. This, in turn, suppdtte observation that city organization
gets more complex as the city ages.
2.6.4 Models of Land Use. The city structure soaffected by the use of the land,
which is largely determined by the people and the market, in conjunction with the
zoning authority. There are a number of modelsl tiggroject land use into the future,
all of which begin with existing population and dmpnent totals, the existing zoning
structure and a knowledge of recent growth patteviikile future land use is important
to planners and will shape city development, thescurrent land use that is most
important in this analysis. It seems likely thahing patterns are correlated at least to
some degree to congestion.
2.7 Points of Intersection between Theories anac€pts, Travel and Urban Structure
The theories and concepts that may affect travehver, the urban transportation
models, and the underlying urban structure arehiee circles in a Venn diagram, with
the intersection of all three offering some insgimto the understanding of urban

congestion. These are discussed below withingimplate of supply, demand and flow.
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Figure 1: Relationships between travel behavidranrtransportation models and urban
structure

2.7.1 Supply. Central place theory provides astfas the rise of urban areas and
structural functionalism provides a basis for tleeganization. Given that the needs of
the city are fundamental, it seems clear thatressfrartation network would arise to
support those needs, needs which are likely td lEmat somewhat different in different
urban areas depending on culture, expectationsyo$ervices and responsibilities, and
city wealth. Land-rent theory further shaped urbeea and the underlying street grid,
with the supply of streets and roads directly eadab the dimensions of the network, its
size, density, robustness and connectivity. Thi@sensions, in turn, are affected by the

structure and layout of the urban area. Citie®¥ahg the concentric zone model



38

commonly have a hub-and-spoke, radial network walditimajor arterials leading to the
CBD. Sector zone and multi-nucleic cities have numeaplex networks with major
arterials leading to the key sectors and the atbelei in addition to the CBD.

Networks with more intra-connectivity offer moreutes of travel from origins to
destinations and according to packet-switching ngiwheory should offer faster and
more consistent travel times. City age also hadeato play in both the urban form and
the resulting transportation network. Needs chavge time and older cities may have
street networks that are inadequate to suppométyethe populace wishes to travel, but
have limited options for improvement, primarily bese of cost and a need for extensive,
and perhaps excessive, use of eminent domain.

The supply of transportation is measured by the, glensity, and robustness of
the street network, as well as its ability to effifezly link people with where they want to
go.

e Network sizes characterized by descriptive numbers withouarddo the
underlying population, the underlying area, or ather underlying feature.
Measures of size include such metrics as mileseefifay, lane miles of freeway,
miles of local streets, and numbers of links andeso Size measures are
somewhat limited in their value when exploring cestipn since congestion is a
spatial and temporal phenomenon that typically oxouly in limited areas and
during specific time periods. Size measures dd'gettat” the concentration of
vehicles in space-time. Nonetheless, one wouldaxptes with larger networks
to have more congestion, simply because of theryhacstructural functionalism.

The cities built these networks because they weeeled and the lag time
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between identifying the need and adding to supplially means that urban areas
are continually in a state of playing “catch up”.

Network Density is the size of the network in redatto another underlying
parameter (population, commuter, area, etc.). Deoan reflect a number of
different circumstances, such as age of the dityctire of the city, use of the
land, and under- or over-building of the highwaywak.

Network Structure is the nature of the networkalation to itself. Given that the
transportation network will follow the urban arestwiork, this measure is
concerned less with network layout (radial, gridnatural) and more with the
proportional sizes of the various functional classkhighway. One measure
along these lines is the size of the freeway systerelation to the network as a
whole. Different network structures will be abtedarry different loads of traffic
and have differing susceptibilities to congestion.

Network Robustness is the carrying capacity ofrtétsvork; i.e., the number of
lanes, the speed limits, and the level of accediseofoads in the grid. The more
robust the network, the more traffic it can carmhis is particularly true of the
freeway system as it tends to carry the most tiadspecially from the outskirts
of the urban area where land rent theory positplpawill choose to live because
of housing costs.

Network intra-connectivity is a measure of the numdfenodes in the network,
which allow the movement of vehicles from one linkanother. The more
connected the network, the more routes that “pathketve from origin to

destination.
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e Network inter-connectivitys a measure of the ability for people outside the
network area (often taking advantage of cheaperae attractive places to live)
to access the attractions in the urban area andtasability of people inside the
network to access attractions outside the urbaa arégher speed roads
connecting the urban area with the hinterland ¢gurding area and nearby
towns) are essential to good inter-connectivity.
2.7.2 Demand. The driving principle behind trasrstion demand is that it is derived.
While there is the occasional joyride, the vastarij of travel is to go a destination.
The destinations of choice are explained, at l|eadtally by a number of behavioral
theories. Rational choice theory posits that tiergemake rational decisions, thereby
maximizing their utility. Social exchange theorpwid explain the basis for the utility
that is being maximized. Both reference group themd interest group pluralism
suggest that the social networks to which travddeteng can sometimes override their
rational decision-making or at least alter whatetars may consider rational. These last
three theories are sociologically-based and aextdt by cultural norms and likely lead
to different outcomes in different urban areas iandifferent parts of the country.
Regardless the motivation, however, people will enddeir travel decisions to best fit
their needs. Unfortunately, these decisions anenconly made without full
consideration of the external costs of using thevaek at that point in time and along the
chosen route. Hence, demand can overwhelm supplyirts in time and space and
result in congestion, which is a tragedy of the pwns.

As noted, the demand for transportation is detigedt would be affected by the

characteristics of the travelers as well as byctieacteristics of the places they go. The



41

four-step model estimates this demand by identfyroductions and attractions; their
numbers are important but their nature may matten enore, because it may cause the
distribution of the trips be different than migla bxpected if all productions and
attractions were uniformly “vanilla”. People mdyoose “more exotic flavors” of
destinations that are farther from their origingrtfimore vanilla” destinations nearby.

¢ Internal Productionare the points of origin for the trips generatethwithe area
covered by the transportation network. These ggserated trips are derived —
travelers have to want to go somewhere. Theireesid ability to go, however,
is driven by the characteristics of the traveledsich include the numbers of
travelers, the density of travelers (in relationiite area or the network), the
incomes of travelers (wealthier people tend todlavore)(Balaker and Staley
2006), the levels of automobile ownership (absotuti relation to the area or
the network), and the levels of solo automobile cating (absolute or in relation
to the area or the network). Internal productiaresalso affected by the numbers
of people who may not travel at all because of ilo@ome or age. These
traveler/non-traveler characteristics are influehlog the reference groups and
interest groups with which the individuals identifyhich in turn have a regional
component.

e Internal Attractionsare the points of destination for the trips gerestatithin the
area covered by the transportation network. Theselriven by the
characteristics of the attractions; e.g., the sfabe employment centers,
restaurants, and malls (which indicates their “paithin the gravity model), the

number and types of specialty shops (which maycatdithe degree of variety in
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the attractions which may propel people to traaelfer than the gravity model
would suggest), and the model of urban developrvenich might cause people
to travel farther to get to work, school or shogpihan in other models of
development). These metrics can be assessedastabmeasures or in relation
to population, area or the network. Like the ingproductions above, the
attractions also have cultural and regional comptse attractions can be more
or less attractive in different parts of the coyntr

External Productionare the points of origin for the trips generatetbmie the
area covered by the transportation network andiargar in nature to internal
productions.These are measured by the inflows of people frotside the urban
area; e.g., people from surrounding areas commtudiregnployment, attending
local schools, or shopping at local businesses.

External Attractions are the points of destinafimnthe trips generated outside
the area covered by the transportation networkaaedimilar in nature to internal
attractions. These measured by the outflows opleefioom the urban area; e.qg.,
people commuting to outside employment, attendungide schools, or shopping
at outside businesses.

Mode Splitdetermines the number of trips that is assigneddstreet network
and is affected by the numbers of travelers whasbamot to travel by car (users
of transit and bicycles, pedestrians, and telecoteray Key determinants of this
choice is car ownership (individuals without accesan automobile are more
likely to use transit), age (older and younger pedgend to have less access to

cars), and the penetration and extend of the dlaitaansit services.
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2.7.3 Flow. As people move out onto the netwthk 6upply) to go to their choice of
destinations (the demand), they move into the fidvere their choices will interact with
the choices of the other users of the network terdane the level of service (LOS) for
the facility. If they behave as good stewards effdcility, they can minimize the adverse
effects their driving behavior will have on flowf they are inattentive, or engage in
overly aggressive or loss averse behavior, theynegatively affect throughput and
unnecessarily increase congestion. Regardlesewfliehavior, there will be
interruptions in flow caused by other factors timaty cause queues to develop, which
will need to be resolved per queuing theory. Tlatker factors may be characteristics of
the drivers and vehicles that use the networkn#tevork itself, or the non-recurring
interruptions of flow(traffic incidents, work zones, weather, and spexiants)

discussed in Section 2.3.2 above.

e Trucks affect the flow by slowing it down and redugthroughput, so the
number of trucks using the network (absolute aelation to the population, the
area or the network) would make a difference.

e Distracted drivers impede the flow of traffic imamber of ways: by failing to
maintain pace with the flow; by delaying unneceggat intersections; and, by
driving erratically, which forces other drivers aita smooth traffic flow.

¢ Intersections with traffic signals and stop-cor&dlsignage are designed to
interrupt the flow of traffic to allow access frasther links in the network. In
crowded conditions, this can lead to queues andesiion. Poorly timed signals
or ill-conceived signage can add to this congestiften significantly. However,

even well-designed signals and signage can haegrianéntal impact on travel
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speeds, which is a key reason freeways, which tbance intersections, typically
allow for faster travel times.

Traffic Incidentsimpede the smooth flow of traffic and the more deaots or
breakdowns the more the impedance. Even with idagrseiccident rates, urban
areas with more vehicle miles of travel (VMT) withve more accidents, which
will, in turn, lead to increased congestion.

Work Zonesmpede the smooth flow of traffic and the more wpokes the more
impedance. Even with similar construction rates, urban aredak more VMT

will have more construction and hence a larger rhpa congestion.
Weathemay impede the smooth flow of traffic, but bad weatis fairly
widespread and travelers routinely adapt to thegiliag conditions. Still urban
areas with more adverse weather may experienager lenpact on congestion
that areas with more benign weather patterns.

Special Events impede the smooth flow of traffid #me more special events the
more impedance.Urban areas with more special events will havegelaimpact

on congestion.



CHAPTER 3: THE RESEARCH IN CONTEXT

3.1 Congestion Research to Date

Congestion is a practical problem, and also aresipe one as noted above.
Consequently, most recent congestion researchehdsd to focus along three axes:
impacts, mechanics and remediation. These pergpgdére all practical and lend
themselves to developing or supporting public goli€heoretical aspects of congestion
have received less attention. There has been adthgonal work to describe congestion
further and examine its causes, but this has ocedwgenerally within the context of
standardizing terminology and immediate causati©ongestion researchers have
sometimes explored the causes of congestion fremalwvn perspective, but they
generally have limited themselves to the immediateses (demand exceeding supply for
whatever reason) and often have begun with théyelht congestion already exists. To
date no one seems to have taken a holistic apptoable underlying urban dynamics
that result in congestion.

There has, however, been research on aspectbaf travel that are related to
congestion, such as travel behavior and vehiclgais@hese factors have been weighed
against various characteristics of the urban aféeasity, education, income,
sustainability, etc.) to assess relationships.ceéthese studies often suggest or infer

impacts on traffic congestion, they are includethmreview of the literature.
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3.1.1 Congestion Impact# key focus of transportation researchers has been
guantify the impacts of traffic congestion. Thaspacts are known to be large and their
guantification is likely to draw attention to thengestion problem and beg some
resolution. Consequently, the lead agencies srdsearch have been the government,
universities and privately funded think tanks. Texas Transportation Institute (TTI) is
one of the key players in this area and publishiescuently cited annual Urban Mobility
Report. The 2012 report (Schrank, Eisele, and bo2@d.2) uses measured traffic data
for selected urban areas (provided by INRIX, agg@vwompany and a leading provider
of traffic information) to calculate the impactsaafngestion in a variety of ways (wasted
time, wasted fuel, wasted money, additionab,@®issions, and cost to shipping
companies) and from several perspectives (totd] cost per urban area, and cost per
commuter). The Federal Highway Administration (FAY2013b) provides aggregate
data annually on the annual change in hours ofestian, travel time index (average
congestion), and planning time index (worst-daygestion).

While the preceding research served to asseggetieralized costs of congestion
on urban regions as a whole, other research hasddon assessing the effects of
congestion on specific aspects of the urban camditSuch aspects include regional
productivity (Hartgen and Fields 2009; Prud’hommd &ee 1999), greenhouse gas
emissions (Kelly 2012; Hartgen, Fields and Moor@)0and sustainability (Li et al.
2012; Ramani et al. 2011). Finally, Llewelyn-Das/{2004) reviewed several hundred
sources, many of which concerned congestion, far gssessment of the link between

transportation and city competitiveness.
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3.1.2 Congestion Mechanics. Much of the reseancbongestion impacts is at the
macro level, which considers congestion as a regjijpimlenomenon. Other research is
conducted at the micro level and explores the machaf how congestion works. This
tends to be the world of traffic engineers and pregmts of specific policy issues. The
various sections of the Highway Capacity Manual BTR10) that are concerned with
traffic flows and congestion are based on sucharebe Other authors have worked on
details, exploring the links between congestion avatway (vs. one-way) street
networks (Gayah 2012; Gunay 2009), the transportaif school children (Wang,
Campbell, and Parsons 2010), rain events (WatkidsHallenbeck 2010), various non-
recurring traffic events (Chin et al. 2002a and28)0Qcell phones (Yager 2013; Holden
2009; Strayer, Drews and Crouch 2006), roundabi@dhl and Lee 2012; Uddin 2011),
ramp metering (Shen and Zhang 2010; Varaiya 208B)urn assessments (Yu and
Prevedouros 2013; Chowdury et al. 2005), and sizatadn (Aziz and Ukkusuri 2012;
Wu and Liu 2011).
3.1.3 Congestion RemediatiorMost, but not all, of the research on congestiopaats
and mechanics tends to set the stage for suggestionongestion remediation.
Moreover, there are additional documents that pgepoethods to alleviate congestion
that do not include discussions of the impacts ectmanics, but instead build upon those
that do. The congestion problem is an expensieeamad there is no shortage of potential
solutions. Remediation efforts are discussedrim$eof supply, demand and flow.

e Supply-oriented solutions generally involve addmeyv capacity or using exiting

capacity more efficiently. Cox and Pisarski (20843 Hartgen and Fields (2006)

argue for more roads and Zimmerman et al. (201 Kerttze case for increased
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network connectivity. Supply solutions are notheitit their detractors. A
number of researchers (e.g., Duranton and Turnkl;ZDowns 2004; Cervero
2003a; Cervero 2003b, Littman 2001, and Hansen ))ife@bthat generated
traffic, also known as induced traffic, will eat opuch of the increased capacity
offered by the new construction. This is not neag$y a bad thing — induced
travel can also lead to induced growth and induseestments, which can add to
the urban area’s vitality and attractiveness.|,3lils does not help the congestion
remediation efforts.

e Demand-oriented solutions generally involve decgrepdemand for travel
through pricing strategies (Glaister and Grahant20thanges in travel behavior
(Strickland and Berman 1995; Viegas 2001), increasedal alternatives
(Crampton 2000; Aftabuzzaman, Currie and Sarvi 28d@buzzaman 2011),
changes in urban design (Zhao, Lué, and de Roo; Biddinet 2008; Buliung
and Kanaroglou 2006; Crane and Chatman 2003; GeR@81) or some
combination of these (Smart Growth America 2012nan 2012).

e Flow-oriented solutions generally involve improwvealfic operations (Hensher
2003; FHWA 2012a) and improved public informatioratiow drivers to make
more informed decisions (Ogunbodede 2007).

These various strategies are summed up in good bgt@ambridge Systematics (2005)
and the Federal Highway Administration (2013).

3.1.4 Congestion Description and Discussi®here has, of course, been other
congestion research with a focus other than impasshanics and remediation efforts.

Topics are varied and include comparing variousihtpland congestion measures
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(Bertini 2005), developing improved measures ofgastion (Maitra, Sikdar and Dhingra

1999; Mallinckrodt 2010), differentiating betweesturrent and non-recurrent congestion
(McGroarty 2010; Skabardonis, Varaiya, and Pet§20Oexploring the link between
congestion and economic development (OECD/ECMT RCGOW changing how travel
behavior research is done (Garling, Gillholm, aré&li@g 1998).

Finally, there is research to support the noti@at tongestion is here to stay
(Duranton and Turner 2011). Indeed, Downs (20020p says that “Traffic congestion
is not essentially a problem. It's the solutioroto basic mobility problem.” He further
asserts (p. 21) that “Peak-hour congestion is #h@nging mechanism that makes it
possible for Americans to pursue goals they vadueh as working while others do,
living in low-density settlements, and having mahgpices of places to live and work.”
If this is true, then perhaps most research onestgn is an academic drill with little
practical application.

3.1.5 Studies Related to Congestidrhere have also been other studies that have
looked at travel behavior and vehicle usage irticiahip to characteristics of travelers
and their environment. These studies do not addr@sgestion directly, but since travel
behavior and vehicle usage are key componentsmafestion, they merit a quick look. It
seems to be commonly accepted that increased carshp and family wealth lead to
increased travel. Martin and McGuckin (1998) uselevel of car ownership as a factor
in estimating trips and Balaker and Staley (200ya that the increases in wealth that
generate more travel is a good thing. Both assestsnfind links with increased travel,
which could lead to increased congestion. Bauma§2007) investigated the

relationship between highway development and iritegzowth and concluded that “one



50

new highway passing through a central city redutsgsopulation by about 18 percent”
(p- 2.), suggesting that freeways promote an ex@dus the city center, which has
implications (both positive and negative) for costgmn. Research in sustainable
development regularly considers the relationshgigvben development/city form/land
use and travel. One such study (Boarnet and G@dg) found that while land use can
affect the price of travel, the evidence of a Wmkh increased travel is mixed; i.e.,
sustainable development practices cause some pedjpé/el more and others to travel
less.
3.2 The Contribution of this Research to Undeditagn Congestion

Regardless of whether or not congestion researsies a practical purpose, it can
serve an academic one. Itis hoped that this relseall extend the understanding of the
underlying foundations of congestion. While thee@ch to date has focused on the
immediate causes of congestion and the neces&gy &t resolve the congestion issue,
none has considered the underlying urban charatitsrithat are present when
congestion arises. This study seeks to identdgetcorrelates of congestion and assess

their relative importance.



CHAPTER 4: RESEARCH DESIGN

4.1 Overview

The purpose of this study is to uncover the seirb&n characteristics that are
correlated with traffic congestion. This involvdentifying measures of congestion for
assessment, specifying a study area and time fi@nwehich there are a wide variety of
potential correlates, selecting key datasets frdnchvto gather the potential correlates,
isolating a number of urban characteristics fromrtultitude of possible variables
available based on theories and the literaturejdemtifying methods of analyses that
can handle this number of variables, which ardyike be correlated with one another,
often highly so. Of these steps, the first, angifisndamental, is identifying measures
of congestion, so we begin with this.
4.2 Measures of Network Congestion

There are two basic types of data: primary datachvare collected first hand by
individual researchers/research teams for useein ¢thvn studies, and secondary data,
which are collected by other people or organizatiand then used by individual
researchers/teams in their studies. Primary datde quite expensive, often
prohibitively so, and moreover can be extremelfialift to collect. These issues steer
researchers/teams to use secondary data, whichligivewn set of problems. Often,
secondary data were not collected for the purpdpséthe study, so care must be taken

to ensure that the data are appropriate. Care alagsbe taken to ensure that data come
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from a single source so that measurement is censiatross the dataset. In this light,
existing studies of congestion that have a natieoape and a wide variety of city sizes
are reviewed in search of measures of congestuagifically, measures of the three
dimensions of congestion — intensity, extent andilon. All of these measures are
found in the Urban Mobility Report (UMR) using INRMdata, published annually since
1992 by the Texas Transportation Institute. (gt be noted that the UMR uses
roadway inventory data from the Federal Highway Adstration’s Highway
Performance Monitoring System (HPMS) in most otdfculations. Beginning in 2011,
private sector traffic speed data from INRIX datswncorporated into the mobility
performance measures.)

The UMR contains a wealth of data for the yeai®212011 and will serve as the
foundation for this analysis. (Given this 20-ypariod of data availability, 2010 is
selected as the base year of the study in anticipaf using published 2010 census data
for at least some of the potential predictor vdaal) In addition to the three measures of
congestion, data include two key demographic me{population and number of
commuters) and key network metrics (lane milesdaily vehicle miles of travel (VMT)
for both freeways and arterials). There are otla¢s doncerned with calculations of
delay, fuel costs, and value of time that are setdun this assessment.

Several potential measures of congestion are fthin Section 2.4.3. Of these,
the UMR uses three network-wide measures, whichachexize the three dimensions of
congestion. These measures are summarized in Jabld discussed in the ensuing
paragraphs. The 2010 data taken directly from thiRUre used for each of these

measures.
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VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Congestion — Travel Time Index NA - UMR Measure of congestion intensity
Intensity (TTI) Dependent Used in UMR
variable
Congestion — Portion of lane NA - UMR Measure of congestion extent
Extent miles that are Dependent Used in UMR
congested variable
Congestion — Length of peak NA - UMR Measure of congestion duration
Duration periods Dependent Used in UMR
variable

Congestion — Intensity (Travel Time Index (TTI)Jhe TTI is a solid measure of
the intensity of traffic congestion (see Sectioh2). Moreover, it is widely used
and accepted. Specific details of its calculatiania the UMR (Schrank, Eisele
and Lomax 2012), but in general, vehicular speeelsreeasured at specific points
on the network at various times in the day and tj@areralized across the
network. Finally, travel times in the peak hours eompared to travel times in
the off-peak hours to derive the TTI (recall tHe T Tl is the ratio of travel time
in the peak to travel time in the off-peak).

Congestion — Extent (Portion of Lane Miles that @omgested).This metric is a
clear and understandable measure of the exterdcame of the congestion
problem. Additionally, its calculation is relatiyestraightforward as explained in
the UMR (Schrank, Eisele and Lomax 2012). In gaelhn¢ne UMR uses measured
vehicular speeds, generalized across the netwmdgltulate the percent of the
freeway and arterial lane miles that are congestét,the idea that once free
flow speeds are reduced to a certain point (depgnain the road classification),
then the road is congested. The UMR, howeverutaties thepercentof lane

miles that are congested. Tieartion of lane miles that are congested (or percent
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in decimal form) is used in this analysis instesmlthat that the decision tree

analysis works properly.

e Congestion — Duration (Length of Peak Periods)e dtration of the congestion
problem is perhaps best measured by the congested Hata recorded in the
guarterly Urban Congestion Report (hours: minufeagested travel per
weekday). Unfortunately, these data are availablg for a small number of
cities. In lieu of this metric, the length of theak travel periods (specifically, the
number of rush hours) in the UMR is used (Schr&nggle and Lomax 2012).
This calculation is explained in detail in the UMRit in general, TTIs are
calculated for each hour in the day, and rush hargshen derived from the
TTIs.

4.3 The Selected Urban Areas

The UMR is selected as the foundation for thidyamis because of the availability
of the three congestion variables. This will neaggslimit the studied urban areas to
those included in the UMR.

The 2012 UMR identifies 498 urban areas in the éthBtates (Schrank, Eisele,
and Lomax 2012). Of these 498, the UMR included ,hmeasured data for 101, which
are grouped based on population: 15 very largedrni@mn 3 million people); 32 large
(2 million to 3 million); 33 medium (500,000 to lilhon); and, 21 small (less than
500,000). The hard data include the three cormestiriables used as dependent
variables in the analysis, which restricts thedeld urban areas to these 101.
Recognizing that congestion is a function of thepby, the demand and the flow and that

these traits are fundamentally affected by culturé personal preferences, this study will
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focus on US cities only; specifically those in ttuntiguous 48 states, Alaska and
Hawaii. Cities in US territories will not be codsred, so the territorial city of San Juan,
Puerto Rico is dropped from the list. The selectdxhn areas, now an even 100, include
a range of city sizes and are geographically dsszer

This set of 100 urban areas is not a random satptenstead is “top heavy.”
All the very large and large urban areas in theakSincluded in the study set (except
San Juan, PR) (100% of the very large and largesait the 50 states and the District of
Columbia), as are 33 of the 36 mid-size urban a(@2%). Of the 415 remaining small
urban areas only 21 (5%) are represented and #nese the upper half in population.
Boulder, CO, with a population of about 150,00Ghis smallest city in the study area.
This over-representation of the more populatedsaienot expected to be a problem;
however, as it is in the more populated areas wtangestion is a real problem and a
random sample could hinder the identification atdas of congestion. In a national
assessment of the urban congestion problem, Haatgegfrields (2006) estimated the
costs of the additional highway capacity needeglitninate severe congestion, which
was defined as a Travel Time Index (TTI) of at tela&8. To arrive at this cost estimate,
they calculated the TTI for all urbanized areathimUS for 1995, 2003 and 2030. When
cross-referencing these TTIs with city populaticsesjere congestion was most always
present in cities with populations of 700 thousandore, commonly present in cities
with populations of 300-700 thousand, and raregspnt in cities with populations of
150-300 thousand. For cities smaller than 150,68@re congestion was never present
or estimated to be present in 2030. While thei$blut one measure of congestion and it

is a regional measure that would not preclude sesngestion occurring at specific
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points in the network and at specific times, thetgn-Fields study seems to support the
concentration of generalized severe congestiohandrger urban areadoreover, as
the goal of the study is not to study congestadscih and of themselves, but rather to
uncover the urban characteristics that are madstdinio congestion, it is essential that the
larger urban areas where congestion is a probleweheepresented in the sample. Itis
most likely that a random sample would include feofehe larger cities and thus make
the identification of the targeted urban charast&s much more difficult. In essence, it
seems, to achieve the goal of the study, the samp#t be “top-heavy.”

The selected urban areas are shown on the magi@mtgd by population

grouping) and in the table (grouped by populatiae)sbelow.

Population - Very Large UAs

20000000 10000000 2500000
Large UAs

® @ o
2500000 1500000 300000
Mid-size UAs

Honolulu :
1000000 500000 250000
Small UAs
. " W
500000 250000 125000
'] 200 400 00
Miles

Anchorage @

Figure 2: Selected 100 urban areas by populationpyr
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Very Large Urban Areas Large Urban Areas Mid-size Urban Areas Small Urban Areas
(15 areas) (3lareas) (33areas) (21 areas)

Atlanta GA Austin TX Akron OH Anchorage AK
Boston MA-NH-RI Baltimore MD Albany NY BeaumoiiiX
Chicago IL-IN Buffalo NY Albuquerque NM Boise ID
_lli_);IIas—Fort Worth-Arlington Charlotte NC-SC Allentown-Bethlehem PA-NJ Boulds

Detroit Ml Cincinnati OH-KY-IN Bakersfield CA Brwnsville TX
Houston TX Cleveland OH Baton Rouge LA Cape Cita

Los Angeles-Long Beach-Santa .\ s oH Birmingham AL Columbia SC

Ana CA

Miami FL

Denver-Aurora CO

Bridgeport-Stamford Gl

Corpus Christi TX

New York-Newark NY-NJ-CT | Indianapolis IN CharlestNorth Charleston SC Eugene OR
Philadelphia PA-NJ-DE-MD Jacksonville FL Colora8prings CO Greenshoro NC
Phoenix-Mesa AZ Kansas City MO-KS Dayton OH JackMS

San Diego CA Las Vegas NV El Paso TX-NM Laredo T
San Francisco-Oakland CA Louisville KY-IN Fresoa Little Rock AR
Seattle WA Memphis TN-MS-AR Grand Rapids Ml Msah WI
Washington DC-VA-MD Milwaukee WI Hartford CT Psacola FL-AL

Minneapolis-St. Paul MN

Honolulu HI

Provo-OrenT U

Nashville-Davidson TN

Indio-Cathedral City-Palm
Springs CA

Salem OR

New Orleans LA

Knoxville TN

Spokane WA-ID

Orlando FL

Lancaster-Palmdale CA

Stockton CA

Pittsburgh PA McAllen TX Winston-Salem NC
Portland OR-WA New Haven CT Worcester MA-CT
Providence RI-MA Oklahoma City OK

Raleigh-Durham NC Omaha NE-IA

Riverside-San Bernardino Oxnard CA

CA

Sacramento CA

Poughkeepsie-Newburgh NY

Salt Lake City UT

Richmond VA

San Antonio TX

Rochester NY

San Jose CA Sarasota-Bradenton FL
St. Louis MO-IL Springfield MA-CT
Tampa-St. Petersburg FL Toledo OH-MI
Virginia Beach VA Tucson AZ

Tulsa OK

Wichita KS

Tables 5 and 6 show the urban areas grouped by kik&Rcategory and census

region, respectively. In both tables, urban asgassorted within the groupings by

population. Congestion variables are shaded barsdide quartile, with darker shades

indicating higher measures of congestion. Thededare good reference points when

considering the findings from this analysis. Knogivhere cities are and relatively how
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large they are in their neighborhoods aids in th@eustanding and interpretation of the

results. Note that the averages based on populgtearping show that the larger urban

areas are worse than the smaller urban areashndgaension of congestion (a detail

reinforced by the quartile shading). The averdigssed on geographic groupings,

however, show a more mixed result (also reinfotmgthe shading). For TTI, the

Northeast region has the highest average and tHendst the lowest; for PortLMCong,

the West region has the highest and the Mid-westaWwest; and, for PkHrs, the

Northeast region has the highest and the Soutlotest. So in general, it appears that if

all other factors are equal, it pays to be a smaitg in the Mid-west region, as far as

congestion is concerned. All other factors, howeaee rarely equal, but which factors

matter?

Table 5: Urban area congestion measures by UMRcsisgory, sorted by population,

2010
Urban Area TTI Pocrér';g" PKHrs Urban Area Tl ngr';g" PKHrs
Very Large Urban Areas Mid-size Urban Areas
New York-Newark Oklahoma City 1.15 0.36 2.50
Los Angeles-L. Beach-S. Ana Richmond 111 0.36 2.50

Chicago Bridgeport-Stamford
Miami Hartford 1.18 0.29 3.50
Philadelphia Birmingham 1.19 0.39 3.25
Dallas-Fort Worth-Arlington Rochester 1.13 0.18 2.50
Washington Dayton 1.11 0.24 2.50
Atlanta El Paso 0.25 3.50
Boston Honolulu
San Francisco-Oakland Tucson
Houston Tulsa 1.12 0.37 2.50
Detroit Oxnard 1.10 0.42 2.50
Phoenix-Mesa Fresno 1.08 0.38 2.50
Seattle Sarasota-Bradenton .
San Diego Omaha 1.11 0.39 2.50
Large Urban Areas Allentown-Bethlehem 1.17 0.42 2.50
Minneapolis-St. Paul Springfield 1.13 0.24 2.50
Baltimore Albuquerque 1.10 0.33 2.50
Tampa-St. Petersburg Akron 1.12 0.19 2.50
St. Louis New Haven 1.17 0.29 3.25
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PortLM

PortLM

Urban Area Cona Urban Area TTI Cong PkHrs
Denver-Aurora Albany 1.16 0.32 2.50
Riverside-San Bernardino Grand Rapids 1.04 0.33 2.50
Portland Baton Rouge
Sacramento Lancaster-Palmdale 1.0 0.32 2.50
San Jose Indio-Cath.City-Palm Springs  1.08 0.37 2.50
Pittsburgh McAllen 1.16 0.40 2.50
Cincinnati 1.20 0.35 4.00 Colorado Springs 1.13 0.27 3.00
Cleveland 1.16 0.21 4.00 Poughkeepsie-Newburgh 1.1 0.37 2.50
Kansas City 1.13 0.23 4.00 Bakersfield 1.11 0.30 2.50
Virginia Beach 1.20 0.44 4.00 Charleston-North Charleston  1.15 0.50 -
San Antonio 1.19 0.45 4.00 Toledo 1.13 0.23 2.50
Milwaukee 1.15 0.26 4.00 Wichita 1.09 0.09 2.50
Orlando Knoxville 1.16 0.32 2.50
Las Vegas Small Urban Areas
Austin Columbia 1.11 0.39 1.50
Columbus Provo-Orem 1.14 0.35 1.50
Providence Cape Coral 1.15 0.39 2.25
Indianapolis Little Rock 1.07 0.32 2.00
Nashville-Davidson Worcester 1.13 0.28 1.50
Raleigh-Durham Jackson 1.1Q 0.22 1.50
Louisville 1.18 0.49 4.00 Stockton 1.10 0.31 1.50
Jacksonville 1.14 0.50 4.00 Madison 111 0.30 1.50
Charlotte 120|051 400 | Winston-Salem 111 023 150
Memphis 1.18 0.30 4.00 Spokane 1.12 0.15 1.75
New Orleans 1.20 0.36 4.00 Pensacola 1.11 0.37 1.50
Buffalo 117 0.21 4.00 Greensboro 1.1 0.28 1.50
Salt Lake City 114 [[NN0B3] 400 | Corpus Christ 104 016| 150
Averages Boise 1.06 0.48 2.00
Very Large Urban Areas 1.25 0.56| 5.65 Anchorage 1.18 0.26 1.50
Large Urban Areas 1.20 0.45 4.21 Eugene 1.08 0.23 1.50
Mid-size Urban Areas 1.14 0.34| 2.88 Salem 1.14 0.29 1.50
Small Urban Areas 1.12 0.33 1.67 Beaumont 1.10 0.15 1.50
| TopQuarile | Laredo 1.14 023| 150
2" Quartile Brownsville 1.18 0.24 1.50
3 Quartile Boulder 1.18 0.22 3.00
Bottom Quartile

Table 6: Urban area congestion measures by ceagisy sorted by population, 2010

PortLM

Urban Area TTI
Cong

PkHrs

PortLM

Urban Area TTI
Cong

PkHrs

Urban Areasin the South Region

Miami
Dallas-Fort Worth-Arlington 0.43
Washington
Atlanta

Urban Areasin the Northeast Region

New York-Newark

Philadelphia

Boston

Pittsburgh 0.34 4.00
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PortLM

PortLM

Urban Area TTI Cona PkHrs Urban Area TTI Cong PkHrs
Houston Providence 1.16 0.34 4.00
Baltimore Buffalo 1.17 0.21 4.00
Tampa-St. Petersburg Bridgeport-Stamford
Virginia Beach 1.20 0.44 4.00 Hartford 1.18 0.29 3.50
San Antonio Rochester 1.13 0.18 2.50
Orlando Allentown-Bethlehem 1.17 0.42 2.50
Austin Springfield 1.13 0.24 2.50
Nashville-Davidson New Haven 1.17 0.29 3.25
Raleigh-Durham Albany 1.16 0.32 2.50
Louisville 1.18 0.49 4.00 Poughkeepsie-Newburgh 1.12 0.37 2.50
Jacksonville 1.14 0.50 4.00 Worcester 1.13 0.28 1.50
Charlotte 4.00 Urban Areasin the West Region

Memphis 1.18 0.30 4.00 Los Angeles-L. Beach-S.An

New Orleans 1.20 0.36 4.00 San Francisco-Oakland

Oklahoma City 1.15 0.36 2.50 Phoenix-Mesa

Richmond 1.11 0.36 2.50 Seattle

Birmingham 1.19 0.39 3.25 San Diego

El Paso Denver-Aurora

Tulsa Riverside-San Bernardino

Sarasota-Bradenton

Portland

Baton Rouge Sacramento
McAllen San Jose
Charleston-North Charleston | 1.15 Las Vegas
Knoxville 1.16 0.32 2.50 Salt Lake City
Columbia 111 0.39 1.50 Honolulu
Cape Coral 1.15 0.39 2.25 Tucson
Little Rock 1.07 0.32 2.00 Oxnard 1.10 0.42 2.50
Jackson 1.1Q 0.22 1.50 Fresno 1.08 0.38 2.50
Winston-Salem 1.11 0.23 1.50 Albuquerque 1.10 0.33 2.50
Pensacola 1.1] 0.37 1.50 Lancaster-Palmdale 1.0 0.32 2.50
Greensboro 1.1d 0.28 1.50 Indio-Cath. City-Palm Sprngs  1.08 0.37 2.50
Corpus Christi 1.04 0.16 1.50 Colorado Springs 1.13 0.27 3.00
Beaumont 1.10 0.15 1.50 Bakersfield 111 0.30 2.50
Laredo 1.14 0.23 1.50 Provo-Orem 1.14 0.35 1.50
Brownsville 1.18 0.24 1.50 Stockton 1.10 0.31 1.50
Urban Areasin the Midwest Region Spokane 1.12 0.15 1.75
Chicago Boise 1.06 0.48 2.00
Detroit 1.18 Anchorage 1.18 0.26 1.50
Minneapolis-St. Paul Eugene 1.08 0.23 1.50
St. Louis 1.14 0.25 4.00 Salem 1.14 0.29 1.50
Cincinnati 1.20 0.35 4.00 Boulder 1.18 0.22 3.00
Cleveland 1.16 021 | 4.00 Averages
Kansas City 1.13 0.23 4.00 Northeast Region 1.19 0.34 3.63
Milwaukee 1.15 0.26 4.00 South Region 1.17 0.42 3.34
Columbus 1.18 0.36 4.00 Mid-west Region 1.15 0.32 3.51
Indianapolis 1.17 4.00 West Region 1.17 0.43 3.47
Dayton 1.11 0.24 2.50
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Urban Area I Pgér';g'v' PKHrs Urban Area I Pgér';g'v' PkHrs
Omaha 111]  039| 2s50| [ TopQuariie

Akron 1.12 019| 250 2" Quartile

Grand Rapids 104 033| 250 3“ Quartile

Toledo 1.13 0.23 2.50 Bottom Quartile

Wichita 1.09 0.09| 250

Madison 1.11 0.30 1.50

4.4 Potential Predictor Variables

The selection of the most appropriate factors (ptedvariables) is key to the
validity of the analysis. The variables to be us&ith their expected effect, source, and
justification are reflected in the tables below a&tussed further in ensuing paragraphs.
Most variables have a national scope to facilitaieparisons between urban areas;
locally developed variables are avoided to theraxqpessible. Variables are linked
where applicable to the discussion in Section Rair(ts of Intersection between Theories
and Concepts, Travel and Urban Structure), withtehél “wild card” variables added
in an effort to address the congestion issue fradit@nal angles.

As noted above, congestion is often strongly grilced by the size of the urban
area, in that larger cities are more prone to csinge With this in mind, variables are
selected and expressed to control for the sizetefféor the most part, variables are
expressed in ratio terms in order to explore thadedying structural foundations of
congestion. Still size is an issue and its impurgain relation to structure is assessed
with specific population and size variables.

The use of only US urban areas in this study altve use of excellent sources of
secondary data, to include US Census data insath&ny forms (to include the American

Community Survey), Federal Highway AdministratiéiH{/VA) highway statistics, and
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TransCAD GIS and network data. Data from each of thesecssiare reliable, well
tested and almost universally accepted and areasis for most of the selected
variables. The specific data sources used indlailations are noted for each variable.
There are some differences in the data yearofoesf the variables. The year
2010 is considered the base year of the study atadad that year are the target of the
data collection effort, but there are many casesr&/R010 data are not available. In
these situations, the nature of the variables that they are expressed in ratio terms)
should serve to mitigate the problem. While mamasures will change with the growth
of a city over time, they often will change in tamal, so the ratios of the measures will
likely show less variation.
4.4.1 Variables Impacting Supplil.able 7 summarizes the independemtiables
impacting supply, with each variable discussedednsuing paragraphghe
justification column includes references to thepaad concepts discussed in Section 2.7

above.

Table 7: Variables impacting supply
VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Network* Size Percent change in| High/Negative| UMR Measure of inadequacy of
population 2000 tqg network size
2010 -Structural functionalism
-Lag-time concept
Political party Low/Negative | City Measure of transportation
control in 2000 Records investments
(political World- -Structural functionalism
affiliation of statesmen | -Political party trends
mayor) website
Network* Network miles per| Mod/Positive | FHWA Measure of network ability to
Density square mile Census accommodate demand
-Structural functionalism

° TransCADG® is a geographical information system3&hased transportation analysis platform produced
by Caliper Corporation, Newton, MA (http://www.qadir.com).
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VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Freeway miles peri Mod/Positive | FHWA Measure of network ability to
square mile Census accommodate demand
-Structural functionalism
-Land rent theory
Network* Freeway lane Mod/Positive | UMR Measure of network ability to
Structure miles per network FHWA accommodate demand
lane mile -Structural functionalism
-Land rent theory
Network* Freeway lane High/Positive | UMR Measure of network ability to
Robustness miles per thousand accommodate demand
commuters -Structural functionalism
-Land rent theory
Freeway miles + | Mod/ Positive| FHWA Measure of network ability to
arterial miles per UMR accommodate demand
capita -Structural functionalism
-Land rent theory
City Age (Census | Low/Negative | Census Measure of network ability to
urban area reached Wikipedia | accommodate demand
50k in population city pages | -Structural functionalism
(decades before -Changing urban needs over
2010)) time
Network* intra- | Network nodes/ | Mod/Positive | TransCAD| Measure of available alternate
connectivity Network links Census routes

-Structural functionalism
-Packet-switching network
theory

1)

*Unless otherwise noted, the network includestalets and highways in the urban area; i.e., those

that one would find on Mapquest or Google Maps

e Network Size (Percent change in population from@@02010). As an urban

area grows, there is a need for additional netwagacity to accommodate this

growth. More people require more roads. Unfortelyathere is a time lag

between the identification of this growth need #m&lprovision of the additional

capacity. When an area grows very rapidly, anysedwcapacity tends to be used

up rather quickly and congestion worsens before cegvacity can be brought on

line. The speed of growth, then, may be a fadfecting congestion, with more

rapidly growing areas having a larger congestiabj@m. Calculation: the 2000

and 2010 populations for each urban area as listdgt UMR are compared to

determine the percent change.
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Network Size (Political party control in 2000 aslicated by the political
affiliation of the mayor). With population growtagdditional transportation
network capacity is needed. The mode of this amidit capacity, however, can
come in several flavors: additional highways amdest, increased public
transportation, enhanced bicycle and pedestridmyagfts, or some combination
of these. Since most people choose to travel hyacal most municipal and
private-provider services are delivered by carstamcks (police protection, fire
and emergency response, garbage collection, nestdings, mail/package
delivery, lawn services, etc.), there is a needatltitional highway and street
mileage. Unfortunately, there are limited municipggources, and this need for
streets bumps up against the need for increags iother modes of
transportation. This allocation of resources issuesolved in the political arena.
Some anecdotal evidence suggests that Republieadtd favor adding capacity
to the street/highway network to allow people tiofw their revealed preference
for the automobile, while Democrats tend to favw other modes in a bid to
improve the sustainability of the urban area. Simaffic congestion is by
definition a street/highway problem and the modhare of non-auto travel is
quite small, the control of the municipal governmieyn Republicans would seem
to favor local congestion relief. Given the tinag in the identification of
network needs to additional supply, party contfdhe system would likely lag
as well. Even if the anecdotal evidence is inadrri¢is still of interest to
determine if political control has any correlatiwith the levels of congestion.

Still it should be noted here that not all locadds are controlled locally. Indeed,
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most of the higher functional classes of roadslagbways are maintained with
funds from outside the municipal government, egmfcounty, state and federal
agencies. Calculation: the city websites areenged to determine the mayor in
2000 and his/her party affiliation at that time.h&ve the political affiliation is not
readily apparent, additional websites (individutds collective sites such as
World Statesmen (worldstatesmen.org), newspapes, ®tc.) are consulted to
make this determination. Republican mayors aregaedia value of O;
Democratic mayors a value of 1.

Network Density (Network miles per square mileheTability to move about by
car within an area is affected by the supply cfestls and highways. A denser
network, then, would seem to favor easier moverardtless congestion.
Calculation: total urban area network mileage fitben Federal Highway
Administration’s (FHWA) Highway Statistics serie?0(0 Table HM-71) is
divided by urban area square mileage from the 2@b8us urban area list.
Network Density (Freeway miles per square mil&¥. measured by vehicle miles
of travel (VMT), automobile and truck travel occulisproportionately on the
upper level system, the arterials and freewaysother words, more traffic is
concentrated on the freeways than the local stre®tdenser freeway network,
like the network as a whole, would seem to favaiezamovement and less
congestion. Calculation: total urban area freewdgage from the Federal
Highway Administration’s (FHWA) Highway Statistisgries (2010 Table HM-

71) is divided by urban area square mileage froa2010 census urban area list.
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Network Structure (Freeway lane miles per netwarilelmile). The make-up of
the street grid is an important factor in the &pilo move from one point to
another. A typical automobile trip might involveoement from a local street to
a collector to an arterial to a freeway and backrlthe ladder to a local street.
Since VMT is disproportionately on the freewayg thtio of freeway lane miles
to total network lane miles may be linked to cortiges with a higher ratio
associated with lower congestion. Calculation: 2fd@é8way lanes miles come
directly from the UMR. Urban area freeway and rdaitaniles from the FHWA's
Highway Statistics series (2010 Table HM-71) aretsicted from total network
miles to get total non-freeway/arterial mileagejakhs then multiplied by 2 to
get non-freeway/arterial lane-mileage (assuminglames for all lower classes of
streets). This total is added to urban area fredarmg-mile and arterial lane-mile
totals from the 2010 UMR to get total network lanides. Freeway lane miles are
then divided by total network lane miles.

Network Robustness (Freeway lane miles per thousamunuters). The
robustness of the street grid is an indicator of aeell it does its job, which is to
allow vehicular movement. Since congestion tendsetmore problematic during
the morning and evening “rush hours,” the easeofrauter movement would
seem to be an important factor in the congestisumeis More freeway lane miles
per commuter would likely be associated with lemsgestion. Calculation: 2010
urban area freeway lane-miles from the UMR aredgigtiby 2010 urban area

commuters from the UMR.
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Network Robustness (Freeway miles + arterial npkscapita). Another
measure of the robustness of the street grid isi#eeof the upper level system
relative to the population. More upper level sgstailes per person should
translate into lower congestion levels. Calculatioeeway plus arterial miles
from the Federal Highway Administration’s (FHWA)dfiway Statistics series
(2010 Table HM-71) are divided by 2010 UMR populati

Network Robustness (City Age — census year whenrtb&n area reached 50,000
in population, measured in decades before 2018 ability and political will to
develop and maintain a robust street network dezi@d by a variety of factors.
Perhaps most important is cost. Legacy citiesdhuities that came into primacy
before the street car era (prior to about 1890)e laherited an infrastructure and
built-up area that were not constructed for the@muatbile. Costs, in both dollars
and cultural destruction/change, to retrofit theites for the automobile can be
quite high and are often prohibitive. Newer citiese not had this level of
constraint and city officials have had more latéud respond to the increased
infrastructure demands of cars. City age, thery, im@act network robustness
and congestion. While public transit, which legaities were designed for, will
remove some of the traffic from the streets, itag a major player in most cities,
especially the smaller ones. Commuters tend teparitomobiles for the
commute (Cambridge Systematics 2005). With reqjoecity age, older cities
would be expected to have more congestion. Cdloatacensus records, city
records and other websites are checked to detetimeneensus year when the city

reached a population of 50,000; that year is coetpbty 2010 to calculate the
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decades before 2010 measure. For example, Akemhee at least 50,000 in the

1910 census, 10 decades before 2010.
e Network intra-connectivity (Network links / Networlodes). The ability to move

from one point another is in large part a factothef number of routes available.
The more connected a network is, the more routeshas to reach a particular
destination and to avoid congested thoroughfal@sa-connectivity can be
measured by the ratio of nodes to links, with dérgatio being associated with
increased connectivity and lower congestion. Wimtsst VMT occurs on the
upper system (freeways and arterials), the intrazeotivity of the entire system
is used since additional routes on the collectdrlanal street system provide
drivers flexibility in when and where they access tpper level system.
Calculation: The 2010 census urban area boundgeydare exceedingly
complex and prove to be difficult to manipulateai®I|S, so this analysis is
carried out using 2010 census tracts. All tradgth wome portion falling in the
urban area boundary are selected and mapped isGfdh The 2006
TransCAD street layer (the most recent availalde@dded and a clipping
operation performed to find all the streets thitifdo the collective tracts. Links
are then divided by nodes.

4.4.2 Variables Impacting Demand. Table 8 sumrearthe independent variables

impacting demand, with each variable discusseterensuing paragraph$he

justification column includes references to thepaed concepts discussed in Section 2.7

above.
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|

|

|

|

Demand betweer
Urban Areas

based on city size
(population)

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Internal Commuters per Mod/Negative| UMR Measure of commuter
Productions square mile Census productions
-Social exchange theory
-4-Step Urban Travel Demang
Model
Persons per squateMod/Negative| UMR Measure of total productions
mile Census -Social exchange theory
-4-Step Urban Travel Demang
Model
Cars per Mod/Negative| Census | Measure of trip productions
household ACS12-1 | -Social exchange theory
-4-Step Urban Travel Demang
Model
Income per capitaj] Mod/Negatiye Census | Measure of trip productions
ACS12-1 | -Social exchange theory
-4-Step Urban Travel Demang
Model
Internal Employment per | Mod/Negative| Census | Measure of commuter
Attractions capita ACS12-1 | attractions
-Transportation demand is
derived
-Rational choice theory
-Various sociological theories
Persons per Mod/Positive | US Census Measure of other attractions
restaurant Economic | -Transportation demand is
Census derived
2007 -Rational choice theory
-Various sociological theories
External In-commuting Low/Negative| CTPP 5- | Measure of external
Productions flows per worker Year ACS | productions
(Jobs in UA tracts 2006-2010| -Social exchange theory
- Workers in UA -Land rent theory
tracts) -Transportation demand is
derived
Trip Distribution | Average Mod/Negative| Census | Measure of time on network
commuting time ACS12-1 | -Rational choice theory
in minutes -Land rent theory
Mode Split Percent of Low/Negative| Census Effects of decreasing highway
commuters in ACS12-1 | demand
single occupant -Rational choice theory
vehicles (SOV) -Various sociological theories
Transit vehicle Low/Positive | NTD Effects of decreasing highway
revenue miles per Census demand
square mile -Rational choice theory
-Various sociological theories
Variations in Dummy variables | Mod/Negative| UMR Measure of variations in

demand
-Rational choice theory

-Various sociological theories
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VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Dummy variables | Low/Unknowr Census Measure of variations in
based on demand
geography (US -Rational choice theory
region) -Various sociological theories

Internal Productions (Commuters per square mildle demand for
transportation is derived and a key source of dehmfrom commuters,
especially given that congestion is more commoimgduthe principal commuting
periods in the mornings and evenings. As the nurobeommuters per square
mile increases, one would expect congestion toevor€alculation: the 2010
urban area commuters from the UMR are divided Imanrarea square mileage
from the 2010 census urban area list.

Internal Productions (persons per square mile)ndJseasoning similar to that
above, the demand for transportation is also adteby the concentrations of
people other than just commuters. These peoplegalbdanefits from
transportation and so would generate trip produasticAs population densities
increase, one would expect congestion to increaseel. Calculation: the 2010
urban area population from the UMR is divided blyaur area square mileage
from the 2010 census urban area list.

Internal Productions (Cars per household). Jacebdafamously noted that
traffic congestion is “caused by vehicles, not kepple in themselves” (Jacobs
1961). People do, however, choose to drive vehidspecially when they are
readily available. Several studies have founditihakeased car ownership is
associated with increased travel (e.g. Aftabuzza2@dr). It therefore seems

likely that increased car ownership would alsoiblked to increased congestion.
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Indeed, “autos per household” is a factor in trgmeration in the four-step model
(Martin and McGuckin 1998). Calculation: the urlzaea data from the ACS
2012-1, Table DP-04 includes the total number afsetiolds and the numbers of
households with 0, 1, 2, 3, 4+ vehicles, respelstiv&he total vehicles is
calculated (assuming that no households had mareftiur vehicles) and then
divided by the total households.

Internal Productions (Income per Capita). Incomal$o a factor in the trip
generation calculations (Martin and McGuckin 199@jh higher incomes being
linked to increased travel. Increased travel sdéely linked to increased
congestion, so cities with higher incomes are Yikelhave worse congestion.
Calculation: Income per capita is taken directbynirthe urban area data in ACS-
2012-1, Table DP-03.

Internal Attractions (Employment per capitdeople travel to get somewhere
and a key attraction is work, especially since estign is largely a “rush hour”
problem, especially in the smaller urban areagarB, more jobs available for
each man, woman and child generate more commuibrsh in turn increases
the potential for congestion. Calculation: Taalployment data from the urban
area data in ACS-2012-1, Table DP-03 is dividegdyyulation data from the
same table.

Internal Attractions (Persons per restaurantsppkealso travel to take
advantage of the many amenities that lie withinut®n area. Restaurants are
used here as a proxy for these amenities. In theabl# much of the developed

world, there are three times of the day when ma@sisually consumed. Two of
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these meal times (breakfast and supper) coincittetive morning and evening
“rush hours” and the third (lunch) occurs during thid-day traffic spike.
Restaurant customers frequenting these facilitiegng these time periods can
add to the traffic burden. Since restaurants arelly opened in response to
demand (and demand has risen with the rise of hwome households), and one
might expect the greater the number of restaug@ertsapita, the greater the
congestion. Conversely, the greater number ofopsrper restaurant would
likely be associated with lower congestion. Catioh: The metropolitan area
population from the ACS-2007-1, Table DP-05 is déd by the number of
restaurants for metropolitan areas (urban areaislaiat available) from the 2007
Economic Census (the most recent year availabd)ile this geography may not
be the same as the rest of the study (metropditaas vs. urban areas), the ratio
of people to restaurant seems likely to be leseddretween the two areas.
External Productions and Attractions (In-commufilogvs per worker: Jobs in
UA tracts - Workers in UA tracts). The hinterlarafsan urban area serve two
key purposes: markets for finished goods and sesvand sources for raw
materials and workers. With today’s globalized ke#s resulting in large part to
decreased transportation costs, it is the soureedders that is arguably the
hinterlands’ most important purpose. These in-lbocmmmuters can add
significantly to the network burden, especiallytba upper level system which
they typically use most often. (In this regardcommuting flows might be a
measure of network inter-connectivity, as well.pednight reasonably expect

that the higher the share of commuters from outgidairban area, the greater the
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congestion. Calculation: The UA census tract wayKevorkers by place of
residence) from the CTPP 5-Year ACS 2006-2010 @& acted from the UA
census tract jobs (workers by place of work) friwe $ame source to determine
the net flow into the UA from the hinterlands. {§hAssumes one worker per job
and no out-commuting. If one worker has more tha@ job, in-commuting
would decrease; if there are some out-commutessommmuting would increase.
It seems likely that these assumptions would &t lpartially offset one another.)
This net in-flow is then divided by the UA censtect workers.

Trip Distribution (Average commuting time in ming)e The time it takes people
to travel to work is a straight-forward measuréhaf extent they use the network.
The longer they travel, the longer they are orstheets and freeways and the
more they add to the burden on the network, wHitleavy enough, becomes
congestion. Calculation: Mean travel time to warkaken directly from urban
area in the ACS-2012-1, Table DP-03.

Mode Split (Percent of commuters in single occupahicles (SOV)).The vast
majority of commuters drive to work alone. Theexd& been extensive efforts to
encourage the public to commute in other than S@¥asit, carpools, vanpools,
bicycles, etc.), but as yet, these efforts havenadtmuch success. The number
of commuters using SOVs has a direct impact omtimeber of cars on the roads
and hence, a direct impact on congestion. It sddely that a larger share of
commuters using SOVs would be associated with hilgivels of congestion.

Calculation: Workers commuting to work who droverad from urban area data
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in the ACS-2012-1, Table DP-03 is divided by th&altavorkers commuting to

work from the same source.

Mode Split (Transit vehicle revenue miles per squaile). Not all travelers use
the street/highway network in their own vehiclesng use public transportation.
While this percentage is quite small in most urbeeas, it is likely to have some
impact on congestion. The number of riders isciéi@ by the availability (and
quality) of transit service; the more that tramsiable to satisfy the derived
demand for transportation, the more likely it isatract riders. One manner of
assessing transit availability is using the nundfeniles transit vehicles travel to
provide their service per square mile. It seek®yithat more densely packed
transit vehicle revenue miles would be associatiéid wcreased ridership and
lower congestion. Calculation: 2010 vehicle revemiles for all types of transit
from the National Transit Database are divided than area square mileage from
the 2010 census urban area list.

Variations in Demand (Dummy variables based onsiitg and geography).
There are likely to be variations in demand basethe cultural aspects of the
urban area’s populace. Interest groups and mefergroups help shape demand
and these associations vary. Two basic ways esasy differences in travel
demand are by city size (by population) and citaton. People in larger cities
with perhaps larger congestion problems might adagttravel less, which might
offset some congestion. Larger populations, howeare likely to have more
aggregate travel, outstripping any such offsetschvbould reasonably lead to

worse congestion. People in different parts ofdtentry might also travel
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differently and there may be differences in theaarplanning cultures and city
amenity expectations in different regions. The reatf these impacts on
congestion, while expected to be small, are unkno@alculation: Four variables
are created for each of the two categories (c#y and geography). Recognizing
that the use of all four variables of the samegmtgin a single analysis leads to
perfect collinearity and that some analytical meghoannot handle perfect
collinearity, the number of dummy variables usell be reduced as needed.
This will be discussed in the methods section beldWe city size dummies are
based on the four population categories of the 20K (small cities, medium
cities, large cities and very large cities). Tleegraphic dummies are based on
city location within the four 2010 census regio8sijth, Northeast, Midwest, and
West).

4.4.3 Variables Impacting FlowTable 9 summarizes the independent variables

impacting traffic flow, with each variable discudsa the ensuing paragraphghe

justification column includes references to thepaead concepts discussed in Section 2.7

above.

Table 9: Variables impacting flow

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Trucks Percent of trucks Mod/ FHWA Measure of truck impact on
on freeways Negative flow
-Differences in truck-car
nimbleness
Distracted Percent of Low/ Census Measure of flow interruptions
Driving population 16-24 Negative | ACS12-1 | due to distracted drivers
plus percent of -Consequences of human
population 65 and interaction
over -Loss aversion
Intersections with| Nodes per Mod/ TransCAD | Measure of flow interruptions
traffic signals and| network mile Negative | Census due to signals/signage
stop-controlled (upper level -Queuing theory
sighage system only)
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VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Road Condition Pavement Low/ TRIP Urbar Measure of decreases in flow
condition (percen{ Negative | Roads caused by lower speeds due tq
in poor condition) Report poor pavement
-Human nature and driving
skills
Traffic Incidents | Accident rate x Low/ NHTSA Measure of flow interruptions
VMT per capita Negative | FHWA due to traffic accidents
UMR -Consequences of human
interaction
-Loss aversion
Weather Annual Low/ NCDC Measure of flow interruptions
precipitation Negative due to bad weather
-Mother nature and geography|
Special Events Number of upper Low/ Various Measure of flow interruptions
level sports teams  Negative | Internet due to special events
Websites | -Structural functionalism
-Social exchange theory

e Trucks (Percent of trucks on freeways). The fldwraffic can be adversely

affected by vehicles that are less nimble thamthren. Trucks fit this

description; moreover they often present obstacdéise line of sight of nearby
drivers impacting their ability to react in traffid ogether these truck
characteristics can reduce throughput and congitmitongestion. Since truck
traffic largely uses the upper level system anplarticular, the freeways, the
focus of this measure is there. A larger percentddrucks would likely have a
larger negative impact on congestion. Calculatidre percent of each state’s
urban VMT comprised by trucks is published in tleel&al Highway
Administration’s (FHWA) Highway Statistics serie?008 Table PS-1, the most
recent available). These data are allocated taruabeas based on their primary
state.

e Distracted Driving (Percent of drivers 16-25 plesqent of drivers over 65). The

flow of traffic can also be affected by distractedhttentive, or less responsive
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drivers. In general, younger drivers and oldevets are more at risk for
distracted driving and being slow to respond tdhigy conditions. If this is
true, then the more of these drivers on the netwtbekmore likely congestion
will be present, as well. Ideally, driver datadme by urban area would be used
for this variable. Unfortunately, these are natilable and census age data are
used as a surrogate. (This approach does assutibelpercentages of drivers in
each age group are uniform across the nation. mhisnot always be the case,
however, especially in areas where alternativespartation modes are readily
available.) Calculation: This measure is calculated from thsaorarea sex and
age data in the ACS 2012-1, Table DP-05.

Intersections with traffic signals and stop-cor&dlsignage (Nodes per network
mile for the upper level system only). The smdtdiv of traffic is interrupted by
design at many intersections in the network tovallacreased access. These
interruptions can significantly reduce throughpod @ecrease the available
capacity. An increased number of intersectionséx is likely associated with
increased congestion. Calculation: The 2010 censhen area boundary layers
are exceedingly complex and prove to be difficoltrtanipulate in a GIS, so this
analysis is done using 2010 census tracts. Adtgraith some portion falling in
the urban area boundary are selected and mapgednsCAD. The 2006
TransCAD street layer (the most recent availalde@dded and a clipping
operation performed to find all the streets thitifdo the collective tracts. This

street file includes TIGER line file data on theég of roads and streets. The
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primary, secondary, and connecting roads are saggggnode counts and link
lengths are summed, and total nodes are then dilagéotal length.

Road Condition (percent of pavement in poor coadjti Traffic flows faster and
more smoothly on good pavement than on poor pavenkavement in poor
condition (i.e., is rough and bumpy) can causeadlsivo reduce speeds and
thereby reduce throughput. Calculation: datakisrigrom the 2013 TRI®

Urban Roads Report, which is based on a 2011 FHWyey of state
transportation officials on the condition of magbate and locally maintained
roads and highways (Interstates, freeways, and atterial routes). Pavement
condition is determined from a uniform pavemenhiatndex.

Traffic Incidents (Accident rate x VMT per capita)raffic incidents are perhaps
the key source of total travel delay, but theyrae-recurrent (although often
common). Nonetheless, delays associated withrdlffectincidents are typically
captured in the congestion calculations in the trdability Report™*
Calculation: daily VMT miles from the Federal HigaywAdministration’s
(FHWA) Highway Statistics series (2010 Table HM-at¢ multiplied by 365 to
determine annual VMT, which is then multiplied Ime thational crash rate
calculated from the 2010 Data Summary from thelfatnalysis Reporting

System (FARS) General Estimates System (publisiggtdoNational Highway

Y TRIP is a Washington, DC-based nonprofit orgaitzethat researches, evaluates and distributes
economic and technical data on highway transportasisues.

' Current TTI methodology calls for real-time measuof traffic speeds, which will capture travelrfro
any origin and to any destination as long as ipleas during the measured periods. These speeds are
annual average of traffic speeds for each secfiooanl for every 15 minutes of each day for a tofa72
day/time period cells (24 hours x 7 days x 4 pegipdr hour) (Schrank, Eisele, and Lomax 2012).



79
Traffic Safety Administration (NHTSA)). Finallyhis crash total is divided by

the 2010 UMR UA population.

Weather (Annual precipitation). Weather issuesudiquitous; all urban areas
have them, but some areas may be more impacteadthars. Annual
precipitation is used to represent all weatherassince life goes on in the rain in
a way that it does not during hurricanes, tornadod,snow and ice storms.
Since rain tends to slow down traffic and redueeughput, one would expect
that higher annual precipitation totals would bgoasated with greater
congestion. Calculation: Monthly precipitation @&om the 2010 Annual
Climatological Summaries (published by the Natic@knate Data Center and
providing historical monthly temperature and préefon data for reporting
stations throughout the United States) is summegtt@nnual totals. One station
is selected for each urbanized area; when themmaltiple stations available in

an area, primacy is given to those stations adjdoemajor airports and those
with complete data. In one case (Riverside-San&dmo), complete data is not
available for 2010. In this case, the average ahprecipitation for Riverside-
San Bernardino from The Weather Channel websiisesl instead.

Special Events (Number of upper-level sports tearBgecial events can be a key
cause of non-recurrent congestion as they becgmoenaof convergence on the
traffic grid. There are numerous special events given urban area, too many to
assess in a macro-analysis like this one. Morealetailed data on special events
by urban area are not available. As a surrogatalfgpecial events, the number

of upper level (NCAA Division |, Minor League, ainljor League) sports teams
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is used, with the acknowledgement that this sutegaimperfect. Still, sporting
events of such teams routinely occur, at leastim, pluring the evening commute
where any traffic delays associated with the eaeatcaptured in the congestion
calculations in the Urban Mobility RepdftCalculation: base data from the
website 50States.com (listing the sports teamsadh state by location) is
crosschecked against city websites and lists depstonal sports teams, minor
league baseball teams, NASCAR racetracks, and NDA&Ion | institutions in
Wikipedia.
4.4.4 Variations across Urban Areas of VariableeRtially Impacting Congestion
(Measures of Spread)he above variables are single variables repreggat entire
urbanized area. Itis almost certain that thesmme variation in these variables across
the urban area, variations that may have some ingpacongestion. This variation can
be thought of as an unequal distribution of thesueain question and a method is
needed to assess unequal distribution. There aesadeneasures that could be used here,
to include the variance, the standard deviationthadsini coefficient. The first two are
related (the standard deviation is the squareabthte variance) and measure the
variation around the mean. Small variances antlata deviations indicate that the data
dispersion is close to the mean, while high vamearadicate that the data are more
dispersed from the mean. In the former case, dtee pbints are closer to one another
than in the latter case. Small and high variancesiever, are relative and their

meanings are not always straightforward.

12 Current TTI methodology calls for real-time measuof traffic speeds, which will capture travelrfro
any origin and to any destination as long as ipleas during the measured periods. These speeds are
annual average of traffic speeds for each secfiooan for every 15 minutes of each day for a tof&$72
day/time period cells (24 hours x 7 days x 4 pegipdr hour) (Schrank, Eisele, and Lomax 2012).
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On the other hand, the Gini coefficient conveysameg in the coefficient itself.
Developed by and named for Italian sociologist @dor Gini, the Gini coefficient is a
dimensionless measure of statistical dispersiort smamonly used to assess the equal
distribution of income and wealth. Coefficientaga from O to 1, with O indicating
perfect equality (all measured units have an egjoate) and 1 indicating perfect
inequality (one measured unit has all). The Gasfticient is the ratio of the area
between the Lorenz curve (developed by economist Maenz to assess wealth
distribution) and the perfect equality line to Hrea under the perfect equality line
(Figure 3.) Since Gini coefficients are betweean@ 1, comparisons can be readily

made between variables.

Calculating the Gini Coefficient
100
1]
§ Perfect Equality Line Gini= ]
£ + [
I
)
=]
8
§ Lorenz
T Curve
o
Percentage of Population 100

Source: Spagnoli 2008
Figure 3: Calculating the Gini coefficient
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Calculation: Online calculators are used to deteentihe Gini coefficients. To ensure
correct calculations, two different calculators ased and the results are crosschecked.
The first calculator offers extensive explanatatylés and graphs (Wessa 2014), while
the second is much easier to use (Had2Know.com)2ah4eneral, for each of the 100
urban areas, eight variables are calculated faresifus tracts inside or partially inside
the urban area boundary, and then the Gini coefftare calculated for each of the eight
variables. As noted above, the Gini coefficiedirmensionless, so there are no units of
measure, but it is based on census tract datehentuimbers of tracts in urban areas vary
widely from 4,454 in New York to 32 in Boulder.

Table 10 summarizes these Gini coefficient vaaapWith each variable
discussed in the ensuing paragraphise justification column includes references to

theories and concepts discussed in Section 2.7eabov

Table 10: Measures of spread across urban areasceasts

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Network Layout | Gini coefficient off Low/Negative| CTPP 5- | Measure of network layout
population per Year ACS | efficiency
network mile 2006-2010| -Structural functionalism
TransCAD | -Changing urban needs over
time
Gini coefficient of | Low/Negative| CTPP 5- | Measure of network layout
workers per upper Year ACS | efficiency
level network mile 2006-2010| -Structural functionalism
TransCAD | -Changing urban needs over
time
Internal Gini coefficientof | Low/Negative| CTPP 5- | Measure of trip productions
Productions car ownership Year ACS | -Social exchange theory
(aggregate 2006-2010| -4-Step Urban Travel Demand
vehicles per HH) Model
Gini coefficient of | Low/Negative| CTPP 5- | Measure of trip productions
median income Year ACS | -Social exchange theory
per HH 2006-2010| -4-Step Urban Travel Demand
Model
Gini coefficient of | Low/Negative| CTPP 5- | Measure of time on network
workers per capita Year ACS | -Level of mixed land use
2006-2010| -Land rent theory
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VARIABLE EXPECTED

CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION

Urban Spatial Gini coefficient of | Mod/Negative| CTPP 5- | Measure of degree of
Structure employment Year ACS | monocentricity

(jobs) density 2006-2010| -Central place theory
-Land rent theory

Gini coefficient of | Mod/Negative| CTPP 5- | Measure of degree of
jobs/HH balance Year ACS | monocentricity
2006-2010| -Central place theory
-Land rent theory

Gini coefficient of | Mod/Negative| CTPP 5- | Measure of degree of
jobs/worker Year ACS | monocentricity
balance 2006-2010| -Central place theory
-Land rent theory

e Network Layout (Gini coefficient of population peetwork mile). The network
layout itself is important in the flow of peoplecagoods and access to the
network essential to fully participate in what tiban area has to offer. The
equality of this access may have an impact on ciiaye with a larger disparity
of access (higher Gini) being associated with noorggestion. Calculation:
Population data from the Census CTPP 5-Year AC$-2000 is divided by
network mileage from the 2006 TransCAD Street Layer

¢ Network Layout (Gini coefficient of workers per wgrdevel network mile). The
upper level network is important for the commuted @a access may make
commuting faster and more convenient. The uppe&l kystem (freeways,
expressways and major arterials and connectorsgsdhe major portion of
commuters, who presumably use it because it affiadel time advantages. Less
access to this system may be associated with l@ogemutes and more
congestion and less uniform access (higher Ginj) bealikewise associated.

Calculation: Employment by place of work data frdra Census CTPP 5-Year
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ACS 2006-2010 is divided by upper level networkeade in the 2006 TransCAD

Street Layer (selected using Census TIGER codes).

Internal Productions (Gini coefficient car ownership (aggregate vehicles per
HH)). As noted above, car ownership is a factdh@trip generation process —
the more cars a household has, the more tripskesiaAn unevenly distributed
number of cars (higher Gini) across the networkhhigake the network
unbalanced (depending, of course, on the netwgdutx and lead to more
congestion. Calculation: aggregate vehicles paséhold are divided by the
number of households, both from the Census CTPR&-XCS 2006-2010.
Internal Productions (Gini coefficienf median income per HH). In a similar
manner as car ownership, higher median incomeasa@ciated with increased
trip-making, and unevenly distributed income milglatd to an unbalanced
network and higher congestion levels. Calculatrardian household income
data is taken directly from the Census CTPP 5-Y38 2006-2010.

Internal Productions (Gini coefficient of workersrcapita). Like the two above
variables, an unequal distribution of workers milglaid to an unbalanced network
and higher congestion. Calculation: workers bg@laf residence are divided by
the population, both from the Census CTPP 5-Yea$ 2006-2010.

Urban Spatial Structure (Degree of mixed land w8 (Gini coefficient of
employment density). Most urban theorists hold thig design is a key factor in
the demand for travel in general and travel byicgarticular. Well-designed
cities with mixed LU allow people to travel lesgesf and less far. The degree of

mixed LU can be measured by the spread of employawnss the city
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landscape. While this measure is not perfectogsahot differentiate between
types of use), it does allow ready comparisonssscuoban areas using easily
accessible data. If these urban theorists aredpifower levels of mixed use
development (higher Ginis) would be associated Wigfmner congestion.
Calculation: Calculation: workers by place of wordm the Census CTPP 5-Year
ACS 2006-2010 are divided by the area from the JTHD census tract layer.

e Urban Spatial Structure (Degree of mixed LG)ni coefficient of jobs-household
balance). Another measure of mixed LU is the ratimbs within a census tract
to households and how this measure is spread ougjththe urban area. Lower
levels of mixed use development (higher Ginis) widug associated with higher
congestion. Calculation: workers by place of war& divided by the number of
households, both from the Census CTPP 5-Year A©Q8-2010.

e Urban Spatial Structure (Degree of mixed L(B)ni coefficient of jobs-worker
balance). Similar to the jobs-household balarteejdbs-worker balance gets at
the degree of mixed LU issue. An even balancesadtte city (lower Gini)
would be good for congestion. Calculation: workeysplace of work are divided
by workers by place of residence, both from thes0srCTPP 5-Year ACS 2006-
2010.

4.4.5 Other Variables Potentially Impacting Cortiges Table 11 summarizes other
independent variables of interest, with each véidiscussed in the ensuing paragraphs.
The justification column includes references tootiess and concepts discussed in

Section 2.7 above.
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D

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Centrality Percent of Mod/Negative| CTPP 5- | Measure of the spread of
Employment in Year ACS | employment
Job-Rich, Job- 2006-2010| -Central place theory
Dense Tracts TransCAD | -Land rent theory
Sprawl Percent of Mod/Negative| CTPP 5- | Measure of the spread of
Population in Job- Year ACS | population
Poor Tracts 2006-2010| -Central place theory
TransCAD | -Land rent theory
Urban Spatial Degree of poly- Mod/Positive | Lee and | Measure of degree of
Structure centricity (higher Gordon monocentricity
more poly) (2007) -Central place theory
-Land rent theory
Land Costs Housing Mod/Negative| Int'l Measure of the bid-rent
affordability Housing function
Afford. -Land rent theory
Survey
Government Percent of Low/Negative| Census Measure of private-public
Employment employees ACS12-1 | employment split
working for -Degree of peak hour
government participation
8-hour work day | Percent of Low/Positive | Census Measure of employees not
employment in ACS12-1 | working a standard 8-hour da
retail -Rational choice theory
-Degree of peak hour
participation
Creativity Patents per 1000| Low/Positive | Brookings| Measure of participation in the
workers Institute status quo
-Transportation demand is
derived
-Rational choice theory
-Various sociological theories
Activity Density | Real GDP per Mod/Negative| BEA Measure of city density of
VMT UMR activity
FHWA -Structural functionalism
-Social exchange theory
Size Urban area squarg Mod/Negative| Census Measure of city size
miles -Rational choice theory
-Various sociological theories
Size Urban area Mod/Negative| Census Measure of city size
population -Rational choice theory

-Various sociological theories

e Centrality (Percent of Employment in Job-Rich, Idnse Tracts). A principal

characteristic of city formation is centrality. deed, the centralizing of people

and economic interests are the essence of cityaj@went and the central
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business district (CBD) is commonly synonymous \thité city as a whole, often
providing the primary source of employment for &mire urban area.
Unfortunately, the CBD is an uncertain geography ismnature can vary from
city to city. Moreover, as cities grow over tintee CBD often ceases to be the
primary source of employment; multiple nuclei ar@gel employment is
centralized at multiple nodes throughout the urbeshiregion. Regardless of
whether there is a single employment center oripleltenters, commuter traffic
will tend to converge on these centers, generatimgestion, especially during
the morning and evening commutes. The degreeraferuration of employment
in these employment centers should vary with camnggswith a greater
concentration being associated with greater coragestf this idea is true, then
defining these concentrations becomes the challeWjgen identifying the CBD
(or any other employment center), how far out dbesboundary extend? Should
non-contiguous areas be included? Most oftengdesions of employment
centers include some measures of employment debsityhere is no industry
standard. Employment centers are identified he®asus tracts in terms of job
richness and job density. Calculation: workerplagce of work (jobs) are
compared to workers by place of residence, botim fitee Census CTPP 5-Year
ACS 2006-2010, to identify job-rich tracts (traetgh at least twice as many jobs
as workers). Workers by place of work are dividgdhe area to determine
employment density by census tract, which is coegbém average employment
density for all tracts to identify job-dense trafttacts with at least five times the

average jobs per square mile). The jobs in tihetsare both job-rich and job-
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dense are then summed and compared to the totainabl tracts. Note that job-
richness and job-density are relative measurestighimess is a function of the
jobs-to-worker ratio and job-density is a functmfrthe tract jobs per square mile
relative to the urban area average jobs per squiee Relative measures will, of
course, vary from city to city, but so too will thetion of centrality — what is
considered “central” in Laredo might be considdogé New Yorker to be just
another neighborhood.

Sprawl (Percent of Population in Job-Poor Tracthile the definition of sprawl
varies among the term’s users, most will agreespedwl involves some form of
low density development. It is thought by manyt gsf@awl leads to increased
congestion by increasing the driving needed to@wae the longer distances
between productions and attractions (Newman anaviighy 1999). If this is
true, then greater sprawl should be associatedgugater levels of congestion.
Like the employment centers above, sprawl is diffito define, much less
measure. It is likely that the effects of spravd at least partially included in
some of the demand-focused and spread-focusediexiabove. The net in-
commuting flows, in particular, provide a measursgrawl, although they would
likely include some people from outside the linfsprawling development. For
this study, sprawl is defined in terms of the peted the population living in job-
poor census tracts (those without sufficient jairsttie workers who live in those
tracts). Calculation: workers by place of wordh§) are compared to workers by
place of residence, both from the Census CTPP 5-X€& 2006-2010, to

identify job-poor tracts (tracts with at least tevias many workers as jobs). The
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population in tracts that are job-poor are thenrsechand compared to the total
population in all tracts.

Urban Spatial Structure (Degree of poly-centricitykin to the ideas of
centrality and sprawl is the nature of the urbaatigpstructure; whether it is
mono- or polycentric. This harkens to the disaussif the models of urban
development (Section 2.6.3), which notes that #greke of centralization and
spread of the economic drivers affect the resukitnget network and the traffic
flows over that network. There has been some relselne on developing
measures of dispersion and centralization. Onabteeffort is by Lee and
Gordon (2007), who ranked the larger US metropoligeas using measures of
dispersion, decentralization and poly-centricityneir poly-centricity metric is a
ratio of the employment in all the primary employrheenters (less the CBD) to
the employment in the all primary employment cenfes include the CBD). The
CBD and employment centers were identified usiggagraphically weighted
regression (GWR) procedure that identified peakbénemployment density
surfaces across census tracts, with peaks havingvi® 10,000 jobs or more to
gualify as employment centers. Since congesti@ncgncentration issue, it is
expected that the higher this metric, the more qoelytric the city is and the
better the congestion problem will be. Calcwolati This measure is taken
directly from Lee and Gordon (2007), which is basad2000 data. Although this
data is ten years older than the 2010 base yearfaathis study, it should not be

too troublesome; urban spatial structure shouldlde to change, especially in
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the larger cities, and any changes that might occarten year period would
likely be towards increased poly-centricity and gram concentration.

Land Costs (Housing affordability). A sprawlingtoof development tends to
follow the availability of cheaper land for deveiopnt. Cheaper land typically
leads to cheaper, more affordable housing. Thisatso be accompanied by an
increase in the consumption of land and housingghwvban in turn lead to more
sprawl. This is a key reason that propels urbaasato seek to control sprawl
(and development along with it) by enacting variadsan containment
regulations. A side effect of such regulationthesincrease in the cost of land
and the decrease in the affordability of housingq013). Urban containment
regulations are often associated with increaseuhpig activities designed to
steer urban development towards a particular visatimer than allowing the city
to grow and develop on its own. Such increasednhg activities are in turn
associated with non-auto focused transportationtisols, suggesting that
network supply may not be expanding as much aseaeeld thus seems
reasonable that decreased housing affordabilégseciated with increased
traffic congestion. Calculation: The affordabilityeasure used is the median
multiple (the ratio of the median housing costite mmedian household income)
and is provided in the 7th Annual Demographia imaéional Housing
Affordability Survey (2010: 3rd Quarter) (Cox 2011)

Government Employment (Percent of employees worfan¢pcal government).
Is there a difference in the congestion genergim®ential of the private and

public sectors? Government workers are viewed agyras nine-to-five clock
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punchers. If this assessment is correct, themugbkt expect that a larger percent
of employees working for government would be assged with greater levels of
congestion since the government workers wouldatfirmute during prime rush
hours. It is recognized that this assessment nmighbe correct and that the
average government worker might works odd houitsis might be especially
true with emergency, law enforcement, and milifaeysonnel. It is tested as
noted, however, and any contrary findings are a$d@ in the results section
below. (Itis also recognized that there are almemof state capitals, as well as
the national capital, included in the studied urbegas and that these cities are
likely to have a larger percentage of governmenkess. As the study is
concerned with the background characteristics tinkéh congestion and is not
comparing cities head-to-head, this should not peblem. If the percentage of
government workers is an important correlate, thencongestion in these
capitals would reflect this.) Calculation: Thisaseare is calculated from urban
area class of worker data in the ACS 2012-1, TBHe03.

8-hour work day (Percent of employment in retaNMuch of the congestion
problem centers around the morning and evenindh“hasirs” as commuters
move back and forth to work. These peak travebperexist largely because of
the standard 8-hour workday. Not all workers hignese hours, however, and
many travel during “shoulder periods” (those adjade the peak) or non-peak
periods. These workers are often in retail, sqogreentage of employment in the
retail sector may be linked to congestion, withghlr percentage of retail

employees linked to lower levels of congestion.cGlation: This measure is
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calculated from the urban area employment by inglukita in the ACS 2012-1,

Table DP-03.

Creativity (Patents per 1000 workers). There hesnlkextensive research on the
creative class, a socioeconomic class developegamdarized by economist
and social scientist Richard Florida in a numbepuiilications beginning in 2002
with The Rise of the Creative ClasBlorida believes this group to be a primary
propellant of technological advancement. Urbaasweith a large and well-
established creative class will edge ahead ofscitiéh a less developed creative
class. While the traits of the creative classaarenany and varied as they are
with people in general, a key characteristic seenie the ability to think
creatively, outside the box, to tackle problems degelop solutions. This
involves a certain degree of challenging the stqtus The creative class might
be expected to do things some differently, suchw@ging a non-standard work
week (odd hours or working outside the office),diang less commonly used
modes of transportation (transit, bike, or walkirag)d having a less economic
focus on their productive working hours. With the®tions in mind, one might
expect that a more developed the creative clastdv@uassociated with lower
congestion levels. Calculation: The creativityasiere used is the patents per
1000 workers and is provided in a Brookings Insitiiu study on patenting and
innovation in metropolitan America (Rothwell et 2013).

Activity Density (Real GDP per VMT). People tratelgo someplace. More
destinations provide more opportunities and latgban areas tend to have

disproportionately more destinations; i.e., urbeeaa enjoy benefits from
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agglomeration. Increased levels of urban actias/measured by money
available to spend, are likely associated witheased congestion. Sivak (2013)
examined the relationship between economic act{(@GfyP) and the amount of
driving (VMT) for the 50 states and the District@blumbia using the metric
GDP per VMT. He found that in 2011, GDP/VMT faates ranged from
$30.04/mile in DC to $2.51/mile in Mississippi, tvih US median value of
$4.66/mile. This study uses this same metricautibanized area level.
Calculation: 2010 real GDP per capita for each' ityetropolitan statistical area
from the Bureau of Economic Analysis is expandethéurbanized area using
the population data from the UMR to get total I88lP. Real GDP is then
divided by annual VMT (daily VMT data from the FHWAighway Statistics
series (2010 Table HM-71) multiplied by 365).

Size (Square miles of Urban Area Footprint). Caitige is a problem of
concentration — too many cars using too little c#tyaat a point in time. It seems
likely that a larger “driver shed” (the area frorhieh the drivers come) would
have a greater potential for cars to concentrkitthis is true, then a larger city
would likely have worse congestion than a smaliigrimply based on the city
footprint. Calculation: The urban area square agéeis taken directly from the
2010 census.

Size (Urban Area Population). In a like mannewaould seem that a more
populous “driver shed” would also have a greateeiptoal for cars to concentrate.
If this is true, then a more populous city wouldely have worse congestion than

a smaller city simply based on the numbers of propl dummy variable is
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already being used to address the demand aspdtis pbdpulation issue, with a

focus on the size delineations used in the UMRIis Variable addresses the

population issue without regard to category. Glakion: The urban area

population is taken directly from the 2010 UMR.

4.5 Variable Roll-up

Table 12 lists the 55 variables (3 dependent @itd&d&ependent) along with

selected descriptive statistics. Shaded varidides some missing observations.

Table 12: Study variables with selected descriptiatistics

Variable Description Variable Code n Minimum | Maximum Mean d S.tdt

eviation
Dependent Variables

Travel Time Index (TTI) TTI 100 1.04 1.37 1.17 0.07

Portion of lane miles thatare | o, \cong 100 0.09 1.28 0.40 017

congested

Length of Peak Periods PkHrs 100 1,50 8100 3.45 514

Independent Variables | mpacting Supply

Percent change in population L

2000-2010 PctPopCh 10Q -5.49 71.21 17.66 13)03

Political party control in 2000 | Rep-Dem 97 0.00 1.00 0.69 0.46

Network miles per square mile NetMi_SqgMi 100 4,59 3.45 11.00 4.06

Freeway miles per square mile FwyMi_SqgMi 1p0 0]08 .671 0.32 0.17

Freeway lane miles per network v\ \1 Netm | 100 0.02 0.17 0.07 0.0p

lane mile

Freeway lane miles per 1000 | v\ v kemir | 100 0.25 2.99 1.36 0.50

commuters

E;g‘i“'t‘;"ay and arterial miles per | oM cap | 100 287.89 1627.0p  755.85  256/57

City Age (decade before 2010

when city reached 50k in DecBeforeNow 99 0.00 21.00 9.83 4.36

population)

Network links per Network node  Links_Node 100 1/11 1.45 1.27 0.0§

Independent Variables | mpacting Demand

Commuters per square mile Cmtr_SqgMi 100 602.53 &8 1470.35 717.5¢

Persons per square mile Pers_SqgMi 100 1150.29 B631. 2875.88 1443.76

Cars per Household Veh_HH 100 1.17 2109 1.68 0.12

Income per Capita Inc_Cap 100 13391J00 46808.00 7282 5425.16

Employment per capita Empl_Cap 100 035 0.57 0.46 .04 0

Persons per restaurant Pers_Rest 94 541.95 1094.78 710.99 83.40

In-commuting flows per worker Inflows_Wkr 100 -Q.2 0.54 0.05 0.09

Average commuting time in | A0 c1iTime 100 17.60 35.20 23.90 3.64

minutes

Percent of commuters in single| o, g, 100 48.94 87.28 77.85 6.46

occupant vehicles (SOV)
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Variable Description Variable Code n Minimum | Maximum Mean d S.tdt
eviation
Transit vehicle revenue miles per oy s 100 0.00| 278438.26 41741.24 45728|54
square mile —
gﬁqﬂl‘llat'on dummy variable- | o o) 100 0.0 1.0p 0.41 0.41
Population dummy variable- | o, 6 100 0.0 1.00 0. 0.47
Mid-size
Population dummy variable- PopLg 100 0.00 10 0.31 046
Large
Population dummy variable- | po ) 100 0.00 1.0( 0.16 0.36
Very large
Geographic dummy variable - | 5o\ g 100 0.00 1.00 0.15 0.36
Northeast
ggggaph'c dummy variable - | ;oo 100 0.0( 1.00 0.39 0.49
Geographic dummy variable - | oo\ 100 0.00 1.0( 0.1f 0.38
Midwest
Geographic dummy variable - GeoW 100 0.00 1.0(|) 0.20 0.46
West
Independent Variables | mpacting Flow
Percent of trucks on freeways PctTrks 100 3.45 Bl7.4 7.94 2.49
Percent of population young (16- / d
24) and old (65+) PctOldYng 100 211 38.84 25.92 3.09
Nodes per network mile, Upper | \ o5 yoNetMi| 104 4.5 10.33 7.24 1.16
level system only
Percent pavement in poor
condition PctPrPvmt 95 1.00 64.00 26.41 14.987
Crashes per 1000 persons Crashes_Kca 100 6.38 2 p5.1 15.42 3.64
Annual precipitation in inches YrPrecipln 100 5.0 65.10 35.13 14.0%
Number of professional sports
teams or NCAA Division | SpTms_Mcap 10d 0.00 9.54 3.39 1.03
colleges per million people
Variations across Urban Area Census Tracts
fq'””e' of population per nework | 5, Negvi 100 0.24 0.99 0.35 0.16
Gini of workers per upper GWkr_UpNetMi | 100 0.55 0.9¢ 0.80 0.11
network mile
Gini of car ownership per GVeh_HH 100 0.08 0.32 0.18 0.03
household -
Gini of median income per GMedinc_HH 100 0.16 0.35 0.23 0.03
household
Gini of workers per capita GWkr_Cap 100 0.p6 0|16 .100 0.02
Gini of employment density GJobs_SgMi 100 0443 0.78 0.64 0.07
Gini of jobs-household balance GJobs_HH 100 Q.44 89 0. 0.66 0.10
Gini of jobs-worker balance GJobs_Wkr 100 0/47 0.88 0.65 0.09
Other Variables Potentially | mpacting Congestion
Percent of Employmentin Job-| oo 35hs3rpTets| 10D 17.09 5485 3526 8.39
Rich, Job-Dense Tracts
Percent of Population in Job- | b0 b0 3pets 100 29.14 62.19 4607 6.33
Poor Tracts
Degree of poly-centricity LeePoly 72 0.00 91.00 38.69 25.15
Housing affordability Med_Mult 10( 2.0 8.45 3.51 1.14
percent of employment in PCtGOVEEmp 100 8.48 23.26 14.60 382
government
Percent of employment in retail PctRetEmp 100 8.26 16.85 11.86 1.36
Patents per 1000 workers Pat_KWkrs 98 0.02 10.29 0.94 1.33
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Variable Description Variable Code n Minimum | Maximum Mean d S.tdt
eviation
Real GDP per VMT GDP_VMT 98 2.03 14.52 5.32 2.29
Size - Area UASgMi 100 32.49 3450.20 569.23 582.37
Size - Population UAPop-K 100 150.00 18852]00 1896. 253.94

4.5.1 Missing Values. For each of the 55 varialtlesre are 100 potential observations,
one for each urban area. While most variables lkakees for all cities, there are seven
independent variables that do not. These misdisgrvations are spread across 30 urban
areas. Deleting these observations would eitlterae the usable independent variables
to 48 or the usable urban areas to 70. Sinceotinesk would eliminate some urban
characteristics from consideration and the latteule significantly reduce the size of the
study group, the decision is made to estimate tissing values so that all variables may
be used. Details on the missing values follow:

e Political party control in 2000. There are threissimg values for this variable.

In each of these cases, the elections were nois@aidnd while the mayor in
2000 is identified, extensive Internet searchehisfher party affiliation are
inconclusive. Since the other values are eith@epublican) or 1 (Democrat), a
value of 0.5 is assigned for the three unknowns.

e City Age (decade before 2010 when city reachedib@opulation). There is one
missing value for this variable and it is the résdicities with populations below
50k being combined into a larger urbanized ardae missing value is estimated
by comparing growth patterns of the two cities ined and the growth in other
urban areas in the vicinity.

e Persons per restaurant. There are six missing v&uehis variable, four for

small urban areas and two for mid-sized urban ar@#idarge and very large
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urban areas are accounted for. The number ofurests includes both full
service and limited service facilities. The citaae segregated by size and two
regression equations (one for full service andfonémited service) are
developed for the two sizes of urban areas withmlssing values (small and
mid-sized). Since the restaurant data is fron20@/ Economic Census, 2007
population data from the American Community Surgeysed as the independent
variable. The regression equations are then usedltulate the missing number
of restaurants and the ACS population data to oheterthe persons per
restaurant.

Percent pavement in poor condition. There arerfissing values for this
variable, all for small cities. Regressions agapugpulation and network miles,
together or separately, do not yield a model wabdyfit to the data, so the
average value of percent poor pavement for smigdscis used as the missing
value for each urban area.

Degree of poly-centricity. There are 28 missinfyea for this variable, 17 for
small cities, eight for mid-sized cities and thfeelarge cities. All very large
cities are all accounted for. Regressions agaimstilation do not yield a model
with good fit to the data, so the average polygeity measure is used for each
urban area based on the size category.

Patents per 1000 workers. There are two missihgesdor this variable, both for
mid-sized cities. The average patents per 100@evsifor mid-sized urban areas

is used for the two missing values.
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Real GDP per VMT. There are two missing valuegH variable, both for mid-

sized cities. The average GDP per capita for nadesurban areas is used for the

two missing GDP per capita values. The populatiaia from the UMR is then

used to determine total real GDP and the annual \ildih FHWA Highway

Statistics to determine the Real GDP per VMT.

4.5.2 Revised Variable Roll-up. Table 13 lists Sevariables, with the selected

descriptive statistics updated to reflect the 43smig values. The variables with the

missing data are again shaded for easy reference.

Table 13:Study variables with selected descriptive stasstith estimates for the

missing values

Variable Description Variable Code n Minimum | Maximum Mean d S.tdt
eviation
Dependent Variables
Travel Time Index (TTI) TTI 100 1.04 1.3)7 1.17 0.p7
Egrzg‘;zt‘;g'a”e miles thatare | 54 Mcong 100 0.09 1.28 0.40 0.17
Length of Peak Periods PkHrs 100 1,50 8100 3.45 514
Independent Variables | mpacting Supply
;gg%‘?gg:ga”ge in population | b ponch 100 -5.49 71.21 17.66 1303
Political party control in 2000 | Rep-Dem 100 0.00 1.00 0.68 0.46
Network miles per square mile NetMi_SqgMi 100 4,59 3.4567 11.00 4.06
Freeway miles per square mile FwyMi_SqgMi 1p0 0|08 671 0.32 0.17
Eﬁg"r‘r’]‘%'a“e miles per nework ) v NettM | 100 0.02 0.17 0.07 0.0p
Freeway lane miles per 1000 | pyyim_Kemer | 100 0.25 2.99 1.36 0.50
E;Eigay and arterial miles per | o armi cap | 100 287.89 1627.0p 755.35  256/57
City Age (decade before 2010
when city reached 50k in DecBeforeNow 100 0.00 21.00 9.83 4.34
population)
Network links per Network node  Links_Node 100 111 1.45 1.27 0.06
Independent Variables | mpacting Demand
Commuters per square mile Cmtr_SqgMi 100 602.53 &8l  1470.35 717.5¢
Persons per square mile Pers_SqgMi 100 1150.29 B631. 2875.88 1443.76
Cars per Household Veh_HH 100 1.17 2109 1.68 0.12
Income per Capita Inc_Cap 100 1339100 46808.00 7282 5425.16
Employment per capita Empl_Cap 100 0,35 0,57 0.46 .04 0
Persons per restaurant Pers_Rest 100 541.95 1094.78 711.04 82.20
In-commuting flows per worker Inflows_Wkr 100 -Q.2 0.54 0.05 0.09
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Variable Description Variable Code n Minimum | Maximum Mean d S.tdt
eviation

Average commuting time in— | A0 ciTime 100 17.60 35.20 23.90 3.64

minutes

percent of commuters in single| oo, 100 48.94 87.28 77.85 6.46

occupant vehicles (SOV)

Transit vehicle revenue miles pen py g o 100 0.00 27843826 4174123 45728|54

square mile

gf’nﬂl‘llat'on dummy variable- | oo, 100 0.00 1.00 0.21 0.41

Population dummy variable- | b\ 100 0.00 1.00 0.33 0.47

Mid-size

E;’r%“e'a“o” dummy variable- | ) o 100 0.00 1.00 0.31 0.46

Population dummy variable- | b\ o 100 0.00 1.00 0.15 0.36

Very large

Geographic dummy variable - | oo\ e 100 0.00 1.00 0.15 0.36

Northeast

ggﬁ%raph'c dummy variable - | oo 100 0.00 1.00 0.39 0.49

Geographic dummy variable - | oo\ 100 0.00 1.00 0.17 0.38

Midwest

Geographic dummy variable - | 5oy 100 0.00 1.00 0.29 0.46

West

Independent Variables | mpacting Flow

Percent of trucks on freeways PctTrks 100 3.45 57.4 7.94 2.49

Percent of population young (16- / d

24) and old (65+) PctOldYng 100 21.1 38.84 25.92 3.09

Nodes per network mile, upper| \ oo yonetmi| 104 4.5 10.33 7.24 1.16

level system only

Percent pavement in poor PctPrPvmt 100 1.00 64.00 2623 1461

condition

Crashes per 1000 persons Crashes_Kcap 100 6.37 2 p5.1 1542 3.64

Annual precipitation in inches YrPrecipln 100 5.0 65.10 35.13 14.0%

Number of professional sports

teams or NCAA Division | SpTms_Mcap 10d 0.00 9.54 3.39 1.03

colleges per million people

Variations across Urban Area Census Tracts

S]'””e' of population per nework | =5 Nt 100 0.2 0.99 0.35 0.16

Gini of workers per upper GWkr_UpNetMi | 100 0.55 0.9¢ 0.8p 0.116

network mile

Gini of car ownership per GVeh_HH 100 0.08 0.32 0.18 0.03

household

Gini of median income per GMedinc_HH 100 0.16 0.35 0.23 0.03

household —

Gini of workers per capita GWkr_Cap 100 0.p6 0|16 .100 0.02

Gini of employment density GJobs_SgMi 100 0443 0.78 0.64 0.07

Gini of jobs-household balance GJobs_HH 100 Q.44 89 0. 0.66 0.10

Gini of jobs-worker balance GJobs_Wkr 100 0/47 0.88 0.65 0.09

Other Variables Potentially | mpacting Congestion

Percent of Employmentin Job-| oo 35hs3rDTets| 10D 17.99 54.85 35|26 8.39

Rich, Job-Dense Tracts

Percent of Population in Job- | 505 3pets 100 29.14 62.19 46|07 6.33

Poor Tracts

Degree of poly-centricity LeePoly 100 0.00 91.00 33.47 23.18

Housing affordability Med_Mult 10( 2.0 8.45 3.52 1.14
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Variable Description Variable Code n Minimum | Maximum Mean d S.tdt
eviation

gg;gfg;%fnfmployme”t n PCtGOVEEmp 100 8.48 23.26 14.60 3.
Percent of employment in retail PctRetEmp 100 8.26 16.85 11.86 1.36
Patents per 1000 workers Pat_KWkrs 100 0.02 10.29 0.94 1.32
Real GDP per VMT GDP_VMT 100 2.03 14.52 5.418 2.36
Size - Area UASgMi 100 32.49 3450.20 569.23 582,
Size - Population UAPop-K 10D 150.00 18852/00 1896. 253.94

4.6 Methods

When selecting a method or methods of analysis important to keep in mind

the nature of the research, of which there areraétyges. Explanatory research seeks to

uncover the causal relationships between varidblashieve a better understanding of

the studied phenomena. Predictive research se@e/elop models that allow the

prediction of the studied phenomena without necégamderstanding the causal

relationships involved. Confirmatory research saekconfirm proposed hypotheses,

and so combines somewhat the explanatory and piredapproaches. All three of these

research types begin with a sound understanditigea$tudied subject. If this sound

understanding is not yet in hand, descriptive @@atory research may be needed. The

former seeks to describe the population or phenoméring studied, while the latter

seeks to develop the understanding of the populatigghenomenon more fully through

the exploration of variable relationships. Botlsctgtive and exploratory research can

lead to hypothesis development, which can thertumbes using explanatory, predictive,

or confirmatory approaches.

This research is exploratory in nature. It dogisseek to predict congestion, nor

does it seek to uncoveausalrelationships between congestion and urban area

characteristics; it has no formal hypotheses tb tisstead, it seeks to identify those
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urban area characteristics that are linked withlgestion so that follow-on research into
causes and effects might be pursued.

In determining those urban characteristics thatiaked with congestion, it is
prudent to state how this determination is to beenaWhile there may be many
characteristics that are linked with congestiondérd, it may be that all urban
characteristics are so linked), the interest reomnly in the ones that are most important
and influential. Important and influential are vagerms and call for some, perhaps
arbitrary, thresholds. These thresholds are mattenwthe context of the particular
method being used and generally consider the $iteeeffect and the importance within
the model. Characteristics with tiny effects ané considered important, nor are those
characteristics that are statistically insignificanunimportant in model development.
Also of limited importance are those variables @t not useful in differentiating
between the observations (i.e., urban areas)velfyecity, those with low levels of
congestion and those with high levels, has the sdewgree” of a particular variable, than
using that variable to distinguish between urb@asibecomes problematic. Importance
is discussed in each part of the results section.

One of the challenges in this analysis is theneatfithe data — characteristics of
urbanized areas are commonly interrelated in coxmpbeys, with each having some
effect on or being affected by one or more of tthees. This precludes, or at least makes
more difficult, the use of one of the most commaalgtical methods, ordinary least
squares (OLS) multiple regression. There are approaches that are less sensitive to
multicollinearity and get around this issue. @noeh approach is a form of linear

regression, partial least squares (PLS) regressaibich has the added benefits of
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working well with a larger number of independentiables and being well-suited for
exploratory research (Garson 2014). This methodsdhowever, assume a linear
relationship between the variables, and that mawheays be the case.

Another approach that handles both the highlyetated variables and the
linearity issues is the method of decision treaiatin, which involves the sequential
subdivision of observations on the basis of therdignating power of independent
variables in accounting for their relationship wite dependent variable, which in this
case, is congestion. This relationship can bevdérirom a number of measures
depending on the particular method, to includeedation, covariance, least square
deviation, and minimum likelihood ratio. The regudt“decision trees” are then
interpreted within the constraints of the studyefie are several widely used decision
tree algorithms, to include Chi-square Automatietaction Detection (CHAID),
exhaustive CHAID, Classification and RegressioreTi®ART), and QUEST. QUEST
deals with categorical data and is inappropriateHis study. It has been suggested that
CART is more useful for prediction while CHAID igtber for analysis (Shmueli 2007).
Since this research is exploratory, then it sedrasdither CHAID or exhaustive CHAID
are the better alternative.

Both methods (PLS and CHAID) can assist in idgimtd the key correlates of
congestion, and while the general approaches settveo methodologies are linked to
the methodology itself, the specific algorithmsdisethe calculations are often
dependent upon the software package being used.

4.6.1 Analytical Software Platforms. There arauenber of software packages that offer

these types of data analysis approaches, to ingadeages from SAS, SPSS, XLSTAT,
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StatSoft, and others. The XLSTAT package is setebased on cost, ease of use and

background support materials. This platform hasatided benefit of being an MS Excel
add-on, so data do not have to be exported/impteédeen software packages. This
platform supports partial least squares regreq$ta), four decision tree methods
(CHAID, exhaustive CHAID, CART, and QUEST) as wad#l a variety of other methods,
to include Pearson correlations and ordinary lsqsares regression (OLS).

4.6.2 Partial Least Squares (PLS) Regressiomoduted by Wold in the 1980s after
two decades of development (Sanchez 2013), PLS éxt@nsion of linear modeling that
combines features of principal components analyXA) and multiple regression. It is
a dimension reduction technique where a large nuwiiaedependent variables are
analyzed to create a reduced number of componedtthan an ordinary least squares
(OLS) regression step is used to predict valugbetiependent variable. Unlike PCA,
which develops components based on just the rakttips among the independent
variables, PLS finds the set of components thala@éxpas much of the covariance
between the dependent and independent variablessatle (Maitra and Yan 2008). As
these components are orthogonal and non-overlag@agon 2014), PLS is less
restrictive than OLS and is well-suited for sitoas where there are a large number of
independent variables that are likely correlatddke OLS, however, PLS cannot handle
perfect collinearity between variables and so cawst be taken with dummy variables to
ensure that only k-1 variables are used to reptéseonditions (Garson 2014).) PLS
also has an advantage over OLS in its ability taehonore than one dependent variable

at a time. Including the three congestion varigliethe same model allows covariances
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between them to be captured in the calculationsaaidd another dimension to the
results.

Unlike OLS, PLS is often characterized as a distron-free technique in that no
particular distribution of the data is assumed,otas some advantages and
disadvantages. On the minus side, the lack ofranoan distribution among the data can
affect the calculations of the sizes of the effertd also precludes significance testing,
which limits the ability to generalize the resyl&arson 2014). On the plus side, the lack
of a need for a common distribution gives tremesdtexibility with the data. As this
study is exploratory in nature and aimed at idgmtg the most important correlates of
congestion rather than predicting specific effectexplaining causal relationships, the
inability to generalize the results is less of aa@n. Also of less concern is the
exactness of the sizes of the effects; general matgs should be adequate.

4.6.3 Chi-square Automatic Interaction DetectiorAID). CHAID was developed by
Kass (1980) and then extended by Biggs, Ville anenS1991) to include the exhaustive
CHAID method. The former allows decision treeswgplits of more than two branches,
while the latter involves an additional repetitaugb-routine that always produces a
binary tree. Both methods allow the use of nomioalinal and ratio data and involve
three steps: splitting, merging and stopping.hgplitting step, the chi-square test for
independence is used to assess whether splittilogeaimproves the purity by a
significant amount, with a goal of maximizing tha&mnce between nodes while
minimizing the variance within nodes (Ratner 200hdependent variables are analyzed
and the one with the lowest criterion value is cielé as the split variable (as long as the

criterion value is lower than user-defined thredholThe criterion for quantitative
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dependent variables is the p-value and for qual@datependent variables is either
Tschuprow’s T or the maximum likelihood ratio (afided by the user). In the merging
step, similar categories are merged into commornsules by comparing Tschuprow’s T
or the maximum likelihood ratio to a user-definbteshold (if the maximum value is
greater than the threshold, the two groups are @@rgn exhaustive CHAID, merging
continues until only two categories remain. Sipliftand merging continue recursively
until the stopping criteria are met. The stoppntgria are primarily used-defined
(maximum tree depth, minimum size for a parent-nade minimum size for a child-
node), but also include reaching a pure node (@ rodtaining only objects of one
category or one value of the dependent variableiclwcannot be further split. Variables
are considered individually, so it is importantttdammy variables for all conditions are
included in the mix, i.e. k dummy variables vs. Bdmmy variables. While it is possible
to make the k-1 dummy variable approach work, im&ficient and requires the
development of multiple trees (Shmueli 2014).

When considering which of the CHAID options to usés important to
remember that one reason for using decision teesavoid the linearity issues
associated with forms of regression. With thisind, it seems that an algorithm that
permits more than two branches off a single nodeldvbetter allow the uncovering of
non-linear relationships between the variablesguRe CHAID allows this.
4.6.4 Multiple Methods. Upon considering the datgether with the various methods,
there appears to be no single best method. Ghadrthie research is exploratory in
nature and that the goal is to identify the mogionant and influential urban

characteristics that are correlated with congestimuitiple methods are used. Each
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method is used to identify the important charast&s within the limitations of its
strengths and weaknesses. The important chastaternn each analysis are then
compared with the results from the other analysetetermine the characteristics that are
common across all methods. It is these commonpomant variables that are likely to

be the most influential. Four methods are usedr$on correlations, PLS regression,
and CHAID decision trees, which are used in two svadlye decision tree as a whole and

the first split in the decision tree. All four rhetds are discussed in detail in Chapter 5.



CHAPTER 5: RESULTS AND DISCUSSION

5.1 Overview

First, the simple correlations between the vaealasire examined, since as noted
in Chapter 4, urban characteristics are likelygabrrelated, often highly so. Next, the
relationships between the variables are investigasing PLS and the linearity
assumption is explored. Then the relationshipséen the variables are investigated
using CHAID, both in whole trees and in a firstisphalysis. Next, the results are
summarized, compared across all methodologiesgdisedssed by congestion dimension
and variable importance. Finally, results aretegldack to variable selection.
5.2 Pearson Correlations

The goal in variable selection is to uncover thesmgables that might be
correlated with the measures of congestion. Aeng\of the simple correlation matrix
indicates that of the 52 independent variableqy@ll13 have a statistically significant
correlation at the 5% level with at least one & tlongestion measures, with 19 having
such a significant correlation with all three maasu The congestion duration measure
(PkHrs) is the dependent variable with the broadesof significant correlations, with 36
statistically significant correlations, to includéigh correlation of 0.696 (UASqMi).
The congestion extent measure (PortLMCong) hapabeest matches with potential
predictors; only 22 correlations are statisticallynificant, with a high of -0.559

(FwyArtMi_Cap). The congestion intensity measurélj falls between the two.
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Notably, the lowest correlations for all three cesiipn variables are not statistically

significant.

Table 14: Pearson correlations for the three degr@n@ongestion) variables

Correlations Ranks

Variables TTI PortLMCong PkHrs TTI PortLMCong | PkHrs
TTI 1 0.477 0.828 NA NA NA
PortLMCong 0.477 1 0.476 NA NA NA
PkHrs 0.828 0.476 1 NA NA NA
PctPopCh** -0.153 0.139 -0.16f7 38 27 38
Rep-Dem 0.271 0.043 0.216 25 46 34
NetMi_SqgMi** -0.082 -0.136 -0.081 46 28 43
FwyMi_SqgMi -0.051 -0.236 -0.051 48 16 47
FwyLM_NetLM 0.210 -0.032 0.220 34 48 33
FwyLM_KCmtr -0.220 -0.420 -0.185 32 3 37
FwyArtMi_Cap* -0.439 -0.559 -0.407 10 1 13
DecBeforeNow 0.397 0.017 0.487 12 51 9
Links_Node** 0.087 0.156 0.118 45 26 41
Cmtr_SqgMi* 0.198 0.225 0.249 35 19 31
Pers_SgMi* 0.254 0.245 0.310 28 14 26
Veh_HH** -0.183 0.021 -0.154 36 5D 40
Inc_Cap 0.472 0.120 0.552 8 29 7
Empl_Cap 0.319 -0.011 0.360 21 52 19
Pers_Rest -0.230 -0.066 -0.247 31 41 32
Inflows_Wkr** -0.006 -0.094 0.015 51 38 50
AvgCmtTime* 0.626 0.476 0.650 1 2 3
PctSOv* -0.480 -0.253 -0.374 7 12 16
VRM_SqgMi* 0.527 0.329 0.537 4 7 8
PopSm* -0.421 -0.241 -0.638 11 15 5
PopMed* -0.280 -0.252 -0.279 24 13 28
PopLg 0.248 0.173 0.352 29 24 20
PopVLg* 0.527 0.384 0.640 5 4 4
GeoNE** 0.140 -0.157 0.053 5D 23 44
GeoS** 0.011 0.194 -0.062 a1 25 46
GeoMW -0.151 -0.219 0.020 39 20 49
GeoWw** 0.003 0.096) 0.01( 5p 36 52
PctTrks** -0.133 -0.084 -0.094 4p 39 42
PctOIldYng* -0.248 -0.257 -0.338 30 11 23
Nodes_UpNetMi* 0.394 0.225 0.369 13 18 17
PctPrPvmt 0.353 0.095 0.343 17 37 22
Crashes_Kcap** -0.104 -0.038 -0.047 14 a7 48
YrPrecipln** 0.067 -0.052 0.014 ay 44 g1
SpTms_Mcap* -0.310 -0.308 -0.271 22 8 29
GPop_NetMi 0.214 0.079 0.212 33 40 36
GWkr_UpNetMi* 0.269 0.207 0.323 27 21 24
GVeh_HH 0.492 0.100 0.456 6 34 11
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Correlations Ranks
Variables TTI PortLMCong PkHrs TTI PortLMCong | PkHrs
GMedInc_HH 0.271 -0.063 0.362 26 42 18
GWkr_Cap** 0.118 0.108 0.167 43 32 39
GJobs_SgMi 0.355 -0.044 0.215 16 45 35
GJobs_HH 0.303 0.114 0.313 23 30 25
GJobs_Wkr* 0.390 0.206 0.474 14 22 10
PctJobsJRDTcts** 0.012 -0.110 -0.0%4 19 31 45
PctPopJPTcts* 0.362 0.264 0.348 15 10 21
LeePoly* 0.337 0.276 0.553 19 9 6
Med_Mult* 0.448 0.227 0.384 9 17 14
PctGovtEmp -0.15(0 -0.058 -0.309 40 43 27
PctRetEmp -0.319 -0.023 -0.418 20 49 12
Pat_KWkrs 0.168 0.10% 0.271 37 33 30
GDP_VMT 0.352 0.097 0.374 18 35 15
UASgMi* 0.623 0.366 0.696 2 5 1
UAPop-K* 0.618 0.365 0.685 3 6
ot oo |3 2|
Highest Correlation 0.626 -0.559 0.696
Lowest Correlation 0.003 -0.0112  0.010
Average Correlation 0.27y 0.176 0.299
Notes: Values in bold are different from 0 withignéficance level alpha=0.05
* Variable is statistically correlatadgth all three dependent variables.
** Variable is not statistically coregbd with any dependent variable.
Table 15: Top ten Pearson correlations by congestiable
TTI Rank PortLMCong Rank PkHrs Rank
AvgCmtTime* 1 | FwyArtMi_Cap 1 | UASgMi* 1
UASgMi* 2 | AvgCmtTime* 2 | UAPop-K* 2
UAPop-K* 3 | FwyLM_KCmtr 3 | AvgCmtTime* 3
VRM_SqgMi* 4 | PopVLg* 4 | PopVLg* 4
PopVLg* 5 | UASgMi* 5 | PopSm 5
GVeh_HH 6 | UAPop-K* 6 | LeePoly 6
PctSOV 7 | VRM_SgMi* 7 | Inc_Cap 7
Inc_Cap 8 | SpTms_Mcap 8 | VRM_SgMi* 8
Med_Mult 9 | LeePoly 9 | DecBeforeNow 9
FwyArtMi_Cap 10 | PctPopJPTcts 10 | GJobs_Wkr 10

* Variable is in the top ten for all three depentesriables.

The top ten Pearson correlations are shown ineTebl Five variables are in the

top ten for each congestion dimension: AvgCmtTiasSqgMi, UAPop-K, VRM_SqMi,

and PopVLg. Three of these are urban area sizabkes, which may not be surprising

given the relationships uncovered in Table 4 abdrecall, however, that these reflect
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binary relationships and do not consider the imt@ra play these variables are likely to
have.

While it is desirable for the independent varialile be highly correlated with the
dependent variables, it is not so desirable fomtke be correlated with one another. The
nature of the variables themselves, however, asactaistics of urbanized areas,
suggests that they are not likely to be independedtthat there would be some overlap.
A review of the variance inflation factors (VIF®¥feach of the independent variables
indicates that this is indeed the case. The Vtieisved from the Rfrom a multiple
regression of each independent variable on albther independent variables. (The
tolerance is 1 - Rand the VIF is the reciprocal of the tolerancélfF values above 2.50
are troublesome and indicate high multicollineafilison 1999). While this is less of a
problem in a global predictive model, high multicwdarity presents a real challenge in
understanding the complex relationships betweearudharacteristics and identifying
the more important predictor variables. Highlyretated independent variables can
obscure the impacts of other variables in the sawogel. As Table 16 shows, this data
set is highly correlated — only two variables h&VEs under the 2.50 threshold. This
lack of independence between the “independentabées indicates that models based on
multinomial ordinary least squares (OLS) regressionld be problematic. Other
methods are needed. (It should be noted that twlieadummy variables (PopSm and
GeoNE) were dropped from the variable set in tlherdoce calculations and do not have
a VIF value. These were dropped to avoid the pedellinearity problem and allow the
VIFs to be calculated. If dummy variables othertlthese two are dropped, the VIFs for

all the dummy variables are changed, however, stityemain above the 2.50 threshold
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and the VIFs for the other independent variablesare unchanged to two decimal

places.)

Table 16: Variance Inflation Factors (VIFs) for thelependent variables

Variable VIF Variable VIF Variable VIF
PctPopCh 3.55 VRM_SgMi 14.54 GWhkr_UpNetMi 3.09
Rep-Dem 2.15| PopSm GVeh_HH 17.93
NetMi_SqgMi 28.62| PopMed 6.28 GMedinc_HH 5.2
FwyMi_SqgMi 30.15| PopLg 10.83 GWkr_Cap 5.65
FwyLM_NetLM 33.27| PopVLg 16.70 GJobs_SqgMi 7.65
FwyLM_KCmtr 23.41| GeoNE GJobs_HH 3.62
FwyArtMi_Cap 6.86| GeoS 16.28 GJobs_Wkr 737
DecBeforeNow 11.22 GeoMW 6.14 PctJobsJRDTdts 3.99
Links_Node 7.28) GeoW 23.88 PctPopJPTcts §.20
Cmtr_SqMi 167.72| PctTrks 2.5 LeePoly 3.2
Pers_SgMi 181.88 PctOIldYng 595 Med_Mult 1131
Veh_HH 5.82| Nodes_UpNetMi 4,59 PctGovtEmp 2195
Inc_Cap 12.04 PctPrPvmt 5.00 PctRetEmp 5.36
Empl_Cap 9.24 Crashes_Kcap 1616 Pat_KWkrs 2.67
Pers_Rest 2.77 YrPrecipin 4.87 GDP_VMT 14,37
Inflows_Wkr 6.55| SpTms_Mcap 2.60 UASgMiI 25.98
AvgCmtTime 9.19| GPop_NetMi 2.41 | UAPop-K 22.45
PctSOV 14.37

Note: shaded variables have VIFs below 2.50

5.3 Partial Least Squares (PLS) Regression Results

As noted in Chapter 4, PLS handles highly coreglandependent variables by
combining them into orthogonal components for asialyGarson 2014). Moreover,
since it estimates relationships between matritaso allows the inclusion of the three
dependent variables in the same model so thatitiienactions can be included in the
analysis. With this in mind, four PLS regressioadals are developed: one combined
model with the three dependent and the 50 indepenaeiables (two dummy variables
are excluded to prevent perfect collinearity), #meée additional models with just one of
the three dependent variables and the 50 indepemdeables. These last models are

used to assess the effects of the independenblesian each of the dependent variables
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separately. In model development, a 95% confidameeval is used and the software is
keyed to determine automatically the optimal nunmdferomponentgXLSTAT uses an
iterative algorithm to develop orthogonal composdahat maximize the explained
variance of and the relationship between the degr@rehd independent variables.
Components are developed such that the colleckipleatory/predictive power of the
components increases until the global quality begpdecline, at which point the
number of components is determined to be optirBale below for a description of the
various indices used in this process.) The optmuahber of components according to
this criterion differs among the models: 3, 1, &l @for the combined, TTI, PortLMCong
and PkHrs models, respectively. Finally, the wasicesults, to include model quality,
goodness of fit, variable importance in the prog@ttstandardized coefficients and
residuals are analyzed and discussed.

5.3.1 Model Quality and Goodness-of-Fit. Tablesh@ws the number of components
and the model quality for each model. THecQmulative index is a measure of the
model’s global quality, that is, the contributiohadl components to its predictive quality.
Values range between -1 and 1 (although only vadyrhodels have negative values)
with higher values indicating better model qualifthe RY cumulative and BX
cumulative indices are measures of the explangiagictive power of the model for the
dependent and independent variables, respectiweélyvalues ranging between 0 and 1.
The cumulative indices measure the cumulative eftegall the components together.
When there is only one component, of course, tineutative measure is the same as the
measure for just the one component. It shoulddied that the & value is the same as

the R and can be used to measure goodness-of-fit.
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Table 17: Model quality results for the four sepamodels

Item Combined TTI PortLMCong | PkHrs
Number of Components 3 1 1 2
Q2 Cumulative Index 0.504 0.5154 0.242 0.726
R2Y Cumulative Index 0.649 0.591 0.370 0.812
R2X Cumulative Index 0.370 0.186 0.159 0.265

From these measures, the PkHrs model appeaestteebnodel with the highest
global quality, followed somewhat closely by thelifodel. The PortLMCong model is
substantially weaker than these, while the combmedel’s G cumulative index falls
just below the TTI model. The combined model, hoerehas very good 4 numbers
(better than all but the PkHrs model) and bette¢ &ores than any other model. This
indicates that the combined model does a betteofjobpresenting both the independent
and dependent variables in the model without sarg too much of the global quality.
When considering only the goodness-of-fit for eatthe congestion variables (Table
18), the combined model tops each of the separatkeism except the PkHrs model, where
the R values are very comparable (0.802 vs. 0.812).inAdll, the combined model
appears to be the best of the four and only thidehwill be used for the rest of this

section.

Table 18: Goodness-of-fit results for the threeasafe models

Combined Separ ate
Item TTI PortLMCong | PkHrs TTI PortLM Cong PkHrs
Observations 100.000 100.000 100.Jo0 100.po0 100.00 100.000
Sum of weights 100.000 100.000 100.000 100.p00 0DEO.  100.000
DF 96.000 96.000 96.00p  98.000 98.000 97.000
R2 0.665 0.479 0.802 0.591 0.3Y0 0.812
Std. deviation 0.03¢4 0.12p 0.655 0.043 0.133 0.636
MSE 0.001 0.014 0.412 0.002 0.017 0.392
RMSE 0.039 0.120 0.642 0.043 0.182 0.626
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5.3.2 Variable Importance to the Projection (VIB®)ne of the outputs of PLS
regression is the VIP, which is a measure of thegomance of an independent variable in
component development. VIPs are calculated for eanfponent in the analysis, with
higher VIP values indicating that the variable isreinfluential. Highly influential
variables have values above 1.000, moderatelyantlal variables have values between
0.800 and 1.000, and variables with low or no iefilce have values below 0.800
(XLSTAT 2014). VIPs for each component in the camald model are shown in Table
19, rank ordered by the average for all three carapts, weighted by the component’s
Q? quality index. (Weighting the average in this vgfyes increased influence to the
VIPs in the better quality, more meaningful compusg VIPs below 0.800, the
threshold noted above for moderate to high infleeace shaded to facilitate
understanding. Note that the VIP scores for allfout variables are either all above the
0.800 threshold (27 variables) or all below thedmold (19 variables) on each
component. Interestingly, the four variables vt mixed values all have low VIPs for
Component 1 and moderate VIPs for Components Bamklcase could be made for
dropping the bottom 19 (or even the bottom 23)aldes if a predictive model were the
goal. As the goal here is the exploring the reteghips between urban characteristics

and congestion, however, retaining these variablesportant for further analysis.

Table 19: Variable Importance in the ProjectionRYI

Component Weighted

No. | Variable 1 2 3 Average
17 | AvgCmtTime 2.007) 1.89% 1.840 1.984
49 | UASgMI 1.986 1.801 1.755 1.949
50 | UAPop-K 1.965 1.764 1.718 1.924
22 | PopVLg 1.803 1.624 1.580 1.766
19 | VRM_SgMi 1.624 1.474 1.458 1.593
7 | FwyArtMi_Cap 1.504 1.62¢ 1.59p 1.528
13 | Inc_Cap 1.426 1.31p 1.330 1.403




Component Weighted
No. | Variable 1 2 3 Average

43 | LeePoly 1.370 1.231 1.196 1.342
35| GVeh_HH 1.305 1.329 1.294 1.309
18 | PctSOV 1.290 1.183 1.185 1.269
40 | GJobs_Wkr 1.278 1.168 1.135 1.254
44 | Med_Mult 1.244 1.128 1.099 1.221

8 | DecBeforeNow 1.164 1.164 1.188 1.169
28 | Nodes_UpNetMi 1.156 1.048 1.034 1.134
42 | PctPopJPTcts 1.114 1.044 1.024 1.099
48 | GDP_VMT 1.018 1.068 1.06{L 1.028
46 | PctRetEmp 0.982 1.034 1.022 0.992
29 | PctPrPvmt 0.974 1.007 0.984 0.980
32 | SpTms_Mcap 0.977 0.965 0.961 0.975
27 | PctOldYng 0.954 0.982 0.968 0.959
21 | PoplLg 0.912 1.027 1.157 0.937

6 | FwyLM_KCmtr 0.830 1.230 1.206 0.909
34 | GWkr_UpNetMi 0.923 0.849 0.831 0.908
11 | Pers_SgMi 0.91% 0.845 0.897 0.902
20 | PopMed 0.91d 0.858 0.840 0.8p8
39 | GJobs_HH 0.886 0.880 0.868 0.885
14 | Empl_Cap 0.87¢ 0.86p 0.984 0.8[r7
36 | GMedInc_HH 0.783 0.819 0.872 0.791
10 | Cmtr_SgMi 0.748 0.681 0.731 0.735
38 | GJobs_SqMi 0.704 0.793 0.782 0.722
15 | Pers_Rest 0.669 0.720 0.701 0.679

2 | Rep-Dem 0.663 0.597 0.703 0.652
47 | Pat_KWkrs 0.653 0.593 0.580 0.641
45 | PctGovtEmp 0.648 0.599 0.655 0.640
33 | GPop_NetMi 0.612 0.718 0.753 0.634

5 | FwyLM_NetLM 0.538 0.743 0.731 0.579
12 | Veh_HH 0.423 0.599 0.583 0.457
37 | GWkr_Cap 0.452 0.425 0.423 0.447

1 | PctPopCh 0.317 0.924 0.897 0.438

4 | FwyMi_SqgMi 0.304 0.861 0.84¢4 0.415
24 | GeoMW 0.321 0.601 0.605 0.377

9 | Links_Node 0.381 0.342 0.451 0.375

3 | NetMi_SgMi 0.310 0.620 0.606 0.372
26 | PctTrks 0.355 0.318 0.319 0.347
30 | Crashes_Kcap 0.222 0.422 0.598 0.265
23 | GeoS 0.070 0.889 0.872 0.233
41 | PctJobsJRDTcts 0.137 0.183 0.244 0.148
16 | Inflows_Wkr 0.056 0.357 0.392 0.117
25 | GeoW 0.086 0.109 0.435 0.097
31 | YrPrecipin 0.065 0.063 0.274 0.069
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5.3.3 Standardized Coefficients. Table 19 provategsight into the relative

importance of the variables, but it is not compl&¥hile variable importance deals with
the development of the separate components, itmatesddress the questions of the size
and direction of the effects on the dependent b&eialhese two questions can be
answered by analyzing the standardized coefficieBtandardized coefficients are a
measure of the number of standard deviations therakent variable will change with a
one standard deviation change in the independeratole. Regression coefficients are
commonly in different units of measurement, whichkes comparisons between the
independent variables problematic. Coefficientssémadardized so that the independent
variables can be compared head-to-head to detemtiiod has the greater effect. It
should be noted here that the VIP still retainsangmnce. Variables with low VIPs
(below 0.8) are problematic, regardless of the sfzbe standardized coefficient, and
“should not be taken in account in the analysiagk@bowicz 2014).

Table 20 shows the standardized coefficients &oheof the congestion variables
in the combined model and the average VIP (weightethe component’s {Quality
index). These effects, “revealed” in the PLS regi@n analysis, are categorized in terms
of size and direction based on the standardizetficieats. The size of the revealed
effects range from low to high: a high effect isessed if the standardized coefficient is
above 0.100; a low effect is assessed if the stdimal coefficient is below 0.050; and a
moderate effect assessed otherwise. (These cutiaffidetermined after analyzing the
standardized coefficient dataset together withvlies, and reflect a relative value more
than an absolute one.) The direction of the effeetther positive or negative, depending

on the sign of the standardized coefficient, withoaitive sign indicating a negative



117

effect on congestion (recall that increased congest a negative). Since there are three
dependent variables and thus three coefficientedoh independent variable, there is a
chance that the size and effect for all three moll be the same. Indeed, for over half of
the variables (28 of 50), this is the case. Tlaanrty suggests that the dimensions of
congestion are linked to the characteristics ofuttian areas in different ways. The
speed of population growth (PctPopCh), for exanmge#ems to have a more negative
association with the portion of the network thatasgested (PortLMCong) than the TTI
or the duration of the peak travel period. As Baoexample, the portion of the network
that comprises freeways (FwyLM_NetLM) has a positiglationship with the extent of
the congestion problem (PortLMCong), but a negative with TTIl and peak hour
duration. In these cases with discrepancies betweecoefficients (17 for size and 13
for direction, including two cases for both sizel airection), the standardized
coefficients are compared and an overall categesgssed. These “summarized” effects
are indicated in bold. Note that there are vaeslith high VIPs that have small
standardized coefficients (e.g., GVeh_HH with &9.¥IP and standardized coefficients
of 0.24, -0.17, and 0.24). This suggests that@abke that is important in model
development may not always have a large effect otdainoutcomes (and it is the size
and direction of effect that are important in tamalysis). Conversely, there are also
variables with low VIPs (below 0.800) that haveatifely large standardized
coefficients. As noted above, these low VIP vdaalshould not be considered in the
analysis and are shaded in the table below.

A comment on the dummy variables is warranted.h&wo of the dummies

(PopSm and GeoNE) serve as the base cases fogtbeps (Pop and Geo), and hence
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do not have standardized coefficients. The otixedsmmies do have standardized
coefficients which must be interpreted in relatiorthe base cases. This leads to some
interesting results. When compared to small caied with all other things being equal,
congestion levels are lower in midsize cities, mhigier in large cities and higher in
very large cities. Moreover, these relationshiplsl ior all dimensions of congestion.
When compared to cities of the Northeast and witbther things being equal,
congestion levels are higher in cities in the Sautth lower in cities in the Mid-west and
West. Unlike the city size variables, the relasioip differs slightly across dimensions.
While the direction of effect is the same, the tieaimprovements in congestion levels
in midwestern and western cities vary. The intetgaron of dummy variables can be

tricky at times, but worth the effort for the nuasdhey can uncover.

Table 20: Standardized coefficients and reveal&stisf

VIP Standar dized Coefficients Revealed Effects
No. | Variable (Wtd Avg) TTI LM Cong PkHrs Size Direction
1 | PctPopCh 0.438 0.024 0.070 0.026| Low Negative
2 | Rep-Dem 0.652 0.053 0.027 0.066| Low Negative
3 | NetMi_SgMi 0.372 -0.041 -0.060 -0.046| Mod Positive
4 | FwyMi_SgMi 0.415 -0.040 -0.083 -0.041| Mod Positive
5 | FwyLM_NetLM 0.579 0.006 -0.034 0.009| Low Positive
6 | FwyLM_KCmtr 0.909 -0.067 -0.114 -0.0170 Mod Positive
7 | FwyArtMi_Cap 1.528 -0.097 -0.129 -0.097 High Positive
8 | DecBeforeNow 1.169 0.05p -0.008 0.061Low Negative
9 | Links_Node 0.375 -0.001 0.011 -0.007| Low Negative
10 | Cmtr_SqgMi 0.735 0.009 0.011 0.004| Low Negative
11| Pers_SqgMi 0.902 0.0100 0.009 0.004 Lo Negatjve
12 | Veh HH 0.457 0.004 0.029 0.006| Low Negative
13 | Inc_Cap 1.403 0.072 0.020 0.086Mod Negative
14 | Empl_Cap 0.877 0.0583 -0.002 0.067Low Negative
15 | Pers_Rest 0.679 -0.015 0.015 -0.018| Low Positive
16 | Inflows Wkr 0.117 -0.007 -0.033 -0.004| Low Positive
17 | AvgCmtTime 1.984 0.113 0.116 0.125  High Negative
18 | PctSOV 1.269 -0.028 -0.017 -0.025 Low Positiye
19 | VRM_SgMi 1.593 0.046 0.029 0.045 Low Negatiye
20 | PopSm
21 | PopMed 0.899 -0.04L -0.030 -0.042 Lov Positiye
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VIP Standar dized Coefficients Revealed Effects
No. | Variable (Wtd Avg) TTI LM Cong PkHrs Size Direction
22 | PoplLg 0.937 0.099 0.087 0.119High Negative
23 | PopVLg 1.766 0.078 0.069 0.084 Mo Negative
24 | GeoNE
25 | GeoS 0.233 0.048 0.084 0.055| Moad Negative
26 | GeoMW 0.377 -0.027 -0.057 -0.026| Low Positive
27 | GeoW 0.097 -0.024 -0.006 -0.034| Low Positive
28 | PctTrks 0.347 -0.011 -0.011 -0.010| Low Positive
29 | PctOldYng 0.959 -0.071 -0.074 -0.080  Mod Positi
30 | Nodes_UpNetMi 1.134 0.06]7 0.0%1 0.076 Mad Negati
31| PctPrPvmt 0.98 0.014 -0.016 0.013 Low Negative
32 | Crashes_Kcap 0.265 0.031 0.029 0.042| Low Negative
33 | YrPrecipln 0.069 0.019 0.005 0.026| Low Negative
34 | SpTms_Mcap 0.97% -0.047 -0.066 -0.04"Mod Positive
35 | GPop_NetMi 0.634 -0.010 -0.025 -0.016 | Low Positive
36 | GWkr_UpNetMi 0.908 0.053 0.04i6 0.060 Mod Negative
37 | GVeh_HH 1.309 0.024 -0.017 0.024  Low Negative
38 | GMedInc_HH 0.791 0.036 -0.013 0.047| Low Negative
39 | GWkr_Cap 0.447 0.020 0.025 0.020| Low Negative
40 | GJobs_SgMi 0.722 0.018 -0.021 0.022| Low Negative
41 | GJobs_HH 0.88% 0.013 -0.008 0.011 Low Negative
42 | GJobs_Wkr 1.254 0.040 0.021 0.041 Lo Negatjve
43 | PctJobsJRDTcts 0.148 -0.002 -0.016 0.001| Low Positive
44 | PctPopJPTcts 1.099 0.052 0.062 0.054 Mepd Negativ
45 | LeePoly 1.342 0.059 0.048 0.063Mod Negative
46 | Med_Mult 1.221 0.041 0.023 0.043 Low Negatiye
47 | PctGovtEmp 0.640 -0.051 -0.034 -0.062| Mod Positive
48 | PctRetEmp 0.992 -0.030 0.018 -0.037 Lo Positive
49 | Pat_KWkrs 0.641 0.028 0.012 0.032| Low Negative
50 | GDP_VMT 1.028 0.00¢ -0.02p 0.004 Low Positive
51 | UASgMi 1.949 0.105 0.086 0.117 High Negative
52 | UAPop-K 1.924 0.08¢ 0.06[7 0.093 Mod Negative

Bold text indicates summarized effects.
Shaded cells indicate low VIPs.

5.3.4 Revealed Effects versus Expected Effecehlel21 shows these revealed effects
are compared to the expected effects noted indhable tables in Chapter 4. The
discrepancies between the expected and reveaktis#ire indicated in bold and
variables with low VIPs (below 0.800) are shadé@d.noted above, these variables are
problematic and any discrepancies in effects aspextt. Note that the two dummy

variables that serve as the base cases (PopSmeadEEdo not have individual
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revealed effects, which would be determined inti@tship to the other dummies in the

group and within the model as a whole. (Recallratiat increased congestion is a

negative effect.)

Table 21: Expected effects compared to revealestisff

Expected Effects Revealed Effects
No. | Variable Focus Size Direction Size | Direction
1 | PctPopCh Supply | High Negative L ow Negative
2 | Rep-Dem Supply Low Negative Low Negative
3 | NetMi_SqgMi Supply Mod Positive Mod Positive
4 | FwyMi_SgMi Supply | Mod Positive Mod Positive
5 | FwyLM_ NetLM Supply | Mod Positive L ow Positive
6 | FwyLM_KCmtr Supply High Positive Mod Positive
7 | FwyArtMi_Cap Supply Mod Positive High Positive
8 | DecBeforeNow Supply Low Negative Low Negative
9 | Links_Node Supply | Mod Positive L ow Negative
10 | Cmtr_SqgMi Demand | Mod Negative L ow Negative
11| Pers_SqgMi Demand Mod Negative| Low Negative
12 | Veh HH Demand | Mod Negative L ow Negative
13| Inc_Cap Demand Mod Negative Mod Negatiye
14 | Empl_Cap Demand Mod Negative| Low Negative
15 | Pers_Rest Demand | Mod Positive L ow Positive
16 | Inflows Wkr Demand | Low Negative Low Positive
17 | AvgCmtTime Demand Mod Negative | High Negative
18 | PctSOV Demand Low Negative Low Positive
19 | VRM_SgMi Demand Low Positive Low| Negative
20 | PopSm Demand Mo Negative
21 | PopMed Demand Mo( Negative| Low Positive
22 | PopLg Demand Mod Negative | High Negative
23 | PopVLlg Demand Mod Negative Mog Negatiyve
24 | GeoNE Demand | Low Unknown
25 | GeoS Demand | Low Unknown Mod Negative
26 | GeoMW Demand | Low Unknown Low Positive
27 | GeoW Demand | Low Unknown Low Positive
28 | PctTrks Flow Mod Negative L ow Positive
29 | PctOldYng Flow Low Negative | Mod Positive
30 | Nodes UpNetMi Flow Mod Negative Mod Negatiye
31 | PctPrPvmt Flow Low Negative Low Negative
32 | Crashes_Kcap Flow Low Negative Low Negative
33 | YrPrecipln Flow Low Negative Low Negative
34 | SpTms_Mcap Flow Low Negative | Mod Positive
35 | GPop_NetMi Spread | Low Negative Low Positive
36 | GWkr_UpNetMi Spread Low Negative| Mod Negative
37 | GVeh_HH Spread Lo Negative Low Negatiye
38 | GMedinc_HH Spread | Low Negative Low Negative
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Expected Effects Revealed Effects

No. | Variable Focus Size Direction Size | Direction
39 | GWkr_Cap Spread | Low Negative Low Negative
40 | GJobs_SqMi Spread | Mod Negative L ow Negative
41 | GJobs HH Spread Mod Negative] Low Negative
42 | GJobs_ Wkr Spread Mod Negativel Low Negative
43 | PctJobsJRDTcts Other Mod Negative L ow Positive
44 | PctPopJPTcts Other Mod Negative Mad Negatjve
45 | LeePoly Other Mod Positive Mod Negative
46 | Med_Mult Other Mod Negative | Low Negative
47 | PctGovtEmp Other Low Negative Mod Positive
48 | PctRetEmp Other Lo Positive Lo Positive
49 | Pat_KWkrs Other Low Positive Low Negative
50 | GDP_VMT Other Mod Negative | Low Positive
51 | UASgMi Other Mod Negative | High Negative
52 | UAPop-K Other Mod Negative Mod Negativie

Bold text indicates discrepancies between expeaedrevealed effects.
Shaded cells indicate low VIPs.

While the sizes of the effects are often estimatedrrectly (for 26 of the 50
variables), the errors are small in all cases bet going up or down by one gradation
(e.g., low to moderate or high to moderate). Téigkely because of the uncertainty of
the borders between low, moderate and high, orgpsrkimply in the interpretation of
what is considered low, moderate and high. Enbegy, for these cases, it is likely of
little concern. In one case, however, the erréwis gradations: the change in population
is expected to have a large impact, when the impaetvealed to be small. While the
direction of the effect is as expected (faster ghovmked to higher congestion levels),
the size of the effect suggests that the ratetpfgrowth is not a big player in the
congestion problem. Moreover, as the VIP is |dventconfidence in this variable as a
player is of concern.

More problematic are the discrepancies with teatiion of the effects. In 14
cases, the direction of the effect is oppositdaf expected, and in three other cases, the

expected direction of the effect is unknown (i€not estimated in Chapter 4 above). In
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most of these cases (12 of 17), the revealed affecongestion is positive, when the
expected effect is negative or unknown; in the ofive cases, it is the opposite. For
example, one might expect that a larger relati@esit network (VRM_SqgMi) would
have a positive impact on congestion (congestionldvdecrease); instead, the effect is
revealed to be negative. This could indicate tfexcts of an unidentified variable, or an
insufficient reaction-type problem (i.e., the largelative transit systems arose in
response to increasing congestion but not quitegimavhich may require a time-lag
analysis to delineate). Alternatively, the estiesabf both the size and the direction of
the effects could simply be poor estimates, althdutyink there is a sound case for the
estimates made. (It could also be that the redesffect is accurate and that the net
impact of transit on congestion is negative. Titamsy not remove enough cars from the
network to offset the contribution to congestiorlasfe, plodding buses with their many
stops, a possibility that might be better studied micro-analysis.) Regardless, the
revealed effects are important in understandingeteionships between the selected
urban characteristics and congestion so theseictsnfleed some discussion. It is
important to note that ten of the 17 discrepanicielirection are for variables with low
VIPs. These ten are included in the discussioan ¢ough the discrepancy is suspect.
The twelve “negative, but positive” or “unknownytlpositive” cases are in order

of size of effect, high to low: PctOldYng, SpTms_&p¢ PctSOV, PopMed, GDP_VMT,
and seven low VIP variables (PctGovtEmp, Inflows ’"'WkeoMW, GeoW, PctTrks,
GPop_NetMi, and PctJobsJRDTcts).

¢ PctOldYng — the percentage of the population thaither old or young is an

attempt to address the “driving while distracteelf, svith the idea that older and
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younger drivers are more likely to be part of #8$. Since drivers’ ages are not
available for each urban area, population agessed, with the assumption that
the percentages of drivers in each age group aferomacross the nation. If this
is true, then reasonably, more distracted drivexdiaked with worse congestion.
The revealed effect is the opposite, so eitheatiseimption is invalid or other
mitigating variables are at play. In urban area$ wbundant alternative
transportation modes, many old-young people map®hdo use these modes in
lieu of driving. In such instances, a larger patage of the old-young could
actually translate to fewer drivers. Instead ofendistracted drivers having a
negative effect on congestion, fewer drivers hapestive effect.

SpTms_Mcap — this variable is a surrogate for ezl events that disrupt
traffic flows, with more special events having @akve impact on congestion.
The revealed effect, however, is positive; moretsp@ams per capita are linked
to lower congestion. How can this be? A reviewhef rank-ordered data
indicates that the higher values for this measteda the mid-size and even
some of the smaller cities. (For example, Bouidé¢he smallest city, but has the
fifth largest SpTms_Mcap value.) This is becatnselarger number of sports
teams in the larger cities is more than offseti®yincreased population in these
cities. So this variable actually points to urlaaeas with less of a congestion
problem than can perhaps more readily absorb treased traffic woes
associated with special events. Clearly, thisogate is not up to the task of
capturing the degree of disruption in traffic flolwsm special events; better data

are required. It may be, however, that even wétido data, the effect would be
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unclear. The number of special events may be afestation of city size and
population and their disruptive effects may be alwa

PctSOV - in popular culture, the large percentdglivers commuting in SOVs
seems to be the “poster child” for urban area cstige problems. Much has
been written about the negative effects of so n&@Y drivers and the need to
reduce their number. It seems reasonable, thahatlarger percentage of SOV
drivers would be linked to worse congestion. ladtghis assessment shows the
opposite. This totally counter-intuitive resullileely a chicken-and-egg type
problem. People may drive SOVs in large numbersrevthere are fewer
alternative modes and where traffic flows smootnpugh so that there are fewer
penalties for using SOVs. Indeed, rank orderirggRbtSOV shows that the larger
cities are clustered together at the bottom ofithePerhaps, smaller percentages
of SOVs are a reaction to congestion rather thiactar of it.

PopMed — the UMR population groupings, as a whaie expected to have a
moderate, negative effect on congestion; i.e.jtggpopulations increase,
congestion worsens. When the groupings are brokemto four dummy
variables, however, the collective effect must &lsdroken out into expected
effects for the four groups. The average data ffale 5 above show that, in
general, the smaller cities have less congestiatl simensions than the larger
cities, with congestion in large and very largeaurlareas being the most
problematic. The PLS regression results showrthdisize city congestion is
only slightly worse than that in the small citiadjich suggests that a better

expected effect for small and medium cities wowddpbsitive; the expected effect
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for large and very large cities would remain negatiThis positive effect for
mid-size cities is what the results revealed.

GDP_VMT - real GDP per VMT is expected to have gatiwe effect on
congestion; as it increases, congestion increase®lh This is the effect for two
of the three congestion dimensions (intensity amatibn), but the effect is very
low, with both standardized coefficients fallingd@ 0.01. The effect on
congestion extent, however, is positive and thisogf while still low, is an order
of magnitude larger at -0.20 (which explains therall positive effect assessed).
Greater GDP per VMT, therefore, is linked to a dergdortion of lane-miles that
are congested, a counterintuitive finding. Perhbpse, the total wealth of the
urban area, while being linked with more intense lamger duration travel, can
also serve to provide funds to tackle some of tioblpm areas in the network,
thereby reducing the extent of the problem.

PctGovtEmp — with government employees predictasldk more regular jobs
and thus contribute more to the peak hour ruslegative impact on congestion is
expected. Instead, as the percentage of governnwekers increases, congestion
decreases. Perhaps government workers do notmamk regular hours. Indeed,
at the local level, the sheriff's department arelghhool system are often the
largest government departments and workers in tiedgls often work outside

the “normal” 9-to-5 day. Regardless, the VIP fastariable is low, so these
effects are problematic.

Inflows_Wkr — the net inflows of workers from owdtsithe urban area relative to

those already in the urban area would logicallyehawegative effect on
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congestion with a greater relative in-flow beingkied with worse congestion.
The data reveal the opposite, although with a Id®®, ¥the results are suspect.
Since the relative inflow is a ratio variable (mecommuters to total workers), it
may be that it is easier to have a high value ial&enurban areas. In the larger
areas; the inflow numbers in the numerators arglyimverpowered by the total
worker numbers in the denominators.

GeoMW and GeoW - there is a question of the imphcutlture (and in
particular, planning culture) on congestion anddaemy variables representing
the four Census regions of the country (Northeastith, Mid-west, and West) try
to address it. For each variable the effect immomkn and any results are new
information. In the analysis, the Northeast reglommy variable is the base
case (i.e., is excluded from the model to preventggt collinearity) and the
results must be interpreted with this in mind, vihean be tricky and less
straightforward than the population dummy variablelere, the results suggest
that relative to the Northeast, being in the Sasifinked with worse congestion
in all dimensions, while being in the Mid-west oe®¥ is linked with lower
congestion in all dimensions. This does not fjihg with the Census region
averages in Table 6, but those averages do noidesrike interactions among the
variables that are included in the PLS regressisalts. As the VIP is very low,
however, confidence in this new information is dts®.

PctTrks — most people would probably agree thatger percentage of trucks on
the freeways would be associated with higher cdimega negative effect), but

the PLS regression results reveal that the effepbsitive. These effects are quite
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small, however, (the standardized coefficients-@r@11, -0.011, and -0.010), and
the VIP for this variable is low, so these effemts suspect. Still, further research
using a larger sample might better tease out tleetsfof trucks on urban
congestion.

GPop_NetMi — a higher Gini coefficient of populatiper network mile means a
less equitable distribution of network mileage asrall census tracts in the urban
area, which is expected to lead to worse congestsmas the Gini coefficient
increases, congestion is expected to increase 8lsrisingly, it decreases.
While the standardized coefficients range betw@dil0 and 0.025 and the
effects are quite small, they are nonethelessipesiiA review of the rank-
ordered values of this variable reveals no clettepain the data; cities with
known high TTls are scattered throughout the listould be that people have
adapted to the network they have, or the netwoskrésponded to the demands of
the people and the people are not uniformly denmendetwork access. It could
also be that uniform access to the network is rggical measure of congestion for
these same reasons. Regardless, the VIP is lothese effects are somewhat
guestionable.

PctJobsJRDTcts — the percentage of jobs in jobajgolk-rich Census tracts is a
measure of centrality, with the idea that highgels of centrality are associated
with higher levels of congestion. The PLS regm@ssesults show that this is true
only for congestion duration and even that effe@itremely small (the
standardized coefficient is 0.001) The revealedatsf for intensity and extent are

positive, although they are also very small (statidad coefficients of -0.002
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and -0.016, respectively). It could be that trasiable does not fully capture the

notion of centrality. It could also be that thevl¥/IP makes the results
guestionable at best.

The five “positive, but negative” or “unknown, mggative” cases are again in

order of size of effect, high to low: LeePoly, VRBIgMi, and three low VIP variables

(GeoS, Links_Node, and Pat_KWkrs).

LeePoly — a higher level of poly-centricity migletasonably be linked to less
congestion, with the idea that more centers of egmpént in an urban area allow
more of the network to be utilized in the commutéis does assume that
households have made location decisions based ployment center proximity,
which may not always be the case, especially imnweder households or when
school quality does not mesh with network accekss also assumes that the
network is uniform in its support of all employmenters, and since the results
seem to say that increased poly-centricity is ltht®@worse congestion, this
assumption may not always be valid. It may be tivatransportation networks
supporting the newer nuclei in the urban regionuauable to handle the
commuter loads that can often arise quite rapidlynore micro-analysis would
be needed to determine if this were the case.

VRM_SgMi — the density of transit service has a,loegative effect on
congestion — the higher the density the worse dimgestion, which is somewhat
counterintuitive. One might reasonably think thvadre widespread transit service
would alleviate traffic flows, but if increasestnansit service lagged the

increases in privately owned vehicles (POVs), tiesivariable could be a
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marker for increased congestion. It might alsthiae increased transit traffic
might interrupt traffic flows to a greater extehan it removes POVs from the
network. Another possibility is that any increasefransit coverage are a direct
response to increased congestion, so more covei@aged be linked to worse
congestion. It could also be that different typefransit are correlated with
congestion in different ways. For example, raiscand buses with dedicated
guideways may be linked with congestion much madfferéntly than transit that
uses the street network. Since the VRM_SqMi incdualetypes of transit, these
impacts may be offsetting and contributing to thexpected effect.

GeoS - like the GeoMW and GeoW variables in thegatiee, but positive”
paragraph above, the expected effect for this bkrig unknown, so the results
are new information more than a contradiction oeapected effect. Also like
the other two dummy variables, the results for GenfSt be interpreted given the
GeoNE dummy variable as the base case. Herentsstt relative to the
Northeast, being in the South is linked with wazeagestion in all dimensions.
The VIP is low, however, so the results may notdeect.

Links_Node — it is expected that increased conwiggis linked with lower
congestion levels; the more routes one has totndéen, the more one can
avoid traffic. This assumes, as do many of themat actor models, that
information is perfect an all congested areas aoawk as are all alternative
routes around the congested areas. This is cleatlthe case — we all have run

into unexpected congestion with no idea how tcagetind it. The effect here is
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extremely small (standardized coefficients rangenfr0.001 to 0.011 and the
VIP is low) so the results are problematic.

e Pat KWkrs — it is theorized that a creative workfgras measured by patents per
thousand workers, might be “good for congestionif’its revealed impact is
negative. This might be an indicator that “cregtigeople are not that different
from “normal” people, and the measure of patenenher measure of urban
area vitality, with the idea that urban areas witfher levels of vitality or energy
have higher congestion levels. Regardless, theis/l&wv, so the results are
suspect.

5.3.5 Most Important Variables as Determined b Regression Results. The top ten
variables in terms of size of effect as measurethbysize of the standardized

coefficients are shown in Table 22. Seven of tleseecommon to all congestion
dimensions (AvgCmtTime, UASgMi, PopVLg, PopLg, FwyXi_Cap,

FwyLM_KCmtr, and PctOldYng) and three of these deiéh urban area size (UASqMi,
PopVLg, and PopLg). The presence of the size biasas not that all surprising given

the population group averages in Table 5 and tlaesBa correlations in Table 14. Their
continued presence in a multivariate assessmet oeever, suggest that size seems to
matter greatly, at least as far as congestionnsamed. It may be that large cities can

really do little to eliminate congestion, but iredgust have to adapt to it.

Table 22: Top ten standardized coefficients by estign variable

TTI Rank | S.C. | PortLMCong Rank | S.C. | PkHrs Rank | S.C.
AvgCmtTime* 1| 0.113] FwyArtMi_Cap* 1 (-0.129] AvgCmtTime* 1(0.125
UASqMi* 2 | 0.105] AvgCmtTime* 2| 0.116] PopLg* 21 0.119
PopLg* 3| 0.099] FwyLM_KCmtr* 3 [-0.114] UASgMi* 3| 0.117
FwyArtMi_Cap* 4 1-0.092] PopLg* 4 0.087 | FwyArtMi_Cap* 4 1-0.097
UAPop-K 51| 0.086] UASgMi* 5 | 0.086] UAPop-K 5| 0.093
PopVLg* 6 | 0.078] GeoS 6| 0.084] Inc_Cap 6| 0.086
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TTI Rank | S.C. | PortLMCong Rank | S.C. | PkHrs Rank | S.C.
Inc_Cap 7| 0.072] FwyMi_SqgMi 7 |-0.083] PopVLg* 7 | 0.084
PctOldYng* 8(-0.071] PctOIldYng* 8(-0.074] PctOIldYng* 8(-0.080
FwyLM_KCmtr* 9 |-0.067] PctPopCh 9 0.070] Nodes_UpNetMi 9| 0.076
Nodes_UpNetMi 10 0.067] PopVLg* 10| 0.069] FwyLM_KCmtr* 10 |-0.070

* Variable is in the top ten for all three depentesriables.

Of the other four in the top ten that are comnwalk dimensions, three seem
reasonably self-evident: a measure of travel tilmgCmtTime) has a negative effect on
congestion (as it increases congestion gets wosdgle two measures of network supply
(FwyArtMi_Cap and FwyLM_KCmtr) have a positive eftgas they increase,
congestion improves). The final member of the “ooon seven” is unexpected.
PctOIldYng has an effect on congestion that is sing both in direction (revealed
positive versus expected negative, as discussecphod in size (revealed moderate
versus expected low).

There are three variables in the top ten thatanemon to two of the dimensions
of congestion: UAPop-K, Inc_Cap, and Nodes_UpNeihi common to both TTI and
PkHrs. In other words, the dimensions of intenaitg duration have the same variables
in the top ten, although not in the same order. fEwealed effects for each are as
expected. The dimension of extent has three diftevariables in its top ten:
FwyMi_SqMi has a negative association with congestind GeoS and PctPopCh have a
positive one. The size and direction of the effdot the geographic dummy variable,
GeoS, are discussed above as is the unexpecteaf gfect from PctPopCh (revealed to
be low but expected to be high).

The remaining variables in the data set, those lwhéwve not been discussed in
this section, generally have revealed resultswieaé as expected and follow the ideas

laid out in variable development. Most were lownmportance and/or small in the size
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of their effect and are not likely to be importatdayers in congestion analysis and
remediation, at least not according to the PLSltesThese results do, however, assume
a linear relationship between the components amddhgestion variables. Is this
assumption valid?
5.4 The Linearity Assumption

A review of the binary scatter plots shows no ohbsginon-linear relationships
between the independent and the dependent varjabléise relationship is presumed to
be linear. An analysis of the residuals in the P&gession also does not suggest that
these relationships are anything but linear. Tleee however, two concerns here; the
former presumes linearity unless non-linearityle&acand the latter reflects relationships
between the dependent variables and the compoaedtsot the independent variables
themselves. There is other evidence that sugfestat least some variables have a non-
linear relationship with congestion. For exampihe, freeway speed-flow curves (Figure
4) from the 2010 Highway Capacity Manual (TRB 20Mhich show the relationship
between the levels of service, the speed and dlaerfite. These curves indicate that
speeds are largely unaffected by traffic volumesd ualumes begin to reach facility
capacity, at which time speeds begin to fall offhwncreasing rapidity. This would
seem to have implications for other variables al wedoes not seem coincidental that
urban area size measures figure so prominentlyeimtost influential variables. Perhaps

a non-linear relationship is at play.
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Figure 4: Freeway speed-flow curves

One way to get around this linearity issue isge an analytical method that does
not assume a linear (or non-linear) relationshigvben the dependent and independent
variables, but instead, considers the variabléeesare. Decision tree methodologies
do just this.

5.5 Chi-square Automatic Interaction Detection @Bl Analysis Results

A decision tree analysis allows the uncoverinthefkey independent variables
by analyzing the splits that occur as the tregaosvg. There are at least two ways of
assessing the significance of these splits: byriama’s use as a “splitting” variable,
together with the portion of the observations theg used to split, and by the order of a

variable’s use in a first splitting operation, tigtthe order in a stepwise reduction
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process in which the variables are used to begadrowth. (This will be explained
more fully below.)

In general, the earlier a variable is used inshléting process, the larger the
portion of observations involved and the more inigoatrthe variable is in the growth of
the tree (Shmueli, Patel and Bruce 2007). Thmotsalways true, of course, especially as
the tree grows deeper. This “whole tree” approadtich is the primary purpose of a
CHAID analysis, allows the development of good ke models, and also furthers the
understanding of which variables are importanthenvarious branches of the tree; it
generally considers variable importance in the &dntf the whole tree.

There is, however, an alternative to the whole frerspective; a decision tree
analysis also allows the assessment of variableitapce at the first split. This is
important because the first split is the only sghiét considers all the observations for the
dependent variable. In subsequent splitting omeraitas the tree grows “deeper,” ever
smaller subsets of the total observations are dernsil in each split. While it may be
that variable x is useful in splitting small urbareas with a high GDP per VMT and
located in the Mid-west, it may not be useful atrabkplitting all urban areas, regardless
of characteristic. To consider just the first s@istepwise approach to tree growth is
used. In this iterative process, the decisionigggown and the first splitting variable is
identified and then eliminated from the variable s& second decision tree is then grown
from the reduced variable set and so on untilaliables have been used in a first split.
The order in which the variables are used in & $iptit and then eliminated from the

variable set is an indicator of their importanddis process has the added benefit of
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allowing the relationships between the dependetiirzaiependent variables to be
graphed and reviewed for indications of non-linari
5.5.1 Tree Structure and Variable Importance. A analysis is completed for each
of the three dependent congestion variables, wititas on identifying the splitting
variables. (Unlike PLS regression, CHAID does altiw all three dependent variables
to be considered together in one model so that iteirrelationships would be included
in the model results. Instead, the dependenthiasaare considered separately.) The
XLSTAT default values are used, which include a immasn tree depth of six tiers, a
significance level of five percent, and merge apitt fevels of five percent each. These
default values seem reasonable: the tree depthssteene appropriate given a sample
size of 100 cities (more tiers would mean more nakranches, each with increasingly
less meaning) and the significance levels are widséd research parameters. Once
completed, the independent variables and the nuofleases (i.e., urban areas) involved
in each split are identified and the splitting ahies are rank ordered to determine their
importance in the model. There are several insamthere an independent variable is
used more than once in the splitting operatiomssoime, this involved a split along the
same branch; in others, the split is on a diffebeanhch. In both situations, the numbers
of cases are added in the variable importance legions.

The tree structures for each of the three modelsizown in Figures 5-7 below.
Each node has a number assigned by the softwar@euodes four data items: the
splitting variable, the range of values for thatipg variable, the percent of cases

included in the split, and the predicted valuehef lependent variable. (Note that since
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there are 100 cases, the percentage of casessartteeas the number of cases.) Terminal
nodes are shaded.

The tree structure for the TTI model includes 88es, 19 of which are terminal.
There are 19 splitting operations involving 16 eliéint independent variables. There are
36 nodes in the tree structure for the PortLMCorugleh with 19 of these being terminal.
Sixteen different independent variables are usdd isplitting operations. The PkHrs
model has 21 terminal and 40 total nodes. Therd @rsplitting operations involving 14
different independent variables.

The tree structure is relatively easy to undetstaies an example, in the TTI
model, the variable GDP_VMT allows the best spiséd on the splitting criteria noted
above. The tree (Node 1) is split into two brarsclome (Node 2) with 14% of the cases
(observations), which have GDP_VMT values betwe®B82and 7.712, and one (Node
3) with 84% of the cases, which have GDP_VMT valoetsveen 7.712 and 14.524. The
predicted TTI in the former is 1.166 and in thedgt1.204. Considering only these two
branches, as GDP_VMT increases, TTI also increaSash node can be so analyzed to
determine how the splitting variable behaves orbtlaaches off that node. If only two
branches are grown from a node, then the “reveatddtionship must be linear; if more
than two are grown, then non-linear relationshipy foe revealed. In the next tier, two
splits are performed using two different variabl&®r urban areas with smaller
GDP_VMT, the splitting variable is GMedInc_HH; forban areas with larger
GDP_VMT, the splitting variable is PopMed. For tbemer, a spread variable yields the
best split while in the latter, it is a populatidammy variable. At different points in tree

development, then, variables that are not usefyvaare else may well come to the fore.
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Figure 5: CHAID tree structure for the congestiotensity (TTI) model
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Figure 7: CHAID tree structure for the congestiamation (PkHrs) model
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The independent variables involved in the CHAIDt8pg operations are shown
in Table 23 with their relative importance as meadiby the number of different cases
in the splits in which they were involved. Of thamportant variables, only two are
common among all dimensions. Interestingly, theytavo urban size variables. One is
the dummy variable for mid-size cities (PopMed) &melother is the change in city size
variable (PctPopCh). Again, city size is at the ¢ the leader board in variable

importance.

Table 23: Splitting variables for each CHAID modebrder of importance

Intensity (TTI) Mode Extent (PortLM Cong) M odel Duration (PkHrs) Model
Variable Splits | Cases | Variable Splits | Cases | Variable Splits | Cases
GDP_VMT 1 100| Pers_SqgMi 1 100 PctPrPvmt 2 100
GMedInc_HH 1 86| Nodes UpNetMi 1 83 Rep-Dem 1 100
GJobs_HH 1 55 PctPopCh* 2 64 PopMed* 2 a7
PctPopJPTcts 1 483 VRM_SgMi 1 48 PctPopCh* 2 35
PctSOV 1 31| GWkr_Cap 1 44  PoplLg 2 31
AvgCmtTime 3 30| UAPop-K 1 24 GVeh_HH 1 30
GeoW 1 30| Inc_Cap 1 28 LeePoly 1 29
PopMed* 2 28| LeePoly 1 18 Cmtr_SgMi 2 18
Nodes_UpNetMi 1 22  AvgCmtTime 1 17 Empl_Cap 1 14
FwyLM_NetLM 1 12| GJobs_HH 1 12  Inflows_Wkr 1 14
GeoMW 1 10| Pers_Rest 1 8 GMedinc_HH 1 13
DecBeforeNow 1 9 PopMed* 1 8 PopSm 1 iKe}
FwyArtMi_Cap 1 9| FwyMi_SgMi 1 7| FwyArtMi_Cap 1 9
PopVLg 1 8 | Links_Node 1 6/ GWkr_Cap 1 8
UASgMi 1 7 | FwyLM_KCmtr 1 5
PctPopCh* 1 4 | Rep-Dem 1 4

* Variable is listed as statistically significamtrfall three dependent variables.

5.5.2 The First Split and Variable Importancesekies of CHAID analyses are
completed for each of the three dependent congesgéinables, with a focus on
identifying the splitting variables involved in thiest split only. Again, the XLSTAT
default values are used, which include a maxim@®a tlepth of six tiers, a significance

level of five percent, and merge and split levéléw@ percent each. Once completed,
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the independent variable used in the first splidéntified and then deleted from the
variable set. (Note: XLSTAT does not have a sulitn@uto complete this iterative
process, so it must be completed manually.) The IDH#kalysis is run again and again
with the ever smaller variable set until all inde@ent variables have been involved in a
first split. Since an analysis is completed focheaf the three dependent variables and
the order of independent variable elimination \&fer each of the three sets of runs, 156
separate runs (3 x 52) are required. As the progeass on and the variable set grows
smaller, there comes a time when there is no Varthlat will make the first split at the
original default significance settings. At thisipothe significance levels are loosened
so that a first split is attained. The order inahithe variables are used in a first split
and then eliminated from the variable set refl&otsr relative importance to the
particular dimension of congestion as a whole. g @mitation of the variable
importance in the tree structure calculations absvkat every variable after the first
split is involved only with a branch of the tre€heir importance to the branch may not
extend to the whole tree. This approach gets arthis limitation.)

Table 24 shows the order of involvement of theepehdent variables in a first
split operation for each of the three congestioneatisions, along with the significance
level of the split. The variables that are ndedb split with a significance level above
0.05 are shaded; these variables are unlikely impertant to the particular dimension
of congestion. (While one may argue for inclusadwariables able to split at a

significance level of 0.10, this study uses a dtitb0.05.)
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Table 24: Order of variable involvement in a fggtit by congestion dimension

Intensity (TTI) Model Extent (LM Cong) M odel Duration (PkHrs) Model
Split Variable Significance | Split Variable Significance | Split Variable Significance
GDP_VMT 5 Pers_SgMi* 5 Rep-Dem 5
FwyArtMi_Cap* 5 GeoMW 5 Links_Node 5
GWkr_UpNetMi* 5 Inc_Cap* 5 Pers_SgMi* 5
GMedInc_HH 5 Inflows_Wkr 5 Empl_Cap 5
VRM_SgMi* 5 PopMed* 5 FwyLM_NetLM 5
GJobs_SgMi 5 PopLg* 5 AvgCmtTime* 5
PctSOV* 5 Med_Mult* 5 DecBeforeNow 5
Empl_Cap 5 GJobs_HH* 5 FwyLM_KCmtr* 5
LeePoly* 5 Nodes_UpNetMi* 5 GWkr_UpNetMi* 5
Rep-Dem 5 UAPop-K* 5 PctGovtEmp 5
Pers_SgMi* 5 GWkr_UpNetMi* 5 Cmtr_SqMi 5
FwyLM_KCmtr* 5 FwyLM_KCmtr* 5 PctOldYng 5
FwyMi_SqMi 5 FwyMi_SqMi 5 FwyArtMi_Cap* 5
DecBeforeNow 5 GJobs_Wkr* 5 PctPopJPTcts* 5
Cmtr_SqMi 5 PctPopJPTcts* 5 GJobs_HH* 5
PopLg* 5 FwyArtMi_Cap* 5 GMedInc_HH 5
PctRetEmp 5 LeePoly* 5 PopMed* 5
GJobs_HH* 5 PctSOV* 5 PctSOV* 5
PopMed* 5 SpTms_Mcap* 5 PctPrPvmt 5
AvgCmtTime* 5 AvgCmtTime* 5 VRM_SgMi* 5
Pers_Rest 5 PopSm* 5 Nodes_UpNetMi} 5
PctPopJPTcts* 5 UASgMi* 5 Inc_Cap* 5
GJobs_Wkr* 5 VRM_SgMi* 5 GVeh_HH 5
PctPrPvmt 5 PopVLg* 5 Pers_Rest 5
Inc_Cap* 5 NetMi_SgMi** 10 SpTms_Mcap* 5
Nodes_UpNetMi* 5 PctPrPvmt 10 PopLg* 5
SpTms_Mcap* 5 Cmtr_SqMi 15 PctRetEmp 5
GVeh_HH 5 GeoNE** 15 UAPoOp-K* 5
UAPoOp-K* 5 GeoW** 15 Med_Mult* 5
Med_Mult* 5 GPop_NetMi** 15 GJobs_Whkr* 5
PopSm* 5 GJobs_SgMi 15 LeePoly* 5
UASgMi* 5 FwyLM_NetLM 20 UASgMi*

PopVLg* 5 Pers_Rest 20 PopSm* 5
Veh_HH** 10 PctOldYng 20 PopVLg* 5
Inflows_Wkr 10 GeoS** 20 Inflows_Wkr 10
NetMi_SgMi** 10 PctJobsJRDTcts** 20 Pat_KWKkrs** 10
Crashes_Kcap** 10 PctPopCh** 20 Crashes_Kcap** 10
PctTrks** 15 YrPrecipln** 20 GDP_VMT 10
Links_Node 15 Pat_KWkrs** 20 GJobs_SgMi 15
GeoMW 15 PctTrks** 20 GPop_NetMi** 15
FwyLM_NetLM 15 GVeh_HH 20 FwyMi_SqMi 20
PctPopCh** 20 Veh_HH** 25 NetMi_SqgMi** 20
GeoNE** 20 PctGovtEmp 50 PctPopCh** 25
PctOldYng 25 Links_Node 50 PctTrks** 50
GPop_NetMi** 50 GDP_VMT 50 PctJobsJRDTcts** 50
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Intensity (TTI) Model Extent (LM Cong) M odel Duration (PkHrs) Model
Split Variable Significance | Split Variable Significance | Split Variable Significance
Pat_KWKkrs** 50 Empl_Cap 50 Veh_HH** 75
GWkr_Cap** 75 Crashes_Kcap** 75 GeoNE** 75
PctGovtEmp 75 GMedInc_HH 75 GeoS** 75
GeoW** 99 DecBeforeNow 99 GeoW** 99
YrPrecipln** 99 PctRetEmp 99 YrPrecipln** 99
GeoS** 99 GWkr_Cap** 99 GeoMW 99
PctJobsJRDTcts*} 99 Rep-Dem 99 GWkr_Cap** 99

* Important in all three dimensions
** Not important in any dimension

The TTI model has 33 important variables, the LMGoodel has 24, and the
PkHrs model has 34. There are 21 variables tleangportant in all three dimensions
and there are 13 that are not important in all dsrens; the other 18 are important in
one or two dimensions only. The variation betw#endimensions in important
variables suggests that there are different unishgrifactors associated with each
dimension of congestion and that different straegvould likely be required for
remedial actions.

The top ten variables in terms of importance st fsplits are shown in Table 25.
The top variables are determined by ranking thealbes by dimension based on their
order of use in first splits, adding the ranksha three dimensions, and then sorting the
sum of the ranks. This moves the variables tratraportant to congestion collectively
to the top of the list; the top ten are markechaly, the top ten variables are sorted by
rank by dimension so that their relative order witthe dimension is readily discernable.
Skipped rankings indicate a variable that, whil@amiant within one dimension, is not
important in all dimensions collectively.

All ten of these variables are common to all catiga dimensions, although the

variables rankings within each dimension are défifer Two variables deal with urban
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area size (PopMed and PopLg) which continues tdaeie the notion that with
congestion, size matters. Three others are répeaéns from the PLS regression
results: FwyArtMi_Cap, FwyLM_KCmtr and AvgCmtTimélone of these are real
surprises; the size and magnitude of the effectedoh variable are about as expected.
Of the remaining five, two (PctSOV and VRM_SqgMiNeasome counterintuitive effects
that are discussed in the PLS results section alaoektwo (GWkr_UpNetMi and
GJobs_HH) that indicate that the distribution @& Workforce across the urban footprint
is linked to the levels of congestion. The fimatiable in the top ten is population
density (Pers_SqgMi). It seems clear from theselt®that density has a negative
relationship with congestion (as urban areas beaoore dense, congestion worsens),
although many new urbanists believe that incredsedity is a necessary precondition
for renewed urban vitality and the developmentlt#raative modes of transportation
that could reduce the prominence of the automothikreby leading to a reduction in

congestion.

Table 25: Top ten first split variables by congastvariable

TTI Sig. | Rank | PortLMCong Sig. | Rank | PkHrs Sig. | Rank
FwyArtMi_Cap* 5 2 | Pers_SgMi* 5 1| Pers_SgMi* 5 3
GWkr_UpNetMi* 5 3 | PopMed* 5 5 | AvgCmtTime* 5 6
VRM_SgMi* 5 5| PopLg* 5 6 | FwyLM_KCmtr* 5 8
PctSOV* 5 7 | GJobs_HH* 5 8 | GWkr_UpNetMi*| 5 9
Pers_SgMi* 5 11 | GWkr_UpNetMi* 5 11 | FwyArtMi_Cap* 5 13
FwyLM_KCmtr* 5 12 | FwyLM_KCmtr* 5 12 | GJobs_HH* 5 15
PopLg* 5 16 | FwyArtMi_Cap* 5 16 | PopMed* 5 17
GJobs_HH* 5 18 | PctSOV* 5 18 | PctSOV* 5 18
PopMed* 5 19 | AvgCmtTime* 5 20 | VRM_SgMi* 5 20
AvgCmtTime* 5 20 | VRM_SgMi* 5 23 | PopLg* 5 26

* Variable is in the top ten for all three depentesriables.

5.5.3 Linearity and Congestion Dimension. Underding the nature of the

relationships between the dependent variablestenohtlependent variables is important.
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As discussed above, these relationships are conyrasalimed to be linear. An analysis
of the scatter plots for the first split resulteyever, suggests that this is not always the
case. In the first split operations performed eéctidn 5.5.2, the 100 observations (i.e.,
urban areas) are divided into two or more grouge (branches). The number of
observations in each group and a predicted valuthédependent variable are computed
in tree development. These values are plotteddtliees are added, and the resulting
graphs are assessed with a focus on identifyiragioalships that are not linear. In most
cases (42 of 52 for TTI, 39 of 52 for PortLMCongdal0 of 52 for PkHrs), there are
only two groups in the first split, so the relasbip is revealed to be linear, even though
it may not be. In 14 of the 35 variables with thog more groups in the first split, the
scatter plots show relationships that are lineargasing (arcs bending upwards for
negative or downwards for positive) or decreasargq bending to the right for both
negative and positive). In the 21 remaining cafesscatter plots show evidence of a
non-linear relationship, with three U-shaped, twalwerted U-shaped, and six in an up-
and-down, indeterminate pattern. Table 26 shoeselhelationships, which may vary
between the dimensions, along with their relatmpartance (order of use) in the first
split operations. The variables that are nobived in a first split at the 0.05 level of
significance are shaded; for these variables tla¢i@aships are suspect. Also included
in the table is the direction of effect indicatedtbe trend line. For the linear (L), the
increasing, and the decreasing relationshipsdirestion of effect accurately reflects the
scatter plot. For the indeterminate non-linear)Nhe U, and the inverted U

relationships, this direction of the trend linesispect.
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TTI PortL M Cong PkHrs

No. | Variable Focus Imp Rel Dir | Imp | Rd Dir | Imp | Ré Dir

1 | PctPopCh Supply 42 L Pos | 37 L Neg | 43 L Pos

2 | Rep-Dem Supply 10 L | Neg | 52 U Pos 1 L Neg

3 | NetMi_SqgMi Supply 36 InvU Pos | 25 L Pos| 42 | InvU | Pos

4 | FwyMi_SgMi Supply 13 L Pos 13 L Pog 41 L Pos

5 FwyLM_NetLM Supply 41 L Neg | 32 L Neg 5 L Neg

6 FwyLM_KCmtr Supply 12 InvU | Neg | 12 L Pos 8 InvU | Pos

7 | FwyArtMi_Cap Supply 2 L Pog 16 L Pos| 13 NL Pos

8 | DecBeforeNow Supply 14 U Ne| 49 | InvU | Neg 7 NL | Neg

9 | Links_Node Supply 39 L Neg | 44 | InvU | Pos 2 InvU | Neg

10 | Cmtr_SgMi Demand 15 L Ne{ 27 L Neg| 11 L Neg
11 | Pers_SgMi Demand 11 NL Neg 1 Neg 3 Decr | Neg
12 | Veh_HH Demand 34 L Pos | 42 L Neg | 46 NL | Pos

13 | Inc_Cap Demand 25 NL Neg 3 Neg 22 L Neg

14 | Empl_Cap Demand 8 L | Neg| 46 | InvU | Pos 4 Decr | Neg

15 | Pers_Rest Demang 21 L P{ 33 L Pos 24 L Pos
16 | Inflows_Whkr Demand| 35 L Pos 4 L Pos| 35 L Pos

17 | AvgCmtTime Demand 20 Decr Negg 2 Neg 3] Decr g Ne
18 | PctSOV Demand 7 Decr Pas 18 Pos 18 L Pos
19 | VRM_SgMi Demand 5 Decr Neg 23 Neg 2D L Neg
20 | PopSm Demand 31 L Pags 21 L Pos| 33 L Pos
21 | PopMed Demand 19 L Pas 5 Pps 17 B Pos
22 | PoplLg Demand 16 L Neg 6 L Neg 26 L Neg
23 | PopVLg Demand 33 L Neg 24 L Neg 34 L Neg
24 | GeoNE Demand 43 L Neg | 28 L Pos | 47 L Neg

25 | GeoS Demand 51 L Neg | 35 L Neg | 48 L Pos

26 | GeoMW Demand| 40 L Pos 2 L Pos | 51 L Neg

27 | GeoW Demand 49 L Neg | 29 L Neg | 49 L Neg

28 | PctTrks Flow 38 L Pos | 40 L Pos| 44 L Pos

29 | PctOldYng Flow 44 L Pos | 34 L Pos 12 L Pos
30 | Nodes_UpNetMi Flow 26 L Neg 9 L Neg 21 L] Neg
31 | PctPrPvmt Flow 24 L Ne¢ 26 L Neg 19 L Neg
32 | Crashes_Kcap Flow 37 L Pos | 47 L Pos| 37 L Pos

33 | YrPrecipin Flow 50 L Neg | 38 L Pos | 50 L Neg

34 | SpTms_Mcap Flow 27 L Pos 14 Pos 25 L Pos
35 | GPop_NetMi Spread 45 L Neg | 30 L Neg | 40 L Neg

36 | GWkr_UpNetMi Spread 3 L Neg 11 L Neg 9 L Neg
37 | GVeh_HH Spread 28 L Ne| 41 L Neg | 23 L Neg

38 | GMedInc_HH Spread 4 L |[Neg| 48 | InvU | Pos | 16 L Neg

39 | GWkr_Cap Spread 47 L Pos | 51 ) Neg | 52 NL | Neg

40 | GJobs_SqgMi Spread 6 L Ng 31 L Neg | 39 L Neg

41 | GJobs_HH Spread 18 L Neg 8 L Neg| 15 L Neg
42 | GJobs_Wkr Spread 23 L Neg 14 L Neg| 30 L Neg
43 | PctJobsJRDTcts| Other 52 L Neg | 36 | InvU | Pos | 45 L Pos

44 | PctPopJPTcts Other 22 L Neg 15 L Neg| 14 L Neg

45 | LeePoly Other 9 L Neg 17 L Neg| 31 L Neg

46 | Med_Mult Other 30 L Neg 7 L Neg| 29 L Neg

47 | PctGovtEmp Other 48 L Pos | 43 L Pos| 10 L Pos

48 | PctRetEmp Other 17 L Pg 50 | InvU | Pos| 27 L Pos

49 | Pat_KWkrs Other 46 L Neg | 39 L Neg | 36 L Neg

50 | GDP_VMT Other 1 L Neg | 45 | InvU | Pos | 38 L Neg

51 | UASgMi Other 32 L Neg 22 L Neg 32 L Neg
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TTI PortL M Cong PkHrs
No. | Variable Focus Imp Rel Dir | Imp | Rd Dir | Imp | Re Dir
52 | UAPop-K Other 29 L Ned 10 L Neg 28§ L Neg

Notes:  Values are shaded for variables unableliioeg@m 0.05 significance level.
All variable data are shaded when unable to apkt 0.05 significance level in all areas.
Differences in direction of effect are in bold.

For linear relationships, the direction of effecas it seems. A positive direction
indicates that an increase in the independentblaria associated with a decrease in the
dependent variable. (Recall that congestion isgative situation and that a positive
effect is when congestion decreases.) A negatreetbn results in the opposite
situation. For increasing non-linear relationshthe dependent variable increases or
decreases increasingly more quickly as the indegr@ndariable increases, positively or
negatively. The situation is reversed for a desirgprelationship, where the positive or
negative effects begin to decrease as the indepeudeable increases. In the U and
inverted U relationships, the effect of a changthaindependent variable changes
direction as the variable increases. This effeeither higher in the middle than on the
ends (inverted U) or lower in the middle (U).

The non-linear relationships are of particulaerest to efforts at congestion
remediation. For example, the freeway lane-miksgommuter (FwyLM_KCmtr) have
an inverted U relationship with congestion intepaimd duration, but a linear relationship
with extent. Additions to freeway lane-mileagesafh point might well have a
diminishing effect on TTI and the number of peakitso while continuing to improve the
portion of the network that is congested. (Thentémight” is used here since there is no
evidence of causality in the relationships, onlgrelation.)

Note that there are 14 cases where there is @ésagnt on the direction of effect

between the dimensions; five are two positives@mnegative and nine are two
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negatives and one positive. Thirtedrthese involve results from a split at a sigrifice
level below 0.05, so the disagreement is problemdthe remaining variable
(FwyLM_KCmtr) involves only statistically significa splits, but does have two inverted
U and one linear relationship. Since the directbeffect is derived from the trend line,
the disagreement in this instance is possibly duke trend line in the inverted U
relationship not accurately representing the ovefédcts. (It could also be, of course,
that the relationship is different for this dimesrsiof congestion, though this seems
somewhat unlikely since this occurs on one variablg.) In the 38 other cases, there is
no disagreement and the effects are the samedmadinsions. A positive effect of one
variable on TTI, for example, is also a positiveeef on PortLMCong and PkHrs.
5.5.4 Expected vs. Revealed Effects. The expeftedts theorized in Chapter 4
include both size and direction. In the PLS analythe regression output provided both
size and direction data. The CHAID results aresmogenerous. While the directions of
effect can be gleaned from the scatter plots, ites of effect are less evident. The
coefficients from the trend lines are non-standaedj so comparisons are meaningless.
While it is possible to derive standardized coegfits for all 156 scatter plots, the cost-
benefit of this effort is questionable, especiallyce parsing the sizes of effects into three
groups (high, moderate and low) has its own issliestead, the focus here is on the
directions of effect only.

Table 27 shows the effects expected for congestigeneral with the revealed
effects for each congestion dimension. Also inetlith the table are the variables’ focus
and relative importance (as determined by the ardetich they are used in the first

split operations). Since this order varies by @stign dimension, the variables are listed
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in the order of discussion in Section 4. (For camience, Table 24 above lists the
variables in order of importance for each dimengion

There are 26 cases where the expected effects tibin the revealed effects for
at least one of the three congestion dimensiorighé&3e 26, eleven are cases where all
the revealed data result from splitting operatiansignificance levels above the 0.05
threshold and another four are cases where thgrdmsaent between the expected and
revealed effect are only in the results of nonistiaglly significant splits. If the results
of these 15 cases are discounted, there are 1inmemaases where the expected effects
differ from the revealed effects and the revealéeces are from statistically significant
splits. In five of these 11, the expected effectagative, while the revealed effect in the
statistically significant cases is positive; indjithe expected effect is positive and the
revealed effect is negative or mixed; and in ohe,axpected effect is unknown and the

revealed effect is positive.

Table 27: Expected effects compared to revealestisff

Expected TTI LM Cong PkHrs
No. | Variable Focus Size | Dir Imp | Dir | Imp | Dir Imp Dir
1 PctPopCh Supply | High | Neg 42 Pos 37 | Neg 43 Pos
2 Rep-Dem Supply Low| Neg 10 Neg 52 Pos 1 Neg
3 NetMi_SqgMi Supply Mod | Pos 36 Pos| 25 Pos 42 Pos
4 FwyMi_SqgMi Supply Mod| Pos 13 Pos 13 Pl 41 Pos
5 FwyLM_NetLM Supply Mod | Pos 41 Neg 32 | Neg 5 Neg
6 FwyLM_KCmtr Supply High| Pos 12 Neg 12 Pos 8 Pos
7 FwyArtMi_Cap Supply Mod| Pos 2 Pags 14 Pps 18 Pos
8 DecBeforeNow Supply Low, Neg 14 Neg 49 | Neg 7 Neg
9 Links_Node Supply Mod| Pos 39 Neg 44 Pos 2 Neg
10 | Cmtr_SgMi Demand Mod Neg 15 Ng 27 | Neg 11 Neg
11 | Pers_SgMi Demand Mod Neg 11 Neg ] Neg K INeg
12 | Veh_HH Demand | Mod | Neg 34 Pos | 42 | Neg 46 Pos
13 Inc_Cap Demand Mod Neg 25 Neg 3 Neg 2P Neg
14 | Empl_Cap Demand Mod Neg 8 Neg 46 Pos 4 Neg
15 | Pers_Rest Demand Mod  Pos 21 F 33 Pos 24 Pos
16 | Inflows_Wkr Demand Low| Neg 35 Pos 4 Pos 35 Pos
17 | AvgCmtTime Demand Mod Neg 20 Neg 2 Neg 6 Neg
18 | PctSOV Demand Low Neg 7 Pos 18 Pos 18 Pos
19 | VRM_SgMi Demand Low| Pos 5 Neg | 23 | Neg 20 Neg
20 PopSm Demand Mod Pas 31 Pos 21 Pos B3 Pos
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Expected TTI LM Cong PkHrs
No. | Variable Focus Size | Dir Imp | Dir | Imp | Dir Imp Dir
21 | PopMed Demand Low Pos 19 Pps f Pos 17 Pos
22 PoplLg Demand Low, Neg 16 Neg 6 Neg 26 Neg
23 | PopVLg Demand Mod Neg 33 Neg 24 Neg 34 Neg
24 | GeoNE Demand | Low | Unk 43 Neg | 28 Pos 47 Neg
25 | GeoS Demand | Low | Unk 51 Neg | 35 | Neg 48 Pos
26 | GeoMW Demand Low| Unk 40 Pos 2 Pos 51 Neg
27 | GeoW Demand | Low | Unk 49 Neg | 29 | Neg 49 Neg
28 | PctTrks Flow Mod | Neg 38 Pos | 40 Pos 44 Pos
29 | PctOldYng Flow Low | Neg 44 Pos | 34 Pos 12 Pos
30 | Nodes_UpNetMi Flow Mod| Neg 26 Neg 9 Neg 2] Neg
31 | PctPrPvmt Flow Low| Neg 24 Ng 26 | Neg 19 Neg
32 | Crashes_Kcap Flow Low | Neg 37 Pos 47 Pos 37 Pos
33 | YrPrecipin Flow Low | Neg 50 Neg | 38 Pos 50 Neg
34 | SpTms_Mcap Flow Low| Neg 27 Pos 19 Pos 25 Pos
35 | GPop_NetMi Spread | Low | Neg 45 Neg| 30 Neg 40 Neg
36 | GWkr_UpNetMi Spread Low, Neg 3 Neg 11 Neg 9 Neg
37 | GVeh_HH Spread Low Neg 28 Ng 41 | Neg 23 Neg
38 | GMedinc_HH Spread Low Neg 4 Neg | 48 Pos 16 Neg
39 | GWkr_Cap Spread | Low | Neg 47 Pos | 51 | Neg 52 Neg
40 | GJobs_SqMi Spread Mod Neg 6 Nl 31 | Neg 39 Neg
41 | GJobs_HH Spread Mod  Negg 18 Neg § Neg 15 Neg
42 | GJobs_Wkr Spread Mod  Negg 23 Neg 14 Neg 30 Neg
43 | PctJobsJRDTcts| Other Mod | Neg 52 Neg | 36 Pos 45 Pos
44 | PctPopJPTcts Other Mod  Neg 22 Neg 15 Neg 14 Neg
45 | LeePoly Other Mod| Pos 9 Neg 17 | Neg 31 Neg
46 | Med_Mult Other Mod| Ned 30 Neg 7 Neg 29 Neg
47 | PctGovtEmp Other Low Neg 48 Pos | 43 Pos 10 Pos
48 PctRetEmp Other Low Pos 17| P{ 50 Pos 27 Pos
49 | Pat_KWkrs Other Low | Pos 46 Neg | 39 | Neg 36 Neg
50 | GDP_VMT Other Mod| Neg 1 Neg | 45 Pos 38 Neg
51 | UASgMi Other Mod| Neg 32 Neg 22 Neg 32 NEeg
52 | UAPop-K Other Mod| Ne 29 Neg 10 Neg 28 Neg

Notes: Values are shaded for variables unableliioas@m 0.05 significance level.
All variable data are shaded when unable to apkt 0.05 significance level in all areas.
Differences in direction of effect are in bold.

The five “negative, but positive” cases are: laffo Wkr, PctSOV, PctOldYng,
SpTms_Mcap, and PctGovtEmp. All of these are atemative, but positive” cases in
the PLS regression analysis above. Since theststatly significant relationships with
the congestion variables for all five variables @tber linear or decreasing, the reasoning
for the disagreement in effect would be the saflease refer to Section 5.3.3 for the

discussion on these five variables.



151
The five “positive, but negative” cases: FwyLM_ Nk, FwyLM_KCmtr,

Links_Node, VRM_SgMi, and LeePoly. Two of thesdrf(M_SgMi, and LeePoly) are
also “positive, but negative” cases in the PLS eésgion analysis above and are discussed
in that section. Both exhibit linear or decreagielgtionships with the congestion
variables, so there is little else to add. Theai@mng three are discussed below:

e FwyLM NetLM — it seems reasonable that a largesviray system in relation
to the entire network would be associated with logangestion. According
to the trend line data, however, the effect is tiggarelatively more freeways
are linked with greater congestion. These resuittighe same for all three
dimensions of congestion, although only for theation dimension are the
results significant. Still one wonders why. Elager freeway/network
ratios are probably associated with the largermdraas where congestion is
already problematic, which suggests that this éffeconfounded by other
urban characteristics.

e FwyLM_KCmtr — one would expect that more lane mié$reeway for each
commuter would translate into lower congestiorstdad, the trend line data
show the opposite. Worse congestion accomparriss & the freeway lane-
mile/commuter ratio. This is likely a result oktinverted U relationship
between this ratio and the intensity and duratiometisions of congestion.
(The relationship with extent is linear.) After imitial rise in congestion
levels, which may be a manifestation of supply ingglemand, there reaches

a point where the demand is met and continual #s&® in supply begins to
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improve the congestion situation. If this poinfas enough along the curve,
the overall trend line would show a negative effect

e Links_Node — more intra-connectivity would reasdgdi® associated with

lower congestion levels (a positive effect), but ttend line data show a
negative effect. The relationship with two of ttengestion dimensions
(extent and duration), however, is an invertedhg;dther one is linear. The
inverted U allows an increase in the links per nimiteally to accompany a
worsening of congestion before congestion beginsmprove. This could be
the effect of the supply of intra-connecting ro&dgging their demand early
on before demand is satisfied. It could also la¢ iticreased intra-
connectivity does not affect congestion until astnold is achieved (although
congestion worsens due to other factors), aftechwhicreased intra-
connectivity begins to have an increasing effect.

The one “unknown, but positive” case is one ofghegraphic dummy variables,
GeoMW, which has a positive revealed effect onnsitty and extent but a negative
revealed effect on duration. However, only theitpaseffect on extent is based on a
statistically significant split. Apparently, anbamn area in the Mid-west census region is
less likely to be congested than in other regiespgcially with regard to the extent of
the system congested. Whether this is due to magattitudes, city size or some other
factor is unclear. This is the only geographic dunvariable to have a statistically
significant first split and then only in the onerginsion. Of the other geographic dummy
variables, only GeoW showed results consistenaaghaimension. To be in the West is

unfavorable as far as congestion is concerned.
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5.6 Analysis Results by Congestion Dimension

The results above show that the results from #m®ous analyses differ depending
on the congestion dimension. With this in min& tasults are now displayed by
dimension. Variable size effects come from thealation and PLS regression analyses,
while the direction effects come from the correlatiPLS regression and the CHAIB 1
split analyses. The relationship effect comes fjashthe CHAID £ split analysis. In
cases where there is disagreement in the sizeautidin of the effects, the results from
the various methods are compared, the importanteeaksults considered, and an effect
that best represents the variable is estimatediablas are grouped by importance into
four categories: important (those that are imparitamll four analyses (correlations, PLS
regression, CHAID tree and CHAID'5plit)); somewhat important (those important in
three analyses); somewhat unimportant (those irapbim one or two analyses); and,
unimportant (those that are not important in arglysis). Data cells for variables that
are somewhat unimportant or unimportant are shagedble name cells are shaded

when data cells in all dimensions are shaded.

Table 28: Effects and importance by congestion dsioa

Intensity (TTI) Extent (PortL M Cong) Duration (PkHrs)
Variable Code Size | Dir | Rel | Imp | Size | Dir | Rel | Imp | Size | Dir | Rel | Imp
Supply Variables
1 | PctPopCh Low | Pos L SU | Low | Neg L SU | Low Pos L SuU
2 | Rep-Dem Low | Neg L SU | Low | Neg U SU | Low | Neg L Sl
3 | NetMi_SqMi Low | Pos | InvU U Mod | Pos L U Low | Pos | InvU U
4 | FwyMi_SqMi Low | Pos L SU | Low | Pos L Sl | Low Pos L U
5| FwyLM_NetLM | Low | Neg L SU | Low | Pos L U Low | Neg L SuU
6 | FwyLM_KCmtr | Mod | Pos| InvU Sl Mod| Po L I'| Mod | Pos | InvU SuU
7 | FwyArtMi_Cap Mod | Pos L | High| Pog L Sl Mod Pos NL |
8 | DecBeforeNow Low| Neg U I| Low | Pos| InvU | SU | Mod | Neg NL Sl
9 | Links_Node Low | Neg L U Low | Neg| InvU | SU | Low | Pos | InvU SuU
Demand Variables
10 | Cmtr_SgMi Low | Neg L SU | Low | Neg L SU | Low | Neg L Sl
11 | Pers_SgMi Low| Neg NL S Low| Neg L | Lo Neg Ingr SI




Intensity (TTI)

Extent (PortL M Cong)

Duration (PkHrs)

o

Variable Code Size | Dir Rel Imp | Size | Dir Rel Imp | Size | Dir Rel Imp
12 | Veh_HH Low | Pos L U Low | Neg L U Low | Neg NL U
13 | Inc_Cap Mod| Ned NL Sl Low| Ne L Sl Mod  Neg L S
14 | Empl_Cap Mod| Ned L SI| Mod | Pos | InvU | SU | Mod | Neg Incr |
15 | Pers_Rest Low | Pos L SU | Low Pos L SU | Low Pos L SuU
16 | Inflows_Wkr Low | Pos L U Low | Pos L SU | Low Pos L SuU
17 | AvgCmtTime High| Neg| Dec I High  Ne L | High  Neg Incr Sl
18 | PctSOV Low| Pos| Dec | Low Po S Low Pas I g
19 | VRM_SgMi Low | Neg| Decr Sl Low| Neg L | Lo Neg L IS
20 | PopSm Low| Pog L Sl Low| Ne S Mod Pas L I
21| PopMed Low| Pos L | Low Po | Lo Pos L |
22 | PopLg Mod| Neg L SI| Mod | Neg L SU | Mod | Neg L |
23 | PopVLg Mod| Neg L | Mod| Neg L Sl Mod Neg L Sl
24 | GeoNE Low | Neg L U Low | Pos L U Low | Neg L U
25 | GeoS Low | Neg L U Low | Neg L U Mod | Pos L U
26 | GeoMW Low | Pos L SU | Low | Pos L SU | Low | Neg L U
27 | GeoW Low | Neg L SU | Low | Neg L U Low | Neg L U

Flow Variables
28 | PctTrks Low | Pos L U Low | Pos L U Low Pos L U
29 | PctOIldYng Mod | Pos SU | Mod | Pos SU | Mod Pos L Sl
30 | Nodes_UpNetMi| Mod| Neg L | Mod  Ne L | Mod  Neg L| SI
31 | PctPrPvmt Low| Neg L SI| Low | Neg SU | Low Neg L |
32 | Crashes_Kcap Low | Pos U Low | Pos U Low Pos U
33 | YrPrecipln Low | Neg U Low | Pos U Low | Neg U
34 | SpTms_Mcap Low| Pog L Sl Mog P i S Low Pos L
Spread Variables
35 | GPop_NetMi Low | Neg L SU | Low | Neg L U Low | Neg L SuU
36 | GWkr_UpNetMi| Mod| Neg Sl Low| Neg L Sl Mog Ne L| SI
37 | GVeh_HH Low| Neg Sl| Low | Neg L SU | Low Neg |
38 | GMedInc_HH Low| Neg SI| Low Pos | InvU U Low Neg S
39 | GWkr_Cap Low | Neg U Low | Neg U SU | Low | Neg NL SuU
40 | GJobs_SqMi Low | Neg SU | Low | Pos L U Low | Neg L SuU
41 | GJobs_HH Low| Neg | Low| Ne L Sl Lo Neg L Sl
42 | GJobs_Wkr Low| Ned Sl Low| Ne L S Low Neg L S
Other Variables

43 | PctJobsJRDTcts| Low | Neg L U Low Pos | InvU U Low Pos L U
44 | PctPopJPTcts Mod Neg L | Mod  Ne U g Mod  Neg Sl
45 | LeePoly Mod| Neg L Sl Low| Ne L | Mog Ne L |
46 | Med_Mult Low | Neg L Sl Low | Neg L Sl Low Neg L Sl
47 | PctGovtEmp Low | Pos L U Low | Pos L U Low Pos L SuU
48 | PctRetEmp Low| Pog L Sl Low | Neg | InvU | SU | Low Pos L Sl
49 | Pat_KWkrs Low | Neg L U Low | Neg L U Low | Neg SuU
50 | GDP_VMT Low | Neg I | Low Pos | InvU | SU | Low | Neg SuU
51 | UASgMi High | Neg | Mod | Neg L Sl High  Neg L Sl
52 | UAPop-K Mod | Neg Sl Mod| Neg L | Modg Neg Sl

154
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There are 11 variables that are important in tredationship with congestion
intensity (TTI) and 17 more that are somewhat irtgodr This leaves 24 that are not
important. Not surprisingly, the important variebinclude three urban area size
variables (UASgMi, PopVLg and PopMed). Note tharéhare four demand variables
among those rated as important and another fouabtas (three other and one spread)
that may well be linked with demand. In intengignsiderations, demand-related
variables seem perhaps more influential. Theralseeight cases where the
relationships between the variables are not liredafor supply or demand variables.

There are eight variables that are importantaarather 13 that are somewhat
important in their relationship with congestionentt (PortLMCong). Over half the
variables considered (31 of 52) are either somewhi@portant or unimportant. Again
size variables are well-represented in the topeftable, and again four demand
variables are in the top category, along with twleeo variables that could be linked with
demand. Nine variables, in all focus categorieepkflow, have relationships with the
PortLMCong that are not linear.

Finally, there are eight variables that are ingoat in their relationship with
congestion duration (PkHrs) (three of which areauarbize related), 21 that are somewhat
important, and 23 that are somewhat unimportaahgnportant. In duration, as in
intensity and extent above, it seems that demandblas dominate the top category —
four of the top eight are demand and one otheromedspread variable are also demand-
related. Note that there are 16 cases where ithelisagreement in effect size and 11
cases in effect direction. There are ten casesenthe relationships between the

variables are not linear; nine of these are fopgupr demand variables.
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5.7 Variable Importance

As the main goal for this research is to identiifyse urban characteristics that
have the most important relationships with congestit is worth summarizing variable
importance from Table 28 above. Table 29 showssttigae are 19 variables that are
important or somewhat important in all three dimens of congestion, 20 that are not
important in all three dimensions, and 13 thatadrearying importance among
dimensions. These will be discussed further insietion below. Note that there are 24
cases where the size of the effect is not as eeggshaded in gray) and 14 cases where
the direction of the effect is not as expected(@id font). In all cases but one, the size

difference was just one gradation up or down; faiPBpCh, the difference was two

gradations.

Table 29: Variable importance summarized

Focus Importgnt . Of Varyingll mportance th Importgnt
(Size/Dir ection of Effect) (Size/Dir ection of Effect) (Size/Direction of Effect)
FwyArtMi_Cap (High/Pos) Rep-Dem (Low/Neg) PctPopCh (Low/Neqg)
Supply FwyMi_SqgMi (Mod/Pos) NetMi_SqgMi (Mod/Pos)
FwyLM_KCmtr (Mod/Pos) FwyLM_NetLM (Low/Pos)
DecBeforeNow (Low/Neg) Links_Node (Low/Neg)
Pers_SqgMi (Low/Neg) Cmtr_SqMi (Low/Neg) Veh_HH (Low/Neg)
Inc_Cap (Mod/Neg) Empl_Cap (Mod/Neg) Pers_Rest (Low/Pos)
AvgCmtTime (High/Neg) PopLg (High/Neg) Inflows Wkr (L ow/Pos)
PctSOV (L ow/Pos) GeoNE (Base variable)
Demand -
VRM_SqMi (L ow/Neg) GeoS (Mod/Neg)
PopSm (Base variable) GeoMW (Low/Pos)
PopM ed (L ow/Pos) GeoW (Low/Pos)
PopVLg (Mod/Neg)
Nodes_UpNetMi (Mod/Neg) | PctOldYng (Mod/Pos) PctTrks (L ow/Pos)
Flow SpTms_M cap (M od/Pos) PctPrPvmt (Low/Neqg) Crashes_Kcap (Low/Neg)
YrPrecipln (Low/Neg)
GWkr_UpNetMi (Mod/Neg) GVeh_HH (Low/Neg) GPop_NetMi (L ow/Pos)
Spread GJobs_HH (Low/Neg) GMedInc_HH (Low/Neg) GWkr_Cam/Neg)
GJobs_Wkr (Low/Neg) GJobs_SgMi (Low/Neg)
PctPopJPTcts (Mod/Neg) PctRetEmp (Low/Pos) PctJobsJRDTcts (L ow/Pos)
L eePoly (M od/Neg) GDP_VMT (Low/Pos) PctGovtEmp (L ow/Pos)
Other Med_Mult (Low/Neg) Pat_ KWHkrs (L ow/Neg)
UASgMi (High/Neg)
UAPop-K (Mod/Neg)
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5.8 Analysis Results vs. Variable Selection

The overall results from above are now superimgh@sethe variable selection
tables in Chapter 4 and discussed to “close thg’loWariable importance is shown by
shading (no shading for important in all dimensjaterk gray for not important in any
dimension, and light gray for important in some @msions but not in others). Variable
codes are added for ease of reference, revealect®tre noted under expected effects,
and variables with possible linearity problemsiacdkcated with an asterisk. As noted
above, there are a number of cases where the exbeftects and the revealed effects are
different. Most of these are effect size-related anly one of which, PctPopCh, is more
than one gradation in difference (expected — higiealed — low); and this variable is

unimportant in all congestion dimension. The défeces in directions of effect are of

more concern and, although discussed above imp#@fie analysis results sections

above, they may merit additional comment in thewlsion below.

Table 30: Overall results for variables impactingy

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Network Size Percent change in| High/Negative| UMR Measure of inadequacy of
population 2000tq  Revealed network size
2010 L ow/Negative -Structural functionalism
(PctPopCh) -Lag-time concept
Political party Low/Negative | City Measure of transportation
control in 2000 Revealed | Records investments
(political Low/Negative | World- -Structural functionalism
affiliation of statesmen | -Political party trends
mayor)* website
(Rep-Dem)
Network Density | Network miles per| Mod/Positive | FHWA Measure of network ability
square mile* Revealed | Census to accommodate demand
(NetMi_SqgMi) Mod/Positive -Structural functionalism
Freeway miles peri Mod/Positive | FHWA Measure of network ability
square mile Revealed | Census to accommodate demand
(FwyMi_SgMi) Mod/Positive -Structural functionalism
-Land rent theory
Network Freeway lane Mod/Positive | UMR Measure of network ability
Structure miles per network Revealed | FHWA to accommodate demand
lane mile L ow/Positive -Structural functionalism
(FwyLM_NetLM) -Land rent theory
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VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Network Freeway lane High/Positive | UMR Measure of network ability
Robustness miles per thousan Revealed to accommodate demand
commuters* M od/Positive -Structural functionalism
(FwyLM_KCmtr) -Land rent theory
Freeway miles + | Mod/ Positive | FHWA Measure of network ability
arterial miles per Revealed | UMR to accommodate demand
capita* High/Positive -Structural functionalism
(FwyArtMi_Cap) -Land rent theory
City Age (Census | Low/Negative | Census Measure of network ability
urban area reache Revealed | Wikipedia | to accommodate demand
50k in population | Low/Negative | city pages | -Structural functionalism
(decades before -Changing urban needs ove
2010))* time
(DecBeforeNow)
Network intra- Network nodes / | Mod/Positive | TransCAD | Measure of available
connectivity Network links* Revealed | Census alternate routes
(Links_Node) L ow/Negative -Structural functionalism
-Packet-switching network
theory

Note: Shading is based on variable importance: ram@ortant in all dimensions, light gray - impamt in
some dimensions but not in others, and dark gragt important in any dimension.
* Possible non-linear relationships with one or endependent variables.

Of the nine supply variables, only one is impariarall congestion dimensions;
four are not important in any dimension and fosr mixed in their importance. The
important variable, FwyArtMi_Cap, is a measure efwork robustness, which seems to
be the more influential category of supply variabl@ he variables used to assess the
size, density, structure and intra-connectivityhef network are either not important in
all dimensions or of mixed importance. One vdddias a counter-intuitive direction of
effects, Links_Node, but that variable is unimpotta all dimensions and this result is
somewhat suspect. There are six variables witkiplesnon-linear relationships with
one or more of the dependent variables and oneesktis the important variable,
FwyArtMi_Cap. Care must be taken when interprethrgyrevealed effects for these
variables. All in all, supply variables seem rigally less important in their links with

congestion than variables in other categories.
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square mile*
(VRM_SgMi)

Low/Negative

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Internal Commuters per Mod/Negative | UMR Measure of commuter
Productions square mile Revealed Census productions
(Cmtr_SqgMi) L ow/Negative -Social exchange theory
-4-Step Urban Travel Demang
Model
Persons per squaite Mod/Negative | UMR Measure of total productions
mile* Revealed Census -Social exchange theory
(Pers_SqMi) L ow/Negative -4-Step Urban Travel Demang
Model
Cars per Mod/Negative | Census Measure of trip productions
household* Revealed | ACS12-1 | -Social exchange theory
(Veh_HH) L ow/Negative -4-Step Urban Travel Demang
Model
Income per Mod/Negative | Census Measure of trip productions
capita* Revealed ACS12-1 | -Social exchange theory
(Inc_Cap) Mod/Negative -4-Step Urban Travel Demang
Model
Internal Employment per | Mod/Negative | Census Measure of commuter
Attractions capita* Revealed ACS12-1 | attractions
(Empl_Cap) Mod/Negative -Transportation demand is
derived
-Rational choice theory
-Various sociological theories
Persons per Mod/Positive | US Census Measure of other attractions
restaurant Revealed Economic | -Transportation demand is
(Pers_Rest) Low/Positive | Census derived
2007 -Rational choice theory
-Various sociological theories
External In-commuting Low/Negative | CTPP 5- | Measure of external
Productions flows per worker Revealed | Year ACS | productions
(Jobs in UA tracts| Low/Positive | 2006-2010| -Social exchange theory
- Workers in UA -Land rent theory
tracts) -Transportation demand is
(Inflows_Wkr) derived
Trip Distribution | Average Mod/Negative | Census Measure of time on network
commuting time Revealed ACS12-1 | -Rational choice theory
in minutes* High/Negative -Land rent theory
(AvgCmtTime)
Mode Split Percent of Low/Negative | Census Effects of decreasing highway
commuters in Revealed | ACS12-1 | demand
single occupant Low/Positive -Rational choice theory
vehicles (SOV)* -Various sociological theories
(PctSOV)
Transit vehicle Low/Positive | NTD Effects of decreasing highway
revenue miles per Revealed Census demand

-Rational choice theory
-Various sociological theories
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VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Variations in Dummy variables | Mod/Negative | UMR Measure of variations in
Demand between based on city size Revealed demand
Urban Areas (population) (Base variable -Rational choice theory
(PopSm) L ow/Positive -Various sociological theories
(PopMed) High/Negative
(PopLg) Mod/Negative
(PopVLg)
Dummy variables | Low/Unknown | Census Measure of variations in
based on Revealed demand
geography (Base variable -Rational choice theory
(GeoNE) M od/Negative -Various sociological theories
(GeoS) Low/Positive
(GeoMW) Low/Positive
(GeoW)

Note: Shading is based on variable importance: ramgortant in all dimensions, light gray - impamt in
some dimensions but not in others, and dark gregt important in any dimension.
* Possible non-linear relationships with one or endependent variables.

There are 18 demand variables, eight of whichdaremies associated with either
population or geography. Of these 18, eight anenpbrtance in all dimensions, three of
mixed importance and seven of no importance. portant variables (Pers_SqgMi,
Inc_Cap, AvgCmtTime, PctSOV, VRM_SqgMi, and all ptggion dummies except
PopLg) are largely focused on the trip productiart pf the four step travel modeling
process, assuming that the population variabledrarers of productions more so than
attractions. The mode split variables also figqan@minently, but the revealed effects are
in the opposite direction as expected, so therelmagome confounding interactive
effects at play in these two cases. Interestirtgy,unimportant variables include
Veh HH, which although a key driver in trip prodoais in the four-step model, appears
less useful in differentiating between urban atessed on congestion levels. Also
unimportant are the geographical locations of tties; the net traffic inflows and the
number of attractions (as measured by Pers_Risg¢ems likely that these too, are
similar enough cross the cities as to be less Usedifferentiation. There are seven

variables with unexpected directions of effecthaligh three of these are the geographic
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dummy variables, where the expected direction kawn, so the difference is less an
unexpected effect than just new knowledge. Anotimexxpected direction is for one of
the population dummies (PopMed) and this resuttsifthe interpretation of this variable
in relation to the base variable more so thanletian to congestion itself. The other
discrepancies in direction seem valid and are dsadiin detail above. Seven variables
show evidence of non-linear relationships witheaist one dimension of congestion, and
care should be exercised in interpreting the redkaffects. Demand variables, as a

whole, seem to be very important in their relatilops with congestion.

Table 32: Overall results for variables impactitoy/f

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Trucks Percent of trucks | Mod/ Negative | FHWA Measure of truck impact on
on freeways Revealed flow
(PctTrks) L ow/Positive -Differences in truck-car
nimbleness
Distracted Percent of Low/ Negative | Census Measure of flow interruptions
Driving population 16-24 Revealed ACS12-1 | due to distracted drivers
plus percent of M od/Positive -Consequences of human
population 65 and interaction
over -Loss aversion
(PctOldYng)
Intersections with| Nodes per networ, Mod/ Negative | TransCAD | Measure of flow interruptions
traffic signals and| mile (upper level Revealed Census due to signals/signage
stop-controlled system only) Mod/Negative -Queuing theory
sighage (Nodes UpNetMi
Road Condition | Pavement Low/ Negative | TRIP Urbal Measure of decreases in floy
condition (percent Revealed Roads caused by lower speeds due
in poor condition)| Low/Negative | Report to poor pavement
(PctPrPvmt) -Human nature and driving
skills
Traffic Incidents | Accident rate x Low/ Negative | NHTSA Measure of flow interruptions
VMT per capita Revealed FHWA due to traffic accidents
(Crashes_Kcap) | Low/Negative | UMR -Consequences of human
interaction
-Loss aversion
Weather Annual Low/ Negative | NCDC Measure of flow interruptions
precipitation Revealed due to bad weather
(YrPrecipln) Low/Negative -Mother nature and
geography
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VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Special Events Number of upper Low/ Negative | Various Measure of flow interruptions
level sports teams Revealed Internet due to special events
(SpTms_Mcap) Mod/Positive | Websites | -Structural functionalism
-Social exchange theory

Note: Shading is based on variable importance: ramgortant in all dimensions, light gray - impamt in
some dimensions but not in others, and dark gragt important in any dimension.

On the other hand, flow variables appear to beileportant in their relationships
with congestion. Just two of the seven are immoitaall dimensions and one of these
has an unexpected direction of effect, which malcite the presence of a confounding
variable. The other important variable, Nodes_UpMNeseems to be a clean and
expected link with congestion, although it may hhweted use in remediation efforts
(assuming that the variable is causal); many okttisting intersections are needed to
allow network access and alternatives to intersastcan often be prohibitive in cost.
Three flow variables are unimportant and the remgitwo are of mixed importance.
The two other variables with unexpected directiohsffects are of limited or no
importance and have been discussed already. s$ttegly, all flow variables appear to
have linear relationships with all three congestiariables.

Table 33: Overall results for measures of spreadsaairban area census tracts

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT | SOURCE | JUSTIFICATION

Network Layout | Gini coefficient of | Low/Negative | CTPP 5- | Measure of network layout

population per Revealed | Year ACS | efficiency

network mile Low/Positive | 2006-2010| -Structural functionalism

(GPop_NetMi) TransCAD | -Changing urban needs over
time

Gini coefficient of | Low/Negative | CTPP 5- | Measure of network layout
workers per upper| Revealed | Year ACS | efficiency

network mile Mod/Negative| 2006-2010| -Structural functionalism
(GWkr_UpNetMi) TransCAD | -Changing urban needs over
time
Internal Gini coefficientof | Low/Negative| CTPP 5- | Measure of trip productions
productions car ownership Revealed | Year ACS | -Social exchange theory
(aggregate Low/Negative | 2006-2010| -4-Step Urban Travel
vehicles per HH) Demand Model

(GVeh HH)
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VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Gini coefficient Low/Negative | CTPP 5- | Measure of trip productions
for median incomg Revealed | Year ACS | -Social exchange theory
per HH* Low/Negative | 2006-2010| -4-Step Urban Travel
(GMedInc_HH) Demand Model
Gini coefficient of | Low/Negative | CTPP 5- | Measure of time on network
workers per Revealed | Year ACS | -Level of mixed land use
capita* Low/Negative | 2006-2010| -Land rent theory
(GWkr_Cap)
Urban Spatial Gini coefficient of | Mod/Negative| CTPP 5- | Measure of degree of
Structure employment Revealed | Year ACS | monocentricity
(jobs) density Low/Negative | 2006-2010| -Central place theory
(GJobs_SqgMi) -Land rent theory
Gini coefficient Mod/Negative| CTPP 5- | Measure of degree of
for jobs/HH Revealed | Year ACS | monocentricity
balance Low/Negative | 2006-2010| -Central place theory
(GJobs HH) -Land rent theory
Gini coefficient of | Mod/Negative| CTPP 5- | Measure of degree of
jobs/worker Revealed | Year ACS | monocentricity
balance Low/Negative | 2006-2010| -Central place theory
(GJobs_Wkr) -Land rent theory

Note: Shading is based on variable importance: ramgortant in all dimensions, light gray - impamt in
some dimensions but not in others, and dark gragt important in any dimension.
* Possible non-linear relationships with one or endependent variables.

Three spread variables are important in all dinoerssof congestion:
GWkr_UpNetMi, GJobs_HH, and GJobs_Wkr. The firstalves network layout, while
the last two involve urban spatial structure. tAtlee, however, involve the degree of
equal distribution of the workforce within the urbotprint, and all three have the
expected effect — an increase in the inequalityefdistribution is linked with worse
congestion. The other five spread variables dheeof mixed importance (two) or not
important (three). Only one has an unexpectedtiine of effect (and that variable is an
unimportant one, so it is unlikely to be of conseee) and two have potential non-linear
relationships with one or more of the dependenabtes (and these are of mixed or no
importance). On the whole, most spread variabiesiat so useful in this assessment
and the time and effort involved in their calcudatimay make them “not worth the

effort.”
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Table 34: Overall results for other variables pttdly impacting congestion

D

VARIABLE EXPECTED
CONCEPTUAL | OPERATIONAL EFFECT SOURCE | JUSTIFICATION
Centrality Percent of Mod/Negative| CTPP 5- | Measure of the spread of
Employment in Revealed | Year ACS | employment
Job-Rich, Job- L ow/Positive | 2006-2010| -Central place theory
Dense Tracts* TransCAD | -Land rent theory
(PctJobsJRDTcts)
Sprawl Percent of Mod/Negative| CTPP 5- | Measure of the spread of
Population in Job-| Revealed | Year ACS | population
Poor Tracts Mod/Negative| 2006-2010| -Central place theory
(PctPopJPTcts) TransCAD | -Land rent theory
Urban Spatial Degree of poly- Mod/Positive | Lee and Measure of degree of
Structure centricity (higher Revealed | Gordon monocentricity
more poly-centric)| Mod/Negative | (2007) -Central place theory
(LeePoly) -Land rent theory
Land Costs Housing Mod/Negative| Int'l Measure of the bid-rent
affordability Revealed | Housing function
(Med_Mult) Low/Negative | Afford. -Land rent theory
Survey
Government Percent of Low/Negative | Census Measure of private-public
Employment employees Revealed | ACS12-1 | employment split
working for Low/Positive -Degree of peak hour
government participation
(PctGovtEmp)
8-hour work day | Percent of Low/Positive | Census Measure of employees not
employment in Revealed | ACS12-1 | working a standard 8-hour da
retail* Low/Positive -Rational choice theory
(PctRetEmp) -Degree of peak hour
participation
Creativity Patents per 1000 | Low/Positive | Brookings | Measure of participation in the
workers Revealed | Institute status quo
(Pat_KWkrs) Low/Negative -Transportation demand is
derived
-Rational choice theory
-Various sociological theories
Activity Density | Real GDP per Mod/Negative| BEA Measure of city density of
VMT* Revealed | UMR activity
(GDP_VMT) L ow/Positive | FHWA -Structural functionalism
-Social exchange theory
Size Urban area squarg Mod/Negative| Census Measure of city size
miles Revealed -Rational choice theory
(UASgMi) High/Negative -Various sociological theories
Size Urban area Mod/Negative| Census Measure of city size
population Revealed -Rational choice theory
(UAPop-K) Mod/Negative -Various sociological theories

Note: Shading is based on variable importance: ramgortant in all dimensions, light gray - impamt in
some dimensions but not in others, and dark gregt important in any dimension.
* Possible non-linear relationships with one or endependent variables.
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There are ten other variables that are consider&@dund out the field”. Of
these, five are important in all dimensions of aestpn, three are unimportant, and two
are of mixed importance. Two of the five importaatiables are size-related (UASqMi
and UAPop-K) and three generally deal with the allerrban layout: sprawl
(PctPopJPTcts), poly-centricity (LeePoly), and laodts (Med_Mult). While LeePoly
has an unexpected direction of effect (which candlicate the interactive effects of other
confounding variables), all other important varesbehave about as expected. The
issue of centrality, the level of government empieynt and the creative nature of the
workforce are not important, at least as far asvdreables used as metrics are concerned.
Of some interest, but of less importance are thel lef retail employment and the
amount of money “available” for each vehicle mifdravel. There are three variables
with possible non-linear relationships with the gestion variables, but these are
unimportant or of mixed importance. All in allebe other “round-out” variables were a

valuable addition to the analysis.



CHAPTER 6: CONCLUSIONS

6.1 Summary

This exploratory research sought to identify thiea$ urban characteristics that
are correlated with traffic congestion. After &iesv of the literature concerning
congestion and urban areas, with a focus on theearid concepts, models, and urban
structure, three dependent congestion variablegsepting the three dimensions of
congestion (intensity, extent and duration) ang&tntial predictor variables were
identified for 100 urban areas in the United Stateshg 2010 data predominantly.
Variables were analyzed using multiple methodsngs correlation, PLS regression,
CHAID decision trees, and CHAID first split analysesults were all considered in
determining the relationships between the predatal response variables. Each method
was used to uncover the influential variables fmtedimension and then these method-
based results were compared with one another &vrdete the variables’ influence
across all four methods. Of the 52 predictor \des, 19 were determined to be
important (i.e. well-correlated) in all three dinseans of congestion, 20 were not
important in any of the three dimensions, and 1Bvimportant in some dimensions, but
not in others. While in most cases the directioeftéct was as expected, there were 17
instances where the effect was in the oppositetiie most likely due to the presence

of interaction effects from confounding variablds.most cases, the revealed effects
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suggested a linear relationship with the dependamable; however, there were 18 cases
where the relationship was possibly non-linear.

Of the 19 variables that were most correlated wathgestion, one was supply-
focused (FwyArtMi_Cap), eight were demand-focudeer§ SgMi, Inc_Cap,
AvgCmtTime, PctSOV, VRM_SgMi, PopSm, PopMed, angWa), two were flow-
focused (Nodes_UpNetMi and SpTms_Mcap), three weread-focused
(GWKkr_UpNetMi, GJobs HH, and GJobs_Wkr), and fiverevin the “other” category
where the focus was unclear or overlapping (PctPopts, LeePoly, Med Mult,
UASgMi, and UAPop-K). The revealed effects of cesigpn were in the expected
direction for 15 of these 19; four, however, hadrderintuitive revealed effects
(PctSOV, VRM_SgMi, SpTms_Mcap and LeePoly).

6.2 Research Corroborated

Most of the congestion research heretofore hasskxt on congestion impacts,
mechanics and remediation. While the first istreddy independent of causality
concerns, the last two are built around cause-#ledteelationships. This research did
not establish any causal connections, nor canlikagferred. Nonetheless, there are
some links between this analysis and the previberature that might be noted,
especially in the congestion remediation areaorEfto improve congestion levels
through adding supply are reasonable, particulathe focus is on both arterial and
freeway capacity. Efforts to improve congestiorels by decreasing demand are also
reasonable, although the results of some stratégligsdecreasing PctSOV or increasing
VRM_SgMi) might not have the expected results asliits may diminish as cities

become large and very large. Flow-focused effarteduce congestion are reasonable,



168

but perhaps to a lesser degree and might be battgated to the upper level system.
There are some congestion remediation proposalatbapread-focused, although land-
use solutions are long-term propositions. Shk tlata show that a more uniform
distribution of jobs and housing is linked with lemcongestion levels. Finally, there is
support for the idea that lower levels of sprave eorrelated with lower levels of
congestion.
6.3 Lessons Learned

Congestion is a most complex issue. Non-lingatioaships, the presence of
confounding, and perhaps unknown, variables, aaddnying degrees of importance
among reasonably formulated variables all servauddy the waters of understanding.
Nonetheless, some broad lessons are learned, ithoadd the specific findings noted in
the summary. Size variables seem to be overlesgmted among those deemed
important and population density seems to be intiaé Certain measures of spread are
also important. All of which point to the idea tiséze matters, at least as far as
congestion goes. Another key lesson learned tssthrae variables just do not seem to
matter and can be safely excluded from the corgesliscussion. One final word of
caution in the lessons learned: this assessmekedioexclusively at correlative
relationships. No causal inferences were detemnamemplied.
6.4 Future Research

As noted, this research is exploratory in purpoBere is no intent to explain
congestion or identify any causal relationshigsvduld be extremely difficult, if not
impossible, to “get at” the causality issue in a&manalysis such as this one. Human

behavior, and traffic congestion certainly fallddanthis heading, is eminently adaptable
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and notoriously difficult to predict. While it tsue that Sherlock Holmes notedTihe

Sign of Four:

“While the individual man is an insoluble puzzle the aggregate he becomes a mathematical
certainty. You can, for example, never foretellavany one man will be up to, but you can say
with precision what an average number will be upltaividuals vary, but percentages remain

constant. So says the statistician.”

— Sir Arthur Conan Doyle

percentages may well change, especially over thg periods of time needed to
implement congestion remedies. Hence, the pergesitare likely to become
increasingly difficult to predict. Nonethelessfoefs to understand congestion are not
misplaced. Additional research using only thoseabdes identified here as important,
and especially those with likely linear relations)iis a reasonable “next step” forward.
As causality issues are better studied at the niexrel, such research should be targeted
at one or at a small group of cities, similar iresand geography. Also of potential
benefit is research within a single congestion disnen. Most discussion of congestion
in the literature seems to consider congestionvalsade, and possible approaches to
more effective congestion remediation could be uaced with a single dimension focus.
Finally, there may be some merit to additional exgiory research conducted on a more
micro level. It could be that some important relaships are lost in higher level
analyses. It could also be that some of the counteitive relationships found in this
study no longer hold in a more localized assessment
6.5 Final Thoughts

Larger cities, in terms of square mileage and faifn, tend to be accompanied
by increased poly-centricity, a more variegatedi$mape, and a more sprawling footprint
as people try to balance housing and jobs and gmsdry to adapt to the changing

worker pool. A quick look at the urban areas & skudy shows that it is the larger ones
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that have the most congestion issues. It maydutithat congestion is simply another
one of the “amenities” (although negative in natwfered by urban regions that the
citizenry will need to embrace, or at least accefg.this amenity does not seem to be a
major deterrent to city growth, it could be thattheny Downs is right when he said:
“Traffic congestion is not essentially a probleftis the solution to our basic mobility

problem.” (Downs 2004, p. 20) Individuals can aodadapt.
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