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ABSTRACT

MOHIT P. ARORA. Reconfiguration of distribution network with distributed energy
resources for enhancing resilience.

(Under the direction of DR. CHURLZU LIM)

Enhancing the resiliency of the electric grid is a major challenge facing the electric

regulatory bodies. Beyond the traditional approaches of improving the resiliency such

as vegetation management, damage assessment and communication technology, the

ever increasing share of Distributed Energy Resources (DER) can be used as a way

of modernizing the grid. Strategically placed DER’s can be effectively used to reduce

the vulnerability of the interconnected system and also, reduce customer outage time.

Although connecting the DERs into the traditional electric network can pose technical

and regulatory challenges, they can be used efficiently to form smaller standalone grids

or micro-grids during hours of emergency and extreme weather scenarios. In this

study, we propose a modernized approach for optimally supplying loads using mixed

integer linear programming (MILP) under multiple power outages by maximizing the

loads assigned to each node. The scope of the problem is further expanded to form

a MILP formulation for a three phase electric network taking into account the power

balance and operational constraints. A numerical example with a real system is used

to illustrate the effectiveness of both the formulations.
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CHAPTER 1: INTRODUCTION

The U.S. Electricity network is one of the largest and complex engineering achieve-

ment of the 20th century. With the rapid development of the economy, the domestic,

industrial and commercial demands for electricity have increased tremendously. The

problems on the traditional electric system have intensified with the ever changing

customer needs and advancements in smart grid and communication technologies [1].

Recent natural events such as Hurricane Sandy and Katrina have caused severe

power outages and raised the question about the sustainability of the network against

such extreme natural disasters. Hurricane Sandy left 7.5 million customers without

power across 15 states and Washington, D.C. [2]. Even days after the event, millions of

customers were left without power throughout the East Coast, which incurred billions

of dollars in damages. An analysis by Lawrence Berkeley National Laboratory’s Evan

Mills shows that approximately 78% of the 1,333 gird outages in the period of 1992

to 2010 were weather related and affected 178 million customers in the U.S. alone [5].

The economic cost of power outages is largely related to the duration of the outage.

In 2001, EPRI estimated that the annual cost of weather related outages is about

$104 billion to $164 billion, with about 44% to 78% being weather related outages.

The total estimated economic loss can be estimated from $20 billion to $70 billion per

year [5]. In the recent years, with the increasing number of weather related outages

these numbers would be even higher. The aging electric grid and ever increasing

power demand have highlighted the need for a reliable and resilient power delivery

infrastructure [2].

The Department of Energy and electric utilities have taken certain traditional
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measures such as vegetation management, damage assessment, and communication

technology, and backup generators, etc. to decrease the vulnerability of the system

against natural attacks. A detailed explanation on the measures that can be adopted

to enhance the resiliency is given in [4] and [5]. Recently, there has been extensive

research on small independently islanded grids, called as micro-grids, which operate

as a standalone feeder system.

Distributed Energy Resources (DERs) have gained commercial importance re-

cently. DERs may include photovoltaic systems (solar cells), energy storage devices,

wind systems, and fuel cells. In spite of their high installation costs, DERs are proven

to be cost effective in the long run. Many commercial building, industrial warehouses

and distribution centers have installed solar panels to satisfy their energy needs. When

combined with storage devices, surplus energy generated by these solar panels can be

stored, and used during other times of the day when sufficient solar energy is not avail-

able. This additional energy can also be used to satisfy the needs of the neighboring

loads and form small micro-grids. For example, retail giant Walmart has about 180

revenewable energy initiatives which generate 89 megawatts (MW) as reported by the

Solar Energy Industries Association [3]. Figure 1.1 shows the Walmart’s distribution

center in Buckeye, Arizona, which has a total of 14,000 roof and car parking canopy

solar panels and produces solar energy enough to fulfill 30% of its demand. [3].

In situations where the load points are disconnected from the main feeder and/or

where multiple line outages occur in the network, strategically placed and connected

DERs have potential to be utilized in order to supply electricity to the disconnected

areas by forming small micro-grids. DERs can temporarily supply the loads until

when the line outages are fixed and the main feeder can supply power. The micro-grids

formed by the DERs can operate in an island mode, where the load points connected

in the micro-grid are supplied locally by the DERs and also in a grid connected mode

where the loads are powered by the feeder system and DER together. Although there
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Figure 1.1: Walmarts distribution center at Buckeye, Arizona

Source: Hower, M.(2013, October 30) Walmart Now Produces More
Solar Power Than 38 U.S. States. Retrieved April 07, 2016, from
http: // www. sustainablebrands. com/ news_ and_ views/ clean_ tech/ mike-hower/

walmart-now-produces-more-solar-power-38-us-states

are certain operational concerns regarding the switching capabilities and monitoring

of DERs to supply power into the conventional distribution network, DERs have great

potential to be effectively used in times of emergency or extreme weather events to

supply electricity to the disconnected loads.

During crisis, critical facilities such as hospitals, schools, fire stations, police sta-

tions, etc. have to be given higher priority over domestic and commercial loads, espe-

cially when there is insufficient power from DERs to cover all outage areas. Besides,

determining the loads to be supplied during emergency needs to take the operational

and connectivity constraints into consideration, which results in a complex decision

making process. Mathematical optimization can beneficially be employed to make
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such a complex decision. The formulation proposed in this study is a Mixed Integer

Programming (MIP) problem which maximizes the total priorities assigned to each

load in the network. Initially, the formulation was developed for a single phase radial

network, later it is extended to consider a 3-Phase radial network and to incorpo-

rate nonlinear power balance equations. The proposed formulation aims to tackle

the issues of dynamic network reconfiguration by using the DERs to form micro-grids

and also the supply of critical facilities during weather related outages. An example

of a real utility feeder system is used to determine the effectiveness of the both the

formulations and results are presented.

The rest of the thesis is organized as follows. Chapter 2 provides a thorough liter-

ature review on the previous research about strategies for coping with power outages,

using DERs during emergency and optimization models. Chapter 3 describes the de-

tails of the mathematical formulation for the single phase radial network. Chapter 4

presents an extended mathematical formulation for the three phase radial network.

Chapter 5 provides further extension to by incorporating nonlinear power flow balance

equations and converting a meshed non-radial network to a radial distribution net-

work. Chapter 6 presents the numerical results for the proposed formulations by using

a real distribution network with fault scenarios. The conclusion and future direction

of the research is given in Chapter 7.



CHAPTER 2: LITERATURE REVIEW

In this chapter, we provide a review on the previous research in the utilization of

optimization techniques for enhancing the resiliency of the distribution networks and

preliminaries to basic mixed integer programming formulations.

2.1 Literature Review on Resiliency of Distribution Network

When a major fault occurs in a distribution network, the primary goal of the utility

operators is to restore the power system as quick as possible. The first step involves

detecting the fault and identifying the location and the second step is to restore power

to as many customers as possible. With the help of automated switches located in

the grid, utility operators can remotely redirect the power through the healthy lines

by a sequence of controlled switching operations [6].

There has been extensive research in the literature on system restoration after a

fault by changing the network configuration by switching operations to reduce the

restoration time. Liu et al. [7] propose an expert system which contains a knowledge

base of 180 rules which can be used by utility operators to restore power to maximum

number of load zones. Chen, Lin and Tsai [8] also propose a rule-based expert system

along with a colored Petri Net (CPN) model where priority indices are assigned to each

zone and feeder for identifying important load points for prioritized service restoration.

The effectiveness of the model is shown using an 18 feeder distribution system of

Taiwan Power Company. A use of two step fuzzy logic methodology has also been

proposed in [9] and [10] for service restoration for a single fault and multiple faults,

respectively. Multi-agent solution has also been proposed for service restoration in

Solanki et al. [11], where the objective is to maximize the power satisfying loads with
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weights assigned to them. A heuristics search using a binary depth first search (DFS)

tree algorithm has been also proposed, so that operators can be guided to narrow

the search and find the best possible switching decision for service restoration in the

smallest amount of time [12].

Optimization has also been used for system restoration. Khushalani et al. [13] also

propose a mixed integer nonlinear programming problem for system restoration after a

fault. They consider an unbalanced three phase feeder system for which they propose

two formulations. In the first problem, they consider the objective of maximizing the

two priority levels (vital and semi-vital) assigned to the nodes along with the switching

and three phase system constraints. Due to the nonlinear nature of the formulation,

a problem with small number of nodes can be solved but for larger number it fails to

converge. Next, to tackle this issue, they consider a multi objective function which

aims to maximize the power in the network while minimizing the number of switch-

ing operations required. They demonstrated the effectiveness of the formulation by

finding the global optimal solution for two modified IEEE test distribution systems.

Other methods such as artificial neural networks [14], genetic algorithms [15], and

hybrid optimization models [16] have also been proposed in literature for the network

restoration and reconfiguration [17]. Nyugen, and Flueck [17] consider a multi agent

based model where they consider two types of agents: switching agents and distribu-

tion energy storage (DES) agents to form micro-grids after faults in the distribution

system.

There has been tremendous research in reconfiguration and restoration techniques

after faults in the distribution network as seen above. In extreme weather events, we

need to consider the worst possible scenarios such as multiple faults in the distribution

system and/or the sub-station is disconnected from all/majority of the distribution

network and/or the neighboring feeder systems cannot be reconfigured to supply the

faulty feeder system. DERs scattered throughout the system network can be used
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advantagiously to supply power to the critical customers under these conditions. Ini-

tially, DERs existed in the form of back-up generator which were able to restore power

to the customers in the load bus it was connected in case of an interruption [18]. But,

DERs were not able to supply power to the nearby load busses. With the increasing

advancements in communication technologies and automated switching devices, the

new generation of DERs such as solar PV, small hydro, wind-turbines, etc. can be

used to restore load beyond its own load to the nearby critical loads to form a micro-

grid. The location of the faults during a disastrous events are unknown. Therefore,

formation of micro-grids for DERs should be dynamic after the fault location has been

identified [19].

There has been an increasing interest in literature for utilization of DERs in

restoration of the distribution system after faults. Pham et al. [20] propose a knap-

sack combinatorial optimization model for DER after a major fault. Its objective is to

maximize the power that is supplied to nodes based on their weighted priorities. They

consider finding the optimal switching sequence for a single DER with black-start ca-

pability in a network by using the branch and bound algorithm. A multi agent based

algorithm is proposed for load restoration by forming micro-grids in Xu and Liu [21],

they consider each bus in the micro-grid as an agent which communicates with the

neighboring nodes to form the optimal micro-grid. The knapsack optimization model

is proposed to find the optimal decision for the nodes to be supplied by the DER.

Knapsack problems are NP-hard and the global optimal solution is hard to achieve

where time availability is limit. Castillo [22] considers a multi-stage stochastic MILP

model for restoration of power and damage assessment after a natural disaster for

pre-installed micro-grids. The aim of the formulation is to reduce the restoration time

considering the power flow operations and optimal scheduling over the timespan of the

fault. A multi-objective nonlinear optimization problem is considered in Li et al. [23]

which considers minimizing the switching operations while maximizing the total load
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restored in the distribution system along with static voltage and current operational

constraints to check for violations. They consider modelling the micro-grids as vir-

tual feeders in the network and use the spanning search tree to find the optimal load

busses to be restored. The distribution system restoration (DSR) algorithm proposed

in [23], has only been tested for single fault and does not consider multiple faults sce-

nario, which may arise during severe weather events. Similarly, other methods such as

stochastic models [24], and control algorithms [25] have been proposed for utilization

of DERs and micro-grids in system restoration after a fault.

Recently, Chen et al. [19] developed a MILP problem forming dynamic micro-grid

after multiple faults occur in the network. They propose a formulation for maximizing

the weight priorities for all the nodes picked by the DERs in the dynamic micro-grid

formation for a single phase network. They consider the topological, switching and

linearized power balance constraints when selecting the nodes that can be picked by a

DER for its micro-grid. They propose a de-centralized multi-agent coordinated infor-

mation system in which multiple local agents coordinate and communicate information

with the regional agents which solve the MILP problem for formation of micro-grids.

However, developing such a communication requires advanced communication devices

which are costly to implement in the field. In this study, we propose a single phase

and three phase systems which can be easily implemented and incorporated within

the utilities Supervisory Control And Data Acquisition (SCADA) systems.

We assume the DERs are disconnected from the main distribution system under

normal operations. In case of multiple faults, each DER can be connected to the main

distribution network in order to form its own micro-grid by connecting to nearby

nodes. The system is assumed to have communication capabilities to identify and

isolate the faulty region. The formulations proposed here form dynamic micro-grids

in the distribution network for each DER considering multiple fault isolations in the

network.
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2.2 Background on Mixed Integer Programming (MIP)

Linear programming (LP) was first introduced by George Dantzig in 1947. Sub-

sequently, many scientists have made many significant contributions to the topic [26].

Linear programming has been used extensively in government and industries such as

defense, logistics, manufacturing, financial services, telecommunications, retail, etc.

[27]. Linear programs consider the objective of the problem and their conditions to

be linear. Many of the large scale optimization problems are modelled as linear pro-

grams because of their simplicity, ease of understanding and global optimal solutions

are usually guaranteed. Integer linear programs have variables restricted to take only

integer values. Binary variable which only take the value of [0, 1], are also considered

as integer variables. An integer linear program in its standard form can be expressed

as [28],

Maximize
n∑
j=1

cjxj (2.1)

Subject to,
n∑
j=1

aijxj = bi (j = 1, 2, ...,m) (2.2)

xj ≥ 0 (i = 1, 2, ..., n) (2.3)

xj integer (for some or all j = 1, 2, ..., n) (2.4)

Equation 2.1 represents the linear objective function, where cj is the constant param-

eter and xj is a integer variable, where j represents the index of the variable in vector

consisting n. The aim of the objective is to maximize or minimize the objective

function value. In the equation 2.2, aij and bi represent constraint coefficient param-

eters and constant right hand side parameters, respectively. Equation 2.3 represents

the lower bound on all the variables. This constraints can be sometimes replaced by,

lj ≤ xj ≤ uj, where lj and uj are the lower and upper bounds for the variable xj,
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respectively. Equation 2.4 represents the constraint for declaring that some or all the

variables are integer valued, including binary.

If all the variables in the formulation are declared as integer, it is called a pure

integer linear program. If some variable are integer and others are continuous, the

program is considered as a mixed integer linear program (MILP). The two formulations

proposed here in Chapter 3 and 4 are MILPs. We propose a mixed integer nonlinear

program (MINLP) in Chapter 5, which is an extension of the MILP formulation in

Chapter 3 by incorporating nonlinear power balance equations into the constraint set.



CHAPTER 3: SINGLE PHASE MATHEMATICAL FORMULATION

In this chapter, the single phase formulation for a radial network is explained

in detail. Consider an electric network that consists of nodes and links. Suppose

that DERs are placed at nodes and can be remotely controlled to be connected or

disconnected from the network. We also assume that the DERs can generate enough

power to satisfy its own energy demand and also supply neighboring load points in

the network. Hence, in case of a fault on the main line or lateral, the surplus power

available at the DER can be used as a source to satisfy the demand of the neighboring

load points and can form a self-satisfying micro-grid in the network.

We assume that exact fault location can be identified by sensor (e.g. wireless

sensor network) and can be communicated to main Supervisory Control and Data

Acquisition (SCADA) system. Hence, the information about the power outage area,

such as healthy lines and available power at DERs is readily available for the proposed

optimization model to be employed. Distribution network typically contain only a

limited number of reclosers or additional switching equipments. However, due to

advanced technology, more affordable switching devices will emerge in the near future.

Hence, we assume that such switching devices are available in the network.

The problem is first represented by a radial network which consists of a set of

nodes N and the distributed energy resources in the network are represent by set K,

where K ⊂ N . The nodes of the network are connected by directed edges, represented

by E(i, j, k), where (i, j) ∈ N, k ∈ K. Note that edges are layered over k ∈ K, so that

power flows can be made in different directions depending on the DER that supplies

the power. The formulation proposed here is similar to the one proposed in [19] with
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exception of some switching constraints and the objective.

3.1 Objective Function

The proposed MILP is formulated such that the objective function aims at maxi-

mizing the weighted sum of nodes that can be supplied by the available DERs in the

network, where weights are assigned to each and represent priorities. Let, wi denote

the weight assigned to node i, i ∈ N . While weights can take on general values, they

can be discretized for the sake of practicality. For example in our numerical example,

the weights have been categorized into three levels. Load points such as Hospitals,

Fire Stations, Police Stations, etc. have been given the highest priority with a weight

of 1000. The second priority has been given to residential and other commercial loads

with a weight of 100. The last category are the points carrying no loads and are just

forwarding the power, which have been assigned a weight of 0. Define, binary variable

yi is used to determine if a node i is being supplied in the network.

yi =


1 if node i is connected,

0 otherwise

i ∈ N

Then, the objective function is the summation of the product of the weights and the

nodes being supplied in the network. The objective function can be represented as

Maximize
∑
i 6=k

wiyi (3.1)

3.2 Constraints

3.2.1 Connectivity Constraints

If a node is connected, it can be connected to only one DER in the network. A

binary variable xik is defined to determine if node i is connected to DER k in the

distribution network for i ∈ N, k ∈ K. The binary variable xik = 1, if node i is
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connected to DER k in the network and xik = 0, otherwise.

∑
k∈K

xik ≤ 1 i ∈ N/K (3.2)

Assume, that the node where a DER is located, is connected to the same DER. This

constraint can be represented as,

xkk = 1 k ∈ K (3.3)

The next constraint assure that there exists a path to a node from DER k, if DER

Figure 3.1: Connectivity of from-node to to-node in relation to DER

k supplies to this node. From 3.1 it can be seen that, If node j is supplied by DER

k, then node i, the parent node of j must also be supplied by the same DER k for

each directed edge (i, j, k) ∈ E , where (i, j) ∈ N and k ∈ K. In other words, if the

from-node i is not connected to DER k, then the to-node j cannot be connected to

DER k.

xjk ≤ xik (i, j, k) ∈ E (3.4)

3.2.2 Relationship between x and y

The binary variable xik can be related to the binary variable yi using the constraint,

yi =
∑
k∈K

xik i ∈ N/K (3.5)
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From equation 3.2, it can be seen that node i can only be connected to up to one

DER k. So, yi = 1 if the node i is connected in the network and yi = 0, if the node is

not connected in the network.

3.2.3 Fault Identification Constraint

A set F is defined to indicate all the faulty nodes in the network, where F ⊂ N .

The faulty nodes identified should not be connected in the network. This can be

achieved by forcing yi = 0. This forces the faulty node i not to be connected in the

network, thus excluding it from the network. This constraint also forces the binary

variable xik = 0, in equation 3.5, therefore not connecting it to any DER. The fault

identification constraint can be represented as,

yi = 0 i ∈ F (3.6)

3.2.4 Linearized Power Balance Constraints

The nodes connected to a DER, should also satisfy the power flow constraints.

Power flow constraints are often approximated by a linearized form. In this research,

the DistFlow Model from [29] and the linearized version of the equations are taken

from [30]. The variable Pik is defined to represent the real power flow into the node i

from DER k. For each k ∈ K, the real power balance constraint can be formulated

as the total sum of the power originated from DER k and sent to forward star of

node i (FS(i)) is equal to the power delivered to node i from DER k minus the power

consumed at node i. From Figure 3.2, it can be seen that nodes j1 and j2 are the

forward star of node i. The sum of the real and reactive power directed towards nodes

j1 and j2 should be equal to the real and reactive power remaining at node node i

after its own real and reactive demand is served, respectively.

∑
j∈FS(i)

Pjk = Pik − pixik i ∈ N, k ∈ K, (3.7)
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Figure 3.2: Real and reactive power balance among nodes

where pi = real power demand at node i i ∈ N

Similarly for reactive power, define variable Qik as the reactive power flow into node

i from DER k and the reactive balance constraint can be written as

∑
j∈FS(i)

Qjk = Qik − qixik i ∈ N, k ∈ K, (3.8)

where qi = reactive power demand at node i i ∈ N

From constraints 3.7 and 3.8, it can be seen that the real demand for only those

nodes connected to DER k would be considered, i.e., if xik = 1, then pi and qi will be

subtracted from the real power (Pik) and reactive power (Qik) that node i receives,

and the remaining real and reactive power would be passed on to forward star of node

i, respectively. Note that, if there is no power demand at node i, then the entire power

flowing into node i will be passed on to the forward star of node i. If node i is not

connected to DER k, then the real and reactive power flow into node i from DER k
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must be zero. To enforce this, the following constraints are used.

0 ≤ Pik ≤ Pkxik i ∈ N, k ∈ K (3.9)

0 ≤ Qik ≤ Qkxik i ∈ N, k ∈ K, (3.10)

where Pk = real capacity at DER k k ∈ K

Qk = reactive capacity at DER k k ∈ K

These constraints force the real and reactive power flows into node i to be zeros, if

the node i is not connected to DER k, i.e., if xik = 0, then Pik and Qik are forced to

be zeros. For the nodes connected to DER k, i.e., xik = 1, then Pik and Qik should

be less than or equal to the capacities of the DER k. For the nodes where DERs are

installed, i.e., i = k, the binary xik is always equal to 1. Therefore for the DER nodes,

the above constraints 3.9 and 3.10, the real power (Pik) and reactive power (Qik) are

less than or equal to the real and reactive capacities of the DER k, respectively.

3.2.5 Voltage Constraints

The voltage constraints mentioned below are a part of the power balance and op-

erational constraints. For ease of presentation, they have been explained in a different

sub-section. The linearized voltage equation from the DistFlow Model [30] has been

modified into an inequality constraint to suit the problem. Due to the impedance of

lines, voltage drops when the power flows on the line. To enforce the voltage drop,

variable Vik represent the voltage at node i connected to DER k. The voltage at the

DER nodes is denoted by Vkk which is a constant voltage and is defined by constant

ν. For example, in our numerical example, a value of 7.2 kV is assigned for all DERs

for the entire network considered. This value can be different for different networks.
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The linearized voltage constraints for an edge (i, j, k) ∈ E are

Vjk ≤ Vik −
rijkPik + sijkQik

RVk
(i, j, k) ∈ E (3.11)

Vkk = ν k ∈ K, (3.12)

where rijk = resistance in line (i,j) (i, j) ∈ N, k ∈ K

sijk = reactance in line (i,j) (i, j) ∈ N, k ∈ K

RVk = reference voltage for DER k k ∈ K

Similar to the constraints 3.9 and 3.10 for real and reactive power, the voltage Vik

should be zero if the node i is not connected to DER k. If node i is connected to

DER k, the voltage at node i is limited by an upper bound. This constraint can be

expressed as,

0 ≤ Vik ≤ RVkxik i ∈ N, k ∈ K (3.13)

The last constraint is to enforce voltages to be within acceptable range, which a

determined by the tolerance limit of the nominal voltage of the network. Hence, for

each node Vik must remain between the upper tolerance and the lower tolerance limits

of the nominal voltage.

(NV (1− t))xik ≤ Vik ≤ (NV (1− t))xik i ∈ N/K, k ∈ K, (3.14)

where NV = nominal voltage of the network

t = voltage tolerance limit of the network
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3.3 Notations

3.3.1 Variables

yi =


1 if node i is connected,

0 otherwise

i ∈ N

xik =


1 if node i is connected to DER k,

0 otherwise

i ∈ N, k ∈ K

Pik = real power flow into node i from DER k i ∈ N, k ∈ K

Qik = reactive power flow into node i from DER k i ∈ N, k ∈ K

Vik = voltage at node i from DER k i ∈ N, k ∈ K
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3.3.2 Parameters

wi = weight assigned to node i i ∈ N

pi = real power demand at node i i ∈ N

qi = reactive power demand at node i i ∈ N

Pk = real capacity at DER k k ∈ K

Qk = reactive capacity at DER k k ∈ K

rijk = resistance in line (i,j) (i, j) ∈ N, k ∈ K

sijk = reactance in line (i,j) (i, j) ∈ N, k ∈ K

RVk = reference voltage for DER k k ∈ K

ν = Initial voltage at the DER

NV = nominal voltage of the network

t = voltage tolerance limit of the network
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3.4 Formulation

In summary, the mixed integer linear programming formulation is as follows.

Maximize
∑
i 6=k

wiyi

subject to, ∑
k∈K

xik ≤ 1 i ∈ N/K

xkk = 1 k ∈ K

xjk ≤ xik (i, j, k) ∈ E

yi =
∑
k∈K

xik i ∈ N/K

yi = 0 i ∈ F∑
j∈FS(i)

Pjk = Pik − pixik i ∈ N, k ∈ K

0 ≤ Pik ≤ Pkxik i ∈ N, k ∈ K∑
j∈FS(i)

Qjk = Qik − qixik i ∈ N, k ∈ K

0 ≤ Qik ≤ Qkxik i ∈ N, k ∈ K

Vjk ≤ Vik −
rijkPik + sijkQik

RVk
(i, j, k) ∈ E

Vkk = ν k ∈ K

0 ≤ Vik ≤ RVkxik i ∈ N, k ∈ K

(NV (1− t))xik ≤ Vik ≤ (NV (1− t))xik i ∈ N/K, k ∈ K



CHAPTER 4: THREE PHASE MATHEMATICAL FORMULATION

In this chapter, the formulation from Chapter 3 is extended to accommodate a

three phase unbalanced radial network. Distribution systems for utilities are generally

three phase unbalanced networks. The mathematical formulation proposed in this

chapter for a three phase unbalanced radial network can effectively represent the

distribution systems in the real world. The solution obtained from the optimization

model will identify the load points and corresponding power flows on different phases

from different DERs.

Suppose that the distribution network is connected by three phases, a, b and c.

Accordingly, in addition to the assumptions mentioned in Chapter 3 it is assumed

that the DERs can be connected in a single phase, two phases or all three phases via

any one of the following combinations: a, b, c, ab, bc, ac, and abc. While the load at

the node is known, the power to be supplied by the DER in each phase is unknown

when the node is connected in multiple phases.

Furthermore, a load point can be connected to one DER in each phase but it

can be connected to different DER in different phase. For example, if a load point

is connected in two phases, e.g. ac, the load point can be connected to a DER in

phase a and another DER in phase c. For this problem, we do not consider partial

fulfillment of load demand at a node. For example, if a load point is connected in all

three phases abc, the total power that the node receives via a, b and c must be same

as the power demand at the node. In other words, if the entire demand cannot be

supplied, the node should not be connected.

Consider, a radial network that has the load points in a set of nodes N . The three
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phases in the network are represented by a set Φ = (a, b, c). The DERs in the network

are denoted by set K, where K ⊂ N . The directed edges for each phase and for each

DER in the distribution network are represent by (i, j, φ, k), where (i, j) ∈ N ,φ ∈ Φ(j)

and k ∈ K.

4.1 Objective

The objective function for this problem is same as the one in chapter 3. That is,

the objective function aims at maximizing the weighted sum of nodes supplied by the

DERs, where weights represent priorities of nodes. Accordingly, wi denotes the weight

assigned to node i where, i ∈ N . The binary variable yi indicates the connectivity of

node i, such that

Maximize
∑
i 6=k

wiyi (4.1)

4.2 Constraints

4.2.1 Phase Connectivity Constraints

In each phase, a node i can only be connected to one DER in the network. The

binary variable xiφk indicates whether the node is connected in each phase. The

variable xiφk = 1, if node i is connected to DER k in phase φ and xiφk = 0, if the node

is not connected.

xiφk =


1 if node i is connected in phase φ to DER k,

0 otherwise

i ∈ N, φ ∈ Φ(i), k ∈ K

At each node, one phase can be connected to at most one DER.
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∑
k∈K

xiφk ≤ 1 i ∈ N/K, φ ∈ Φ(i) (4.2)

The nodes where a DER is located, should always be connected to the same DER

in the phases it is connected. Let Φ(i) ⊂ Φ, be the set of phases node i is connected

in. Then, we have

xkφk = 1 φ ∈ Φ(k), k ∈ K (4.3)

Figure 4.1: Connectivity of from-node and to-node in relation to DER and phase

For each directed arc (i, j, φ, k) in set E, if node j is supplied by DER k in phase

φ , the node i should also be supplied by DER k in phase φ . Figure 4.1 illustrates a

network representation of this constraint. This constraint can be expressed as,

xjφk ≤ xiφk (i, j, φ, k) ∈ E (4.4)
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4.2.2 Relationship between x and y

The phase specific xiφk for node i can be related to the binary variable yi as follows.

Let hi denote the cardinality of Φ(i), i.e., hi = |Φ(i)|. hi = 1, if node i is connected

in single phase, hi = 2 if the node is connected in any combination of the two phases

(ab, bcorac) and hi = 3 if the node is connected in all the three phases, abc.

∑
k∈K

∑
φ∈Φ(i)

xiφk = hiyi i ∈ N/K (4.5)

Note that this constraint assumes that, if a node is connected, all phases associated

with the node must be connected.

4.2.3 Fault Identification Constraint

The fault identification is the same as used in Chapter 3 equation 3.6. For any node

belong to the faulty nodes set F , the node should not be connected to the network in

all the phases. This is accomplished by setting yi = 0 for all i ∈ F . Then, the node i

will not be connected in any phase in the network. The constraint is expressed as,

yi = 0 i ∈ F (4.6)

4.2.4 Phase Power Balance Constraints

The equations from linearized power balance constraints in Chapter 3 are extended

to accommodate a three phase distribution network. Recall that the overall real

and reactive powers at the load point are known. Define variables to represent real

and reactive demand in each phase φ at node i using piφ and qiφ respectively, for

i ∈ N, φ ∈ Φ(i) . The overall real and reactive demands at node i is denoted by PDi

and QDi, for i ∈ N . Piφk denotes the real power flow into node i in phase φ from DER

k, i ∈ N, φ ∈ Φ(i) and k ∈ K. Similarly, Qiφk denotes the reactive power flow into

node i in phase φ from DER k, i ∈ N, φ ∈ Φ(i) and k ∈ K. For each phase φ, the sum
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of the power originated from DER k and sent to forward star of node i is equal to the

power delivered to node i from DER k minus the power consumed at node i. Figure

4.2 displays a small network example to demonstrate these constraints. Since each

phase is considered independent, the real and reactive power balance is enforced only

for the nodes connected to that phase. For example, nodes j and l are the forward

star of node i in phase a. To balance the real and reactive power flow, the remaining

power at node i in phase a after power is consumed should be equal to the sum of the

power supplied to the forward star nodes, i.e., nodes j and l. Similarly, for phases b

and c, the power should be balanced for all the forward star nodes of node i connected

in phases b and c, respectively. The power balance constraints can be represented as,

∑
j∈FS(i)

Pjφk = Piφk − piφxiφk i ∈ N, φ ∈ Φ(j), k ∈ K (4.7)

∑
j∈FS(i)

Qjφk = Qiφk − qiφxiφk i ∈ N, φ ∈ Φ(j), k ∈ K (4.8)

Figure 4.2: Phasewise real and reactive power balance for nodes

At any node i which is connected in the network, the power flow in phase φ should

not be greater than the total capacity of the DER k connected to the node. If the
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node i is not connected in the network in phase φ from DER k, i.e., xiφk = 0, then

the power flow should be equal to zero. To ensure that only the nodes connected in

the network are supplied, the following two constraints are used.

0 ≤ Piφk ≤ Pkxiφk i ∈ N, φ ∈ Φ(i), k ∈ K (4.9)

0 ≤ Qiφk ≤ Qkxiφk i ∈ N, φ ∈ Φ(i), k ∈ K (4.10)

Where, Pk and Qk are total real and reactive capacities available at DER k. For

a DER node k, real and reactive power flows over all phases are limited by their

capacities as follows,

∑
φ∈Φ(k)

Pkφk ≤ Pk k ∈ K (4.11)

∑
φ∈Φ(k)

Qkφk ≤ Qk k ∈ K (4.12)

In addition to the above power flow constraints, suppose that it is desirable that

the power received at node i is evenly balanced over phases that the node is connected.

To achieve this balanced power flows, we can enforce phase-dependent upper bounds

on power flows that satisfy the demand at each node. Accordingly, let p̄iφ and q̄iφ

denote these upper bounds. p̄iφ and q̄iφ are dependent on the number of phases the

node i is connected. If node i is connected in three phases, i.e., hi = 3, it is assumed

that the maximum amount of real power supplied to node i becomes
(

1
3

+ l
)
PDi,

where l ∈ (0, 1) an imbalance fraction by which the real power can vary. Likewise,

for a node connected to two phases, i.e., hi = 2, the maximum real power should be(
1
2

+ l
)
PDi. Note that, for a node i connected to a single phase, the real power should

be equal to the entire demand at the node (PDi). The same imbalance fraction can
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be applied to the reactive power. The constraints for p̄iφ and q̄iφ can be summarized

as follows.

0 ≤ piφ ≤ p̄iφ i ∈ N, φ ∈ Φ(i) (4.13)

0 ≤ qiφ ≤ q̄iφ i ∈ N, φ ∈ Φ(i) (4.14)

where, p̄iφ =

(
1

hi
+ l

)
PDi i ∈ N, φ ∈ Φ(i) (4.15)

q̄iφ =

(
1

hi
+ l

)
QDi i ∈ N, φ ∈ Φ(i) (4.16)

The variables piφ and qiφ have a lower bound of zero. The sum of real and reactive

power consumed by node i in all the phases i.e.
∑

φ∈Φ(i) piφ and
∑

φ∈Φ(i) qiφ, should be

equal to the total real demand (PDi) and reactive demand (QDi) of node i, repectively.

For example, if node i is connected to all the three phases abc, then the total real power

demand (PDi) must be equal to the sum of power consumption of node i in the three

phases, i.e., (pia + pib + pic). These constraints are expressed as,

∑
φ∈Φ(i)

piφ = PDi i ∈ N/K (4.17)

∑
φ∈Φ(i)

qiφ = QDi i ∈ N/K (4.18)

From equation 4.7 and 4.8, we can see that (piφxiφk) and (qiφxiφk) are the products

of a continuous and binary variables, which makes them nonlinear constraints. To

linearize the nonlinear terms, we introduce two continuous variables Ziφk and Wiφk for

real power and reactive power flows, which replace nonlinear terms as follows.
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∑
j∈FS(i)

Pjφk = Piφk − Ziφk i ∈ N, φ ∈ Φ(j), k ∈ K (4.19)

∑
j∈FS(i)

Qjφk = Qiφk −Wiφk i ∈ N, φ ∈ Φ(j), k ∈ K (4.20)

In order to ensure the substitutions are valid, we add the following linearization

constraints [31].

0 ≤ Ziφk ≤ piφ i ∈ N, φ ∈ Φ(i), k ∈ K (4.21)

Ziφk ≥ piφ − p̄iφ(1− xiφk) i ∈ N, φ ∈ Φ(i), k ∈ K (4.22)

0 ≤ Ziφk ≤ piφxiφk i ∈ N, φ ∈ Φ(i), k ∈ K (4.23)

0 ≤ Wiφk ≤ qiφ i ∈ N, φ ∈ Φ(i), k ∈ K (4.24)

Wiφk ≥ qiφ − q̄iφ(1− xiφk) i ∈ N, φ ∈ Φ(i), k ∈ K (4.25)

0 ≤ Wiφk ≤ qiφxiφk i ∈ N, φ ∈ Φ(i), k ∈ K (4.26)

4.2.5 Phase Voltage Constraints

We consider that the voltage in the three phases a,b and c to be independent and

any node connected in the network should be within the voltage tolerance limit in all

the phases it is connected. Viφk represents the voltage at node i in phase φ connected

to DER k. The linear approximation of voltage loss in an edge (i, j, φ, k) ∈ E can be

expressed as,

Vjφk ≤ Viφk −
rijφkPiφk + sijφkQiφk

RVk
(i, j, φ, k) ∈ E (4.27)

In the constraint above, rijφk and sijφk denote the resistance and reactance of the edge

E(i, j, φ, k) and RVk denotes the reference voltage for the DER k. For DER nodes,
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we have

Vkφk = ν k ∈ K,φ ∈ Φ(k) (4.28)

The voltage for any node i connected in phase φ should be limited by the reference

voltage of the DER k. On the other hand, if the node i is not connected, i.e., xiφk = 0,

the voltage must be zero.

0 ≤ Viφk ≤ RVkxiφk i ∈ N, φ ∈ Φ(i), k ∈ K (4.29)

To ensure that the voltage at any node i in all the phases it is connected in the

network should be within the tolerance limit of the network, the following constraint

is used,

(NV (1− t))xiφk ≤ Viφk ≤ (NV (1− t))xiφk i ∈ N/K, φ ∈ Φ(i), k ∈ K (4.30)

Where, NV denotes the nominal voltage of the network and and t represents the

voltage tolerance limit of the network.
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4.3 Notations

4.3.1 Variables

yi =


1 if node i is connected,

0 otherwise

i ∈ N

xiφk =


1 if node i is connected in phase φ to DER k,

0 otherwise

i ∈ N, φ ∈ Φ(i), k ∈ K

Piφk = real power flow into node i in phase φ from DER k,

i ∈ N, φ ∈ Φ(i), k ∈ K

Ziφk = continuous variable for real power consumption

i ∈ N, φ ∈ Φ(i), k ∈ K

piφ = real power consumption at node i in phase φ

i ∈ N, φ ∈ Φ(i)

Qiφk = reactive power flow into node i in phase φ from DER k,

i ∈ N, φ ∈ Φ(i), k ∈ K

Wiφk = continuous variable for reactive power consumption

i ∈ N, φ ∈ Φ(i), k ∈ K

qiφ = reactive power consumption at node i in phase φ

i ∈ N, φ ∈ Φ(i)

Viφk = voltage at node i in phase φ from DER k

i ∈ N, φ ∈ Φ(i), k ∈ K
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4.3.2 Parameters

wi = weight assigned to node i i ∈ N

hi = cardinality of Φ(i) (hi = |Φ(i)|) i ∈ N

Pk = real capacity at DER k k ∈ K

Qk = reactive capacity at DER k k ∈ K

PDi = total real demand at node i i ∈ N

QDi = total reactive demand at node i i ∈ N

l = (0, 1)Imbalance fraction by which power can vary

rijφk = resistance in line (i,j)in phase φ (i, j) ∈ N, φ ∈ Φ(i), k ∈ K

sijφk = reactance in line (i,j) in phase φ (i, j) ∈ N, φ ∈ Φ(i), k ∈ K

RVk = reference voltage for DER k k ∈ K

ν = initial voltage at the DER

NV = nominal voltage of the network

t = voltage tolerance limit of the network
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4.4 Formulation

In summary, the three phase mixed integer linear formulation is as follows.

Maximize
∑
i 6=k

wiyi

subject to, ∑
k∈K

xiφk ≤ 1 i ∈ N/K, φ ∈ Φ(i)

xkφk = 1 k ∈ K,φ ∈ Φ(k)

xjφk ≤ xiφk (i, j, φ, k) ∈ E∑
k∈K

∑
φ∈Φ(i)

xiφk = hiyi i ∈ N/K

yi = 0 i ∈ F∑
j∈FS(i)

Pjφk = Piφk − Ziφk i ∈ N, φ ∈ Φ(j), k ∈ K

∑
φ∈Φ(k)

Pkφk ≤ Pk k ∈ K

0 ≤ Piφk ≤ Pkxiφk i ∈ N, φ ∈ Φ(i), k ∈ K

0 ≤ piφ ≤ p̄iφ i ∈ N, φ ∈ Φ(i)

p̄iφ =

(
1

hi
+ l

)
PDi i ∈ N, φ ∈ Φ(i)∑

φ∈Φ(i)

piφ = PDi i ∈ N

0 ≤ Ziφk ≤ piφ i ∈ N, φ ∈ Φ(i), k ∈ K

Ziφk ≥ piφ − p̄iφ(1− xiφk) i ∈ N, φ ∈ Φ(i), k ∈ K

0 ≤ Ziφk ≤ piφxiφk i ∈ N, φ ∈ Φ(i), k ∈ K
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s.t., ∑
j∈FS(i)

Qjφk = Qiφk −Wiφk i ∈ N, φ ∈ Φ(j), k ∈ K

∑
φ∈Φ(k)

Qkφk ≤ Qk k ∈ K

0 ≤ Qiφk ≤ Qkxiφk i ∈ N, φ ∈ Φ(i), k ∈ K

0 ≤ qiφ ≤ q̄iφ i ∈ N, φ ∈ Φ(i)

q̄iφ =

(
1

hi
+ l

)
QDi i ∈ N, φ ∈ Φ(i)

QDi =
∑
φ∈Φ(i)

qiφ i ∈ N

0 ≤ Wiφk ≤ qiφ i ∈ N, φ ∈ Φ(i), k ∈ K

Wiφk ≥ qiφ − q̄iφ(1− xiφk) i ∈ N, φ ∈ Φ(i), k ∈ K

0 ≤ Wiφk ≤ qiφxiφk i ∈ N, φ ∈ Φ(i), k ∈ K

Vjφk ≤ Viφk −
rijφkPiφk + sijφkQiφk

RVk
(i, j, φ, k) ∈ E

Vkφk = ν k ∈ K,φ ∈ Φ(k)

0 ≤ Viφk ≤ RVkxiφk i ∈ N, φ ∈ Φ(i), k ∈ K

(NV (1− t))xiφk ≤ Viφk ≤ (NV (1− t))xiφk i ∈ N/K, φ ∈ Φ(i), k ∈ K



CHAPTER 5: EXTENSIONS OF SINGLE PHASE FORMULATION

In this chapter, we propose two extensions to the single phase formulation. First,

we replace the linear optimization of power balance equations with their nonlinear

counterparts to reflect exact power flows. Next, for non-radial or meshed distribution

networks we propose an algorithm to convert them into radial distribution networks,

so they can be solved using the proposed formulation in Chapter 3.

5.1 Nonlinear Power Balance Formulation

The linearized power balance equations provide an approximation of the power

flow in the distribution network. However, it does not take into consideration the

power loss due to the resistance and reactance in the lines. In an actual distribution

network, the power in the grid is governed by the nonlinear loss function. Comparing

the nonlinear and linearized formulations for the single phase problem will help us get

better insights on the actual working of the distribution network with DERs.

Consider, the same objective function and constraints as those for the linearized

single phase formulation except for the constraints 3.7, 3.8 and 3.11. The nonlinear

power balance equations of DistFlow Model in [29] are used here and modified to suit

the problem. The nonlinear constraints to replace 3.7 and 3.8 can be expressed as,

∑
j∈FS(i)

Pjk = Pik − pixik − ri
(
P 2
ik +Q2

ik

RV 2
k

)
i ∈ N, k ∈ K (5.1)

∑
j∈FS(i)

Qjk = Qik − qixik − si
(
P 2
ik +Q2

ik

RV 2
k

)
i ∈ N, k ∈ K, (5.2)
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where Pik = real power flow into node i from DER k i ∈ N, k ∈ K

Qik = reactive power flow into node i from DER k i ∈ N, k ∈ K

pi = real power demand at node i i ∈ N

qi = reactive power demand at node i i ∈ N

ri = resistance at node i i ∈ N

si = reactance at node i i ∈ N

RVk = reference voltage for DER k k ∈ K

The additional terms ri

(
P 2
ik+Q2

ik

RV 2
k

)
and si

(
P 2
ik+Q2

ik

RV 2
k

)
represent the real and reactive

power losses in the line flowing into node i, respectively. As illustrated in Figure 5.1

real and reactive power flows into node i are actually equal to
(
Pik − ri

(
P 2
ik+Q2

ik

RV 2
k

))
+

j
(
Qik − si

(
P 2
ik+Q2

ik

RV 2
k

))
. We remark that the loss can be more precisely expressed by

replacing RVk with Vik. However, the problem becomes highly nonlinear and a solution

may not be found due to its complexity. As far as the voltage is concerned, the

Figure 5.1: Nonlinear real and reactive power balance among nodes

linearized voltage constraint 3.11 is replaced by its nonlinear form as in the DistFlow
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Model in [29]. For an edge (i, j, k) ∈ E, we have

Vjk ≤ Vik − 2(rijkPjk + sijkQjk)− (r2
ijk + s2

ijk)

(
P 2
ik +Q2

ik

RV 2
k

)
(i, j, k) ∈ E, (5.3)

where Vik = voltage at node i connected to DER k i ∈ N, k ∈ K

rijk = resistance in line (i,j) (i, j) ∈ N, k ∈ K

sijk = reactance in line (i,j) (i, j) ∈ N, k ∈ K
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5.1.1 Nonlinear Formulation

The overall mixed integer nonlinear formulation is as follows.

Maximize
∑
i 6=k

wiyi

subject to,∑
k∈K

xik ≤ 1 i ∈ N/K

xkk = 1 k ∈ K

xjk ≤ xik (i, j, k) ∈ E

yi =
∑
k∈K

xik i ∈ N/K

yi = 0 i ∈ F∑
j∈FS(i)

Pjk = Pik − pixik − ri
(
P 2
ik +Q2

ik

RV 2
k

)
i ∈ N, k ∈ K

0 ≤ Pik ≤ Pkxik i ∈ N, k ∈ K∑
j∈FS(i)

Qjk = Qik − qixik − si
(
P 2
ik +Q2

ik

RV 2
k

)
i ∈ N, k ∈ K

0 ≤ Qik ≤ Qkxik i ∈ N, k ∈ K

Vjk ≤ Vik − 2(rijkPjk + sijkQjk)− (r2
ijk + s2

ijk)

(
P 2
ik +Q2

ik

RV 2
k

)
(i, j, k) ∈ E

Vkk = ν k ∈ K

0 ≤ Vik ≤ RVkxik i ∈ N, k ∈ K

(NV (1− t))xik ≤ Vik ≤ (NV (1− t))xik i ∈ N/K, k ∈ K

5.2 Conversion of Meshed to Radial Network

Recall that the distribution network considered so far is radial, i.e., each node

has only parent node. However, meshed or non-radial networks are not uncommon in

practice. To be able to use the above proposed formulations with non-radial networks,
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we propose a method to convert non-radial to radial networks by solving shortest

path problem where distances are represented as line lengths. The shortest path

problem aims at finding the shortest distance from a source to sink node in a graph.

We propose using the Dijkstra’s algorithm [32], which efficiently finds the minimum

distances between the sources (DER) to all the other nodes connected in the network.

Assume that the length of the line connecting two nodes is directly proportional to

the amount of power loss in the line. In a distribution network, line lengths are known

parmaeters. Since we consider multiple DER sources in the network, the shortest path

problem needs to be solved for each DER connected in the network. We demonstrate

the proposed problem using a small example shown below in Figure 5.2. Consider

two DERs in the network acting as the source and the lines connecting the nodes in

the network with known distances. Note that, there exist multiple paths from each

DER to a node. Among those possible paths we select the path that has the shortest

distance from each DER. For example, node 3 can be supplied by multiple paths from

DER 1. The different paths and distances from DER 1 to node 3 are listed in Table

5.1. The shortest path from DER 1 to node 3 will be D1 − 1 − 3 with a distance of

17.

Figure 5.2: Meshed network example
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Table 5.1: Paths from DER 1 to node 3

Paths Distance

D1-1-3 17

D1-1-5-3 23

D1-1-5-6-4-3 39

D1-1-5-6-7-4-3 40

D1-1-5-6-8-7-4-3 52

D1-2-4-3 27

D1-2-4-7-6-5-1-3 56

D1-2-4-7-6-5-3 46

D1-2-4-7-8-6-5-1-3 68

D1-2-4-7-8-6-5-3 58

When we consider one DER 1 as the source, other DERs would be considered as

load points in the network. The shortest path to all the nodes considering DER 1 and

DER 2 as the source are shown in Figure 5.3 and 5.4 respectively.

Figure 5.3: Construction of radial network for DER 1

As seen from Figure 5.3 and 5.4 for DER 1 and DER 2 as the sources, the shortest

paths to all the nodes in the network constitute respective radial networks. In general,
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for a real feeder system where multiple DERs are located, the shortest paths to all

the nodes from each DER in the network can serve as radial distribution networks.

Once the paths are identified for each DER, they can be input into the single phase

formulation as the set of edges. For a three phase distribution network, the paths for

all the nodes in the network needs to be identified for each DER in all the phases it is

connected. By using the shortest path algorithm, we can transform a meshed network

into a radial network for it to be used with the formulations proposed in Chapter 3

and 4.

Figure 5.4: Construction of radial network for DER 2



CHAPTER 6: NUMERICAL RESULTS

In this chapter, the results for all the three formulations are presented. The chapter

is divided in two main sections one for the single phase formulation and second for

three phase formulation. An operational distribution network from utility in North

Carolina is taken to demonstrate the results for both formulations. The distribution

network in consideration is shown in Figure 6.1. Various fault scenarios and DER

placements are considered for both formulations. The network in consideration here

consisted of 248 node points with 97 of them as load points. Four DERs are placed at

four different node points in the distribution network. The DER locations considered

are shown in Figure 6.1.
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Figure 6.1: Example distribution network

The power demand at each of the 97 load points was known from the utility data.

The real and reactive demands at the nodes is taken as 0.9 and 0.1 of the overall

demand at the nodes. The real and reactive capacity of all the DERs combined is

taken as 40% of the total real and reactive demand of all the nodes in the network

respectively. The voltage tolerance limit of the distribution network is taken as 5%.

Though, under emergency conditions a higher tolerance limit can be considered, for

the purpose of this problem we consider a 5% tolerance limit. The star in Figure 6.1

above represents the substation node. It is considered that under normal operational

conditions, the substation would be supplying the distribution network and the DER

nodes will be supplying its own load demand. In times of emergency or faults in the
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line, the DER nodes will be first satisfying their own demand and then supplying

the additional power available to supply the nearby nodes based on their weight pri-

ority. Hence, the DER nodes are excluded from the objective function value of the

formulations.

Since the objective function of both the models in consideration are same, similar

weight priorities are assigned for both, the single phase and three phase formulation.

The weight priorities on the nodes are chosen randomly since the exact location of

the important load points such as Hospitals, Schools, Fire Stations, Police Stations,

etc. were unknown. 26 out of the 97 load points were considered as high priority

nodes with a weight of 1000. The remaining 71 load points are considered as the

second priority level nodes and assigned a weight of 100. The remaining nodes in the

distribution network have no load demand and only pass the power to the next node

connected in the series. These type of nodes are assigned a weight of 0. Since the

power available at the DERs is only 40.59% of the total demand, all the nodes in the

distribution network would not be supplied and the optimization routine would aim

towards supplying the high priority node points with a weight of 1000. The following

sub-sections explain in detail the results from both the formulations.

6.1 Single Phase Distribution Network Results

Two scenarios are considered here, one with the multiple faults in the distribution

network. Second with the major fault scenario, where the substation is disconnected

from the distribution network during a storm.

6.1.1 Single Phase Multiple Faults Scenario

In scenario of an extreme natural calamity, multiple faults are usually observed in

a distribution network. This scenario considers multiple random faults of the main

line of the feeder system in consideration. In particular, three permanent faults are

considered on the main line in the distribution network disconnecting the load points

from the feeder. As discussed earlier four DER locations are considered. The fault
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and the DER locations are shown in in Figure 6.2.

Figure 6.2: Multiple fault scenario location in sample distribution network

The real and reactive power considered at the DER is shown in Table 6.1. The

initial voltage at the DER nodes (Vkk), reference voltage (RVk) and nominal voltage

(NV ) is taken as 7.2 KV. A voltage tolerance limit of 5% (t = 0.05) is considered for

the distribution network. Any node connected to the network should be within the

upper and lower voltage tolerance limits. The resistance and reactance values of each

edge in the network is calculated based on the line type and the line length.

The optimization model was coded in AMPL [33] and solved by the IBM Ilog
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Table 6.1: Real and reactive power capacity at DERs (single phase multiple fault
scenario)

DER Real Power Capacity (KVA) Reactive Power Capacity (Kvar)

PV1 1710 190

PV2 2403 267

PV3 2493 277

PV4 198 22

Total 6804 756

Table 6.2: Real and reactive power supplied by DERs (single phase multiple faults
scenario)

DER Real Power Capacity (KVA) Reactive Power Capacity (Kvar)

PV1 1125.18 125.02

PV2 2187.18 243.02

PV3 2475.09 275.01

PV4 45 5

Total 5832.45 648.05

CPLEX solver [34] using the NEOS Kestrel Server [35], [36], [37], [38]. The simu-

lation environment used is of Intel Xeon X5660 2.8 GHz with 64 GB memory. The

preprocessing of the CPLEX solver reduced the number of variables from 4216 to 508

(202 binary and 306 continuous). The number of constraints reduced from 10, 395 to

1005 constraints. The problem was solved to optimality with an objective value of

14600 in 145 MIP simplex iterations. The total real power and reactive power sup-

plied from the four DERs is 5832.45 KVA and 648.05 Kvar out of the total available

6804 KVA and 756 Kvar, respectively. 12 of the 18 high priority loads situated in the

faulty zone were supplied by the DERs. The total real and reactive power supplied

from the DERs are shown in Table 6.2 and the 12 high priority loads served by the

four DERs in the distribution network and their real and reactive power consumption

are shown in Table 6.3.
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Table 6.3: High priority loads served from DERs (single phase multiple faults scenario)

Node No. Real Power Demand (KVA) Reactive Power Served (Kvar)

142 202.5 22.5

148 135 15

153 450.09 50.01

155 450.09 50.01

168 135 15

169 450.09 50.01

170 1350 150

171 450.09 50.01

179 202.5 22.5

232 450.09 50.01

245 675 75

For the second priority level nodes, 26 out of the 28 nodes were served in the

network. The voltages for the nodes connected are plotted in ascending order to

check for any violations. The voltage for most of the nodes shown is towards the

lower limit of the tolerance because of the inequality we consider in our voltage power

balance equation.

The resulting network after the optimization routine considering the four faults

can be seen in Figure 6.3, where each DER and corresponding area being served by

the DER are displayed by respective color. As it can be seen from Figure 6.3, each of

the DER supplies its neighboring nodes to form its own micro-grid. Lines with black

color are loads connected to the sub-station. Lines with gray color could not be served

by DERs due to their limited capacities.
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Figure 6.3: Result of single Phase Multiple Fault scenario

6.1.2 Single Phase Major Fault Scenario

For the major fault scenario, we consider a fault that occurs near the substation

node and results in power outage of the entire distribution network. The fault locations

are shown in the Figure 6.4 The location of the DERs are the same as in the first

scenario.
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Figure 6.4: Major fault Scenario location in sample distribution network

As in the previous scenario, we use the same four DER capacities and same weight

priorities for the nodes. The preprocessing of the CPLEX solver reduced the number

of variables from 4216 to 2391 (806 binary and 1585 Continuous). The number of

constraints reduced from 10, 395 to 5321 constraints. The problem was solved to

optimality with an objective value of 18900 after 1133 MIP iterations. The total real

power and reactive power supplied from the four DERs is 6453.36 KVA and 717.04
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Table 6.4: Real and reactive power supplied by DERs (single phase major fault sce-
nario)

DER Real Power Capacity (KVA) Reactive Power Capacity (Kvar)

PV1 1516.68 168.52

PV2 2394.09 266.01

PV3 2475.09 275.01

PV4 67.5 7.5

Total 6453.36 717.04

Kvar out of the total available 6804 KVA and 756 Kvar respectively. 15 of the 26 high

priority and 39 of the 71 second priority loads were supplied by the DERs. The real

and reactive power supplied and the high priority nodes served are is shown in Table

6.4 and 6.5, respectively.

6.2 Nonlinear Multiple Faults Scenario Results

In this section, we present the results for the nonlinear single phase formulation

proposed in Chapter 5. We consider the same multiple faults scenario as for the lin-

earized single phase formulation. The same DER locations and capacities are consid-

ered and same weight priorities for the nodes are assigned. The optimization model

was coded in AMPL [33] and solved by the BARON [39] using the NEOS Kestrel

Server [35], [36], [37], [38].

The preprocessing of the solver reduced the number of variables from 4216 to 570

(223 binary and 347 continuous). The number of constraints reduced from 10, 395

to 1138 constraints out of which 356 were non-linear constraints. The problem was

solved to optimality with an objective value of 13400 with 8 iterations. The total real

power and reactive power supplied from the four DERs is 4457.982 KVA and 502.3866

Kvar out of the total available 6804 KVA and 756 Kvar, respectively. 11 of the 18

high priority loads and 24 of the 28 second priority loads were supplied by the DERs

in the network.
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Table 6.5: High priority loads served from DERs (single phase major fault scenario)

Node No. Real Power Demand (KVA) Reactive Power Served (Kvar)

96 90 10

142 202.5 22.5

143 270 30

148 135 15

153 450.09 50.01

155 450.09 50.01

161 135 15

168 135 15

169 450.09 50.01

171 450.09 50.01

175 450.09 50.01

179 135 15

180 202.5 22.5

232 450.09 50.01

245 675 75

Table 6.6: Power Supplied by DERs (nonlinear multiple faults scenario)

DER Real Power Capacity (KVA) Reactive Power Capacity (Kvar)

PV1 1132.55 127.917

PV2 1577.87 176.07

PV3 1702.56 193.393

PV4 45 5

Total 4457.98 502.38
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In comparison to the linearized single phase results, the DERs do not supply one

high priority load and two second priority loads were not supplied due to the power loss

and the voltage tolerance of the network. Since this scenario is relatively small scale,

it could be solved to optimality. But in scenarios where the problem size is larger,

we observed the solution failed to converge. Fora relatively large scale problems, the

linearized version serves as a good estimate and can be used for a quick solution.

6.3 Three Phase Distribution Network Results

We consider the same distribution network with the nodes connected in three, two

or single phases. For the three-phase network formulation presented in Chapter 4,

we consider four scenarios. First, we consider the two scenarios with multiple local

faults and major fault scenario where two DERs connected in all three phases, i.e.,

abc and other two DERs connected only in single phases namely b and c. Next, we

consider the two scenarios the multiple local faults and major fault scenarios where

all the DERs connected in three phases, i.e., abc. Numerical results for each scenario

are presented in the respective sub-sections below.

6.3.1 Mixed Phase Multiple Faults Scenario

In this scenario, we consider the same fault and DER locations as shown in Figure

6.2. But, the PV 1 and PV 4 are connected in phase b and c, respectively. PV 2

and PV 3 are connected in all three phases abc. The phases in which the DERs are

connected and their real and reactive power capacities are summarized in Table 6.7.

The preprocessing of the CPLEX solver reduced the number of variables from

10, 252 to 1358 (289 binary and 1069 continuous). The number of constraints reduced

from 24, 613 to 2432 constraints. The problem was solved to optimality with an

objective value of 11300 in 999 MIP iterations. The total real power and reactive

power supplied from the four DERs is 4684.773 KVA and 520.53 Kvar out of the total

available 6804 KVA and 756 Kvar respectively. 9 of the 18 high priority loads and 23

out of the 28 second priority loads in the faulty zone were supplied by the DERs. The
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Table 6.7: Power Capacity of DER (mixed phase multiple fault scenario)

DER Phases
Real Power Capacity

(KVA)
Reactive Power Capacity

(Kvar)

PV1 b 1710 190

PV2 abc 2403 267

PV3 abc 2493 277

PV4 c 198 22

Total 6804 756

Table 6.8: Power supplied by DER (mixed phase multiple fault scenario)

DER Phases
Real Power Capacity

(KVA)
Reactive Power Capacity

(Kvar)

PV1 b 22.5 2.5

PV2 abc 2187.18 243.02

PV3 abc 2475.09 275.01

PV4 c 0 0

Total 4684.77 520.53

total real and reactive power supplied from the DERs are shown in Table 6.8.

The amount of real and reactive power supplied by the DERs in each phase in

shown in Table 6.9 and 6.10 respectively. PV 1 and PV 4 are only connected to phase

b and c, respectively. Hence, no power is supplied by the two DERs in other phases.

The DERs PV2 and PV3 are connected in all the three phases and hence supply

majority of the real and reactive power available as shown in Table 6.9 and 6.10.

Table 6.9: Real power consumption (mixed phase multiple fault scenario)

DER Phase a Phase b Phase c

PV1 22.5

PV2 980.24 654.41 552.53

PV3 1023.04 915.016 537.037

PV4 0
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Table 6.10: Reactive power consumption (mixed phase multiple fault scenario)

DER Phase a Phase b Phase c

PV1 2.5

PV2 109.515 87.5949 45.9101

PV3 113.671 113.671 47.6684

PV4 0

Table 6.11: Power supplied by DER (three phase multiple faults scenario)

DER Phases
Real Power Capacity

(KVA)
Reactive Power Capacity

(Kvar)

PV1 abc 1395.17 155.02

PV2 abc 2187.18 243.02

PV3 abc 2475.09 275.01

PV4 abc 45 5

Total 4684.77 520.53

6.3.2 Three Phase Multiple Faults Scenario

In this scenario, all the four DERs are considered connected in three phases. The

real and reactive capacity of the DERs in the distribution network are the same as

the previous scenario (see Table 6.7).

The preprocessing of the CPLEX solver reduced the number of variables from

14, 782 to 1660 (363 binary and 1297 continuous). The number of constraints reduced

from 35, 896 to 3106 constraints. The problem was solved to optimality with an

objective value of 15700 in 719 MIP iterations. The total real power and reactive

power supplied from the four DERs is 5832.448 KVA and 648.05 Kvar out of the total

available 6804 KVA and 756 Kvar respectively. 13 of the 18 high priority loads and

27 out of the 28 second priority loads in the faulty zone were supplied by the DERs.

The real and reactive power supplied and the high priority nodes served are is shown

in Table 6.11 and 6.20, respectively.
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Table 6.12: High priority loads served from DERs (three phase multiple faults sce-
nario)

Node
Phase a Phase b Phase c

Real
Power
(KVA)

Reactive
Power
(Kvar)

Real
Power
(KVA)

Reactive
Power
(Kvar)

Real
Power
(KVA)

Reactive
Power
(Kvar)

142 83.7 9.3 83.7 3.9 35.1 9.3

148 55.8 6.2 55.8 2.6 23.4 6.2

153 186.037 8.6684 78.0156 20.6708 186.037 20.6708

155 186.037 8.6684 78.0156 20.6708 186.037 20.6708

168 55.8 6.2 55.8 6.2 23.4 2.6

169 186.037 20.6708 186.037 20.6708 78.0156 8.6684

170 450 50 450 50 450 50

171 150.03 16.67 150.03 16.67 150.03 16.67

175 46.8 5.2 111.6 12.4 111.6 12.4

179 55.8 6.2 23.4 6.2 55.8 2.6

180 83.7 9.3 35.1 9.3 83.7 3.9

232 186.037 20.6708 186.037 20.6708 78.0156 8.6684

245 225 25 225 25 225 25
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Table 6.13: Real power consumption (three phase multiple faults sceanario)

DER Phase a Phase b Phase c

PV1 502.57 357.63 534.94

PV2 971.59 718.15 497.43

PV3 825.03 825.03 825.03

PV4 7.8 18.6 18.6

Table 6.14: Reactive power consumption (three phase multiple faults sceanario)

DER Phase a Phase b Phase c

PV1 31.83 61.94 61.24

PV2 105.79 84.11 53.11

PV3 91.67 91.67 91.67

PV4 0.87 2.07 2.07

Since all the DERs are connected in three phases, they have more flexibility to

supply all the three phase nodes as well as the nodes connected to two and single

phases. Thus, more load points in the distribution network can be supplied by the

DERs as compared to the scenario considered above. The power demand in all the

phases is split up evenly and balanced over phases the node is connected. The real

and reactive power supplied by the DERs in each phase are presented in Table 6.13

and 6.14.

From Table 6.13 and 6.14, it can be seen that the real and reactive power are

supplied in all the three phases for all the DERs. The real and reactive power is

independently balanced for each phase based on the load point power demand.

6.3.3 Mixed Phase Major Fault Scenario

We consider the same major fault scenario as shown in Figure 6.4. The same

DER phases and real and reactive capacity are shown in 6.7. The preprocessing

of the CPLEX solver reduced the number of variables from 10, 252 to 4507 (1104

binary and 3403 continuous). The number of constraints reduced from 24, 613 to 9931
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Table 6.15: Power supplied by DER (mixed phase major fault scenario)

DER Phases
Real Power Capacity

(KVA)
Reactive Power Capacity

(Kvar)

PV1 b 1709.46 189.94

PV2 abc 2403 267

PV3 abc 2492.99 276.99

PV4 c 27.9 3.1

Total 6633.35 737.03

Table 6.16: Real power consumption (mixed phase major fault sceanario)

DER Phase a Phase b Phase c

PV1 1709.46

PV2 1083.29 0 1319.71

PV3 926.91 357.01 1209.07

PV4 27.9

constraints. The problem was solved to optimality with an objective value of 19100

in 46507 MIP iterations and 268 branch-and-bound nodes. The total real power and

reactive power supplied from the four DERs is 6633.356 KVA and 737.03 Kvar out

of the total available 6804 KVA and 756 Kvar respectively. 14 of the 26 high priority

loads and 51 out of the 71 second priority loads were supplied by the DERs. The total

real and reactive power supplied from the DERs are displayed in Table 6.15.

The real and reactive power supplied by the DERs in each phase are presented

in Table 6.16 and 6.17, respectively. Since all of the load points are in the faulty

section, there are more feasible configurations to connect DERs and hence, more real

and reactive power can be supplied by the DERs in comparison to multiple faults

scenario.

6.3.4 Three Phase Major Fault Scenario

The major fault scenario is considered here. The DER real and reactive capacity

are taken from the Table 6.7 but all the DERs are connected in three phase. The
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Table 6.17: Reactive power consumption (mixed phase major fault sceanario)

DER Phase a Phase b Phase c

PV1 189.94

PV2 150.967 0 116.033

PV3 122.339 33.6708 120.99

PV4 3.1

Table 6.18: Power supplied by DER (three phase major fault scenario)

DER Phases
Real Power Capacity

(KVA)
Reactive Power Capacity

(Kvar)

PV1 abc 1710 189.83

PV2 abc 2403 267

PV3 abc 2475.09 275.01

PV4 abc 196.47 22

Total 6784.56 753.84

preprocessing of the CPLEX solver reduced the number of variables from 14, 692

to 7241 (1707 binary and 5534 continuous). The number of constraints reduced from

35, 897 to 16, 423 constraints. The problem was solved to optimality with an objective

value of 20900 in 962984 MIP iterations and 2923 branch-and-bound nodes. The total

real power and reactive power supplied from the four DERs is 6784.56 KVA and 753.84

Kvar out of the total available 6804 KVA and 756 Kvar respectively. 15 of the 26 high

priority loads and 59 out of the 71 second priority loads were supplied by the DERs.

The real and reactive power supplied by the DERs in each phase are presented in

Table 6.18 and 6.19.

Since, all the DERs are connected in three phases in this scenario, more real and

reactive power is supplied by the DERs in comparison to the major fault with mixed

phase scenario. The real and reactive power supplied by the DERs in each phase are

presented in Table 6.20 and 6.21, respectively. The real and reactive loads in all the

phases are balanced based on the weights priority of the load points connected in the
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Table 6.19: High priority loads served from DERs (three phase major fault scenario)

Phase a Phase b Phase c

Node
Real

Power
(KVA)

Reactive
Power
(Kvar)

Real
Power
(KVA)

Reactive
Power
(Kvar)

Real
Power
(KVA)

Reactive
Power
(Kvar)

96 90 10

142 50.07 8.99 68.73 4.20 83.7 9.3

143 46.8 12.4 111.6 12.4 111.6 5.2

148 39.6 6.2 39.6 6.2 55.8 2.6

153 132.02 20.67 132.02 20.67 186.03 8.66

155 132.02 20.67 132.02 20.67 186.03 8.66

161 55.8 2.6 52.12 6.2 27.07 6.2

168 55.8 6.2 55.8 2.6 23.4 6.2

170 558 62 558 26 234 62

171 186.03 20.67 78.01 8.66 186.03 20.67

175 111.6 12.4 111.6 5.2 46.8 12.4

179 55.8 2.6 23.4 6.2 55.8 6.2

180 83.7 6.15 35.1 7.04 83.7 9.3

232 186.03 20.67 78.01 8.66 186.03 20.67

245 117 31 279 31 279 13
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Table 6.20: Real power consumption (three phase major fault scenario)

DER Phase a Phase b Phase c

PV1 331.55 938.87 439.57

PV2 1262.47 59.7 1080.83

PV3 861.03 915.01 699.03

PV4 9.3 164.67 22.5

Table 6.21: Reactive power consumption (three phase major fault scenario)

DER Phase a Phase b Phase c

PV1 50.64 117.95 21.23

PV2 146.32 3.03 117.64

PV3 113.67 65.66 95.67

PV4 1.03 17.86 3.1

distribution network.

6.4 Comparison of Results

In this section, we show the comparison of the results for the linearized single phase

and three phase MILP formulations for the different scenarios considered above. We

compare the number of iterations, solver times and the percentage of the outage region

being supplied by the DERs for all the scenarios. The number of iterations for both

formulations in all the scenarios are summarized in Table 6.22. As it can be seen

from Table 6.22, the number of iterations increase exponentially with the size of the

problem. The number of iterations of the three-phase MILP problem is higher than

that of the single phase formulation for the each of the scenario. When we consider the

major fault scenario in three phases, in which the entire network experiences power

outage, the problem size increases significantly and in turn, the number of iterations

required to find an optimal solution increases.

Next, we compare the solution time of each of the scenarios for both problems

in in Table 6.23. As displayed in the table, the solution time of for most of the
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Table 6.22: Comparison of number of iterations

Iterations
Single Phase

Three Phase

Mixed Phase Three Phase

Multiple
Faults

Major
Fault

Multiple
Fault

Major
Fault

Multiple
Fault

Major
Fault

MIP Simplex
Iteration

145 1133 999 46507 719 962,984

Branch-and-
Bound Nodes

0 0 0 268 0 2923

Table 6.23: Comparison of solution time

Time
(seconds)

Single Phase
Three Phase

Mixed Phase Three Phase

Multiple
Faults

Major
Fault

Multiple
Fault

Major
Fault

Multiple
Fault

Major
Fault

Input 0.000999 0.002999 0.001998 0.004998 0.001999 0.001

Solve 0.047992 1.07484 0.26296 26.62 0.239963 435.64

Output 0 0 0.001 0.001 0.001 0.004999

scenarios considered for the single and three phase MILP problem are less than 2.5

seconds. Only in the major fault scenario for the three phase problem, the time

becomes significantly higher due to its problem size. The maximum solver time is

435 seconds for the major fault scenario when DERs are connected in all three phases

in the network. Though this solution time is significantly higher than others, it is

acceptable considering the size of problem being solved. The bar chart in Figure 6.5

shows the comparison for the solver time for different scenarios.
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Figure 6.5: Bar chart comparison for solution time

We also present a comparison of the percentage of DER power penetration in the

distribution network. For the multiple faults and major fault scenarios, the total load

under faulty region is 10524.06 KVA and 16763.04 KVA, respectively. Therefore, the
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Table 6.24: Comparison of DER penetration in outage area

Scenario
Penetration

allowed by DER
Demand satisfied

by DER
DER capacity

utilized

Multiple
Faults

Single
Phase

64.65%
55.40% 85.72%

Mixed
Phase

44.50% 65.52%

Three
Phase

55.40% 89.69%

Major
Fault

Single
Phase

40.59%
38.50% 94.85%

Mixed
Phase

39.50% 97.49%

Three
Phase

40.47% 99.71%

percentage of load under faulty region is 64% and 100% respectively. Recall that, the

total power capacity for the DERs was set as 40.59% of the total power required in

the distribution system i.e. 40.59% of 16763.04 KVA. For the multiple faults scenario,

10524.06 KVA is in the faulted regions, the DERs can supply up to 64.65% of the

demand. In the major fault scenario, the total load demand is 16763.04 KVA in the

faulty region, hence the DER can only satisfy 40.59% of the demand. The percentage

of penetration level for the both the scenarios and the percentage of DER capacity

utilized are summarized in the table 6.24 below.

As seen from the table above, the total DER penetration is lowest for the in

scenario of the mixed phase with multiple faults in system. This is because the system

configuration limits the use of DERs connected only in a single phase. That is, the two

single phase DERs considered were not able to supply much power due the network

topology constraints. If other locations of DERs were considered, the single phase

DERs may be able to supply more power based on the network topology. Overall,

for the single phase, the DERs penetrate a relatively large percentage of the load
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demand. However, the highest load demand and maximum number of high priority

loads are satisfied in both scenarios when the DERs are connected in all the three

phases. Since, the three phase model provides a better network representation than

the single phase model, the three phase model can be used effectively to dynamically

form of micro-grids with multiple faults in the distribution system.



CHAPTER 7: CONCLUSION AND FUTURE SCOPE

With the increasing number of outages outages caused by inclement weather, there

is a great potential that DERs can utilized to provide electricity to the customers when

conventional power source is unavailable due to faults. The aim of this thesis was to

introduce optimization models to utilize the distributed energy resources in our dis-

tribution network to enhance its resiliency. Beginning with a single phase distribution

network, we propose a series of MIP formulations that progressively accomodate more

realistic systems. The development of models was conducted in two directions, one by

incorporating three phase distribution network, and the other by embracing nonlinear

power balance equations. However, we observed that, although the nonlinear formu-

lation can be used to solve the small network example considered quickly became

computationally intractable as the problem size increases. Non-radial or meshed net-

work are quite common in real systems. For non-radial network, we propose a method

that converts non-radial network to radial network using the shortest path algorithm.

Once, converted to radial network, it can be formulated as the proposed model.

The work presented in this thesis can serve as a platform to dive into advanced

topics and methods to be utilized in enhancing the grid resiliency. For instance, the

optimization model for three phase network can be extended by adopting to nonlinear

power balance constraints as done for the single phase model. The proposed models do

not consider switching and recloser operations within the network, and can be added

as additional constraints in the formulation to enhance the models. We consider only

a single source per micro-grid, the effects of multiple sources in a micro-grid should

also be studied. There is potential for modify the proposed models to incorporate the
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DERs and interconnections between adjoining distribution network and their switch-

ing behavior to better capture the actual working with multiple faults in the grid

during extreme weather events.
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