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ABSTRACT

SHANLE YAO. Integrating AI into CCTV Systems: A Comprehensive Evaluation of
Smart Video Surveillance in Community Space with Online Anomaly Training.

(Under the direction of DR. HAMED TABKHIVAYGHAN)

This research introduces and evaluates an advanced AI-enabled Smart Video Surveil-

lance (SVS) system designed to enhance safety across community spaces such as edu-

cational institutions, recreational areas, parking lots, small businesses, and in broader

smart city applications. Our proposed system seamlessly integrates with existing

Closed-Circuit Television (CCTV) systems and wired camera networks, making it easy

to adopt and capitalizing on recent AI advancements. It uniquely employs metadata

instead of pixel data for activity recognition to maintain privacy, adhering to stringent

ethical standards. The SVS system features a cloud-based infrastructure and a mobile

app for real-time, privacy-conscious alerts within communities.

In our comprehensive evaluation, conducted in a community college environment,

we delve into AI-driven visual processing, statistical analysis, database management,

cloud communications, and user notifications. The system was tested using sixteen

CCTV cameras, achieving a consistent throughput of 16.5 frames per second over 21

hours with an average end-to-end latency of 26.76 seconds for detecting behavioral

anomalies and alerting users. We also explore sophisticated data representation and

visualization techniques such as Occupancy Indicators, Statistical Anomaly Detection,

and Bird’s Eye View. These tools help analyze pedestrian behaviors and enhance

safety, offering intuitive visualizations and actionable insights for stakeholders like

law enforcement, urban planners, and social scientists. The findings underscore the

vital role of visualizing AI surveillance data in emergency management, public health,

crowd control, resource distribution, predictive modeling, city planning, and informed

decision-making.

This pioneering work is the first to examine the performance of a physical-cyber-
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physical anomaly detection system, crucial for identifying potential safety incidents

and guiding urban development.
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CHAPTER 1: INTRODUCTION

Video surveillance systems have long been acknowledged as crucial for maintaining

public safety and security [1]. Recent progress in machine learning algorithms, involving

advancements in both hardware and software, has resulted in the widespread adoption

of Smart Video Surveillance (SVS) systems in various sectors [2]. The video surveillance

industry has grown substantially, attaining a value of USD 53.7 billion in 2023.

Projections indicate a Compound Annual Growth Rate (CAGR) of 9.2%, compared

to the average CAGR of 5% in the information technology (IT) sector, estimated at

USD 83.3 billion by 20281.

A primary concern is the effective oversight and interpretation of these video

outputs [3]. Legacy video surveillance frameworks, dependent on human operators

for manual video review, are becoming less feasible for two main reasons. Firstly, the

vastness of video content renders comprehensive and effective simultaneous monitoring

a daunting task [4], especially when pinpointing specific incidents amid hours of

footage. Secondly, many global law enforcement bodies face personnel deficits [5],

resulting in an inadequate workforce to oversee the expanding camera networks. This

scenario underscores the imperative to transition to intelligent surveillance systems

capable of independent video analysis and delivering meaningful insights.

With the increasing significance of SVS systems for public safety, features like

anomaly detection and real-time notifications are vital, as Raty and Komninos et

al. [6, 7]. These systems are central to safeguarding communities by constantly

monitoring and responding to anomalies. Anomaly detection in our system focuses on

three key aspects: behavioral, object, and statistical anomalies. The former detects
1https://www.marketsandmarkets.com/
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Figure 1.1: Conceptual Model.

unusual activities like trespassing or fighting, while the second identifies out-of-place

items like unattended bags or unauthorized items and the last can detect unusual

crowdedness grow with historical data. Swift recognition of these anomalies is crucial

for preventing security breaches and facilitating rapid response from law enforcement.

However, transitioning these systems from labs to real-world settings poses challenges.

Latency can have unexpected consequences. Scalability is also necessary to cover

diverse areas effectively. Privacy must also be addressed to protect individuals’ rights

while maintaining robust security measures [8, 9].

Research on AI-enabled computer vision and alert systems has mainly focused on lab

performance, with limited real-world testing data [10, 11, 12, 13, 14]. Studies on alert

systems prioritize latency and throughput over full performance analysis [15, 16, 17, 18],

and many overlook real-world conditions like scalability in testbed environments or

the practical transition of these systems for public safety [19, 20, 21, 22]. Overall,

existing research work only stays at evaluation in a highly controlled lab environment

and often reports their results based on standard datasets while running one or two

algorithms in isolation. They also lack full end-to-end evaluation. This indicates a

need for empirical studies on their real-world effectiveness and challenges.

This research introduces and evaluates an AI-based real-time Smart Video Surveil-

lance (SVS) system in a practical, real-world setting to overcome prevalent challenges.
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Deployed in a community college, the system adeptly handles real-world constraints,

including computational limitations and the integration of legacy infrastructure such

as Internet Protocol (IP) and Closed-Circuit Television (CCTV) cameras that utilize

LAN connectivity. As illustrated in Figure 1.1, the study adopts a conceptual end-

to-end model. Drawing inspiration from previous research by Pazho et al. [14] and

[23], this work achieves comprehensive end-to-end integration, embracing community-

in-the-loop principles. It synergizes real-time video analytics and edge computing

within community spaces, facilitating immediate notification to communities and

stakeholders. The system comprises four key components: (1) an AI pipeline for

real-time, privacy-preserving video analytics; (2) a local node that aggregates processed

information from multiple AI pipelines across various cameras; (3) a cloud node for

external communication beyond the monitored physical environment; and (4) end-user

applications designed to keep communities and stakeholders informed and engaged.

Our approach also employs data analysis techniques to generate statistical outputs

that assist human observers in comprehending historical data and trends. Such

approach could help the application users has better understanding of the environment

rather than just anomaly notifications. These methodology could also help the end

users to make their own decisions even more. First, we used statistical analytics

to provide stats such as headcounts, the average number of people detected hourly,

and the total number of people over time to provide general overview of the raw AI

data. Furthermore, we employ visualization techniques on top of these statistical

outputs to enhance situational awareness. For instance, by extracting and analyzing

data such as bounding boxes and human trajectories, we applied a transformation

matrix considering the camera angle to get the bird’s eye view at specific times. We

also utilized the historical data of each camera to generate occupancy indicators that

represent a meaningful visualization of current people at each location regarding the

historical data. Also, we present the statistical anomalies by extracting the normal
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distribution of the data trend per location.

This research evaluates the Physical-Cyber-Physical system’s performance under

varying real-world conditions, such as different crowd densities and extended oper-

ational durations. We monitored up to 16 existing CCTV cameras. Our results,

obtained on a server with a 16-core CPU and four 10496 CUDA-cores GPUs, demon-

strate the system’s robustness and efficiency. Specifically, the system maintains a

throughput of 16.5 FPS and a latency of 6.5 seconds during a 21-hour continuous

operation. Our real-world experiments also show that the system can detect suspicious

objects within an average of 4.7 to 19.68 seconds and notify end-users of anomalous

behavior within 9.34 to 26.76 seconds, depending on the camera setup. These results

validate the system’s effectiveness, scalability, and reliability, emphasizing the role of

hardware in achieving these outcomes.

In summary, the contributions of this research are:

• To the best of our knowledge, this research is the first to propose, deploy,

and measure an end-to-end AI-based real-time video surveillance that can run

over existing legacy infrastructure for real-time situational awareness such as

peak hour analysis at the desired location, rapid decision-making in case of

emergency, and enhancing safety and operational efficiency in various high-stakes

environments.

• We delve into the valuable insights extracted from data visualization, emphasizing

their potential role in augmenting safety measures.

• This research performs the extensive evaluation and real-world experimental

study over existing CCTV cameras, focusing on AI Pipeline latency, throughput,

scalability, and endurance of the proposed system over the increasing number

of cameras with vulnerable environmental conditions and density of human

subjects in the scene and set the first benchmark for future studies.
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• To the best of our knowledge, this research is the first to evaluate user-in-the-

loop anomaly detection aspects of video surveillance (Physical-Cyber-Physical

aspects), representing the total end-to-end time from when an anomaly appears

in front of the camera to the instant the end user receives a notification which

is crucial in applications such as emergency responses, security monitoring in

sensitive locations, and monitoring critical infrastructure.

The rest of this paper is organized as follows. Section 2 begins by reviewing the

relevant works on this topic. Section 3 describes the system features. Sections 4 and 6

presents our experiments’ test setup and results. Section 6.4 focuses on the latency

measurement of anomaly detection in the real world, and Section 7 concludes this

research.



CHAPTER 2: LITERATURE REVIEW

Machine learning and artificial intelligence advancement in various domains have

paved the way for complex data analysis and visualization. The criticality of analyzing

the outputs of these machine learning models is evident in numerous applications,

ranging from urban planning to safety considerations. However, the effectiveness of

these models heavily relies on the presentation and interpretation of the analyzed

data.

The advent of machine learning techniques, especially when combined with IoT

devices, has revolutionized urban planning and smart cities. Mahdavinejad et al.

underline the importance of such methods in forecasting urban congestion and paving

the way for solutions [24]. Complementing this, Zanella et al. argue for the accessibility

of urban IoT data to authorities and citizens, fostering civic participation and swift

responsiveness to urban challenges [25]. Taking this a step further, Rathore et al.

delve deep into the capacities of IoT systems for urban development, focusing on

vehicular traffic datasets [26]. However, the true potential of these systems is realized

when combined with big data analytics, as highlighted by Al Nuaimi et al., who stress

iterative improvements based on analytical feedback [27].

Transitioning from holistic urban planning, it’s imperative to focus on specific

aspects, like traffic and pedestrian safety, which are paramount for the efficient

functioning of a city.

Safety remains at the forefront of urban considerations, and several studies have

dedicated efforts to analyze traffic patterns and potential hazards. Mouchili et al.

venture into vehicle traffic data, shedding light on anomalies and parking occupancy [28].

Abberley et al. expand this scope by using machine learning to study traffic accidents,
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revealing patterns similar to human traffic analytics [29]. Similarly, Bharadwaj et

al. apply image processing techniques on highway images, concentrating on vehicle

placements with a unique approach to data representation [30]. The realm of pedestrian

safety isn’t untouched either, with Chen et al. employing machine learning on Street

View images to detect pedestrians, albeit without delving into intricate visualizations

[31]. However, safety isn’t confined to traffic. He et al. highlight the use of machine

learning in detecting crime-facilitating factors in neighborhoods, emphasizing the dire

need for robust visual representation for impactful insights [32].

SVS research is generally divided into two main areas: real-time object tracking

and anomaly detection in both vehicular and human contexts [33][34]. Some studies

have focused on using lightweight models for edge devices to minimize latency as

demonstrated by Pramanik et al. [35]. In 2023, an innovative SVS system was intro-

duced that employs advanced pre-processing techniques specifically for fall detection

as introduced by Singh et al. [36].

The preceding year witnessed the emergence of the E2E-VSDL as introduced by

Gandapur [37] method, employing a combination of BiGRU and CNN to compare

video frames with pre-identified anomaly videos within their trained model, resulting

in approximately 98 percent accuracy with the available dataset. Another notable

contribution is the TAC-Net methodology [38], which introduces a novel deep con-

trastive learning approach for SVS. TAC-Net employs a self-supervised learning model

to capture high-level semantic features, leading to superior performance in addressing

anomaly scenarios compared to existing state-of-the-art methods on popular datasets

in 2021.

A range of Smart Cities studies aims to bridge the gap between research and real-

world applications. [39] A 2019 paper as introduced by Alshammari et al. [40] presents

a functional SVS system implemented with surveillance cameras, moving beyond

simulation-based evaluations. To enhance anomaly detection models and achieve
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better training outcomes, researchers from RV College of Engineering Bengaluru [41]

focus on refining object detector model localization, improving validation accuracy

by around 98.5 percent. The paper published by Y. Yuan et al. [42] brings a very

advanced methodology about using decentralized framework into Cyber-Physical

system to optimize the traffic and pedestrian waiting time, while the response time of

the system is discussed in a real world scenario. Publication [43] with a very impressive

self-awareness Cyber-Phycical system also lacks of data with system latency which we

values this a lot in our testbed community.

Optimizing large-scale SVS systems has become a focus of recent research, with

various systems [44] concentrating on optimizing data transformation, communication,

and even incorporating blockchain technology in diverse domains. These efforts go

beyond model performance to consider the broader scalability of the entire system.

Efficient detection of suspicious objects is crucial for real-life security applications.

However, widely used object classification datasets like COCO often lack harmful

object categories. A study on Real-Time Abnormal Object Detection introduced

by Ingle et al [45] demonstrates the training and implementation of an abnormal

object detection model in smart cities, achieving an accuracy of approximately 90

percent. Additionally, a 2023 publication focuses on person re-identification using deep

learning-assisted techniques [46], highlighting the significance of spatial and channel

attention mechanisms in achieving improved re-identification scores.

While significant progress has been made in SVS research, a notable gap remains

regarding comprehensive testbed support to evaluate real-world SVS system perfor-

mance. Motivated by this gap, our study aims to demonstrate the capabilities of a

state-of-the-art SVS system within a public setting, specifically a community college.

In the subsequent sections, we present our achievements and offer insights into the

potential of our endeavors.



CHAPTER 3: System Feature

Our proposed system represents a pioneering advancement in the realm of AI-

based real-time video surveillance, uniquely designed to integrate seamlessly with

existing legacy CCTV camera infrastructures, and it is a Physical-Cyber-Physical

(PCP) system to alert the end users about anomalies. The proposed system comprises

four distinct components: (1) AI Module/Modules, (2) Server Module, (3) Cloud

Node, and (4) End user devices. Figure 3.1 provides an architectural overview of the

end-to-end system. One five-stage computer vision pipeline is assigned to each on-site

camera within the testbed. The output generated from these pipelines is subsequently

channeled to a global tracker and a database for human re-identification and statistical

analyses. The cloud node facilitates the transmission of the processed data to the end

users, enabling the visualization of the data and notifications. In the following, we

describe each component in detail.

3.1 AI Module/Modules

As Figure 3.1 shows, the AI Module is architected as a modular, multi-stage pipeline

tailored for computer vision tasks. This modularity offers the flexibility to adapt

the system for optimal performance in real-world security applications for real-world

response instead of running it sequentially.

Inspired by [14], AI Module runs the deep learning pipeline within the physical

environment next to the cameras. The images are then organized into batches of 30

frames, aligning with the window size prerequisites for high-level tasks. The batched

image data is first processed by an object detector [47][48], identifying and localizing

objects like people and high-priority items like guns and knives. Object Anomalies are
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Figure 3.1: End-to-end detailed system. C0 represents the camera ID and for each
camera, one AI Module N0 including multi-AI-vision-models pipeline is assigned with.
All the AI modules send processed data to one Server Module database, and Server
Module will re-identify the human track ID based on the feature extractor data. The
statistical analyzer analyzes all the data in the database stored across all the cameras
and communicates the results with Cloud Node. Cloud-native services are utilized to
host the end users’ applications.

flagged at this stage. The bounding box of detected persons is then sent to a tracking

algorithm [49], where tracklets with local IDs are created. These IDs and bounding

boxes are used in the subsequent pose estimation stage, where HRNet [50] extracts

2D skeletal data for each individual.

3.1.1 Object Anomaly Detection

For object anomaly detection, the object detection methodology employed leverages

the YOLO algorithm [47][48]. This approach facilitates the identification of all

objects of interest. Models can be tailored using custom datasets, encompassing both

conventional object classes and anomalous ones. Upon detecting anomalous objects

via YOLO, alerts are transmitted to the Cloud Node through a rule-based messaging

service, triggering notifications on end users’ devices. The objective is to optimize

object anomaly detection for efficiency, aiming to minimize response latency.
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3.1.2 Behavioral Anomaly Detection

Our system’s AI pipeline uses the Graph Embedded Pose Clustering for Anomaly

Detection (GEPC) [51] to analyze 2D pose-estimation data in 30-frame windows

with a 20-frame stride. It scores individual movements in batches, contributing to a

frame anomaly score. Each frame gets a scene anomaly score if it contains person

detections. The pipeline then selects the most informative frame from each batch

to enhance database efficiency. Next, a feature extraction algorithm [52] is used

for human re-identification across different camera feeds. This process ensures that

processed data, without pixel data, is effectively stored on the server for extended

analysis and cross-camera identification.

3.2 Server Module

The server module serves as a repository for both metadata and historical data,

which are transmitted from each of the AI modules. This data is systematically stored

within a database, which is structured utilizing MySQL. Table 3.1 exemplifies the data

storage schema within this database. It comprises several columns, each providing

unique insights.

The database logs entries with precise timestamps in the "Record_Time" column,

identifies the camera source in the "Camera_ID" column, and classifies detected

objects using the "Class_ID" column, based on the COCO dataset, which "0" is

human. The "Bounding_Box" column details the position and dimensions of bounding

boxes around detected objects with the X and Y coordinates of the top-left corner

of the bounding box and its width and height. In contrast, the "Feature" column

stores human feature data as Tensors from the OSNet for re-identification. The

"Local_ID" column assigns unique identifiers for object tracking within a single

camera view, whereas the "Global_ID" column provides universal identifiers for cross-

camera tracking. Lastly, the "Anomaly_Score" column rates the likelihood of an
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Table 3.1: Example visualization of the database at Server Node
Record
Time Camera Class ID Bounding

Box Feature Local ID Global ID Anomaly
Score

00:00:00 1 0 [x, y, w, h] Tensors 15 1001 40
00:00:01 2 0 [x, y, w, h] Tensors 21 1001 40

.... ... .. ... ... .. .. ..
23:59:59 1 0 [x, y, w, h] Tensors 9999 1001 40

anomaly on a scale from negative infinity to 40, with 40 indicating no anomalies.

The server module primarily handles global tracking and statistical analysis. Global

tracking uses the cosine similarity method to compare the feature data of individuals

from all cameras. This approach allows the system to re-identify people across different

cameras and assign a unique global identifier to each pedestrian within a specific time

interval.

As shown in Figure 3.1, we perform a statistical analysis on the dataset housed

within the Server Module. This analysis leverages the data depicted in Table 3.1

and encompasses a variety of data analytics techniques. This step holds pivotal

significance within the overarching system for two primary reasons. The system’s

design significantly enhances privacy and usability for real-world applications in two

ways. First, not transmitting raw data to the Cloud Node reduces the reversibility

of pipeline output, thereby bolstering privacy. Second, the analysis provides end

users with valuable insights beyond raw data. This includes real-time metrics such

as location-specific headcounts and occupancy patterns and longitudinal analyses

of population trends and resource consumption, all illustrated through occupancy

indicators and heatmaps. These features collectively improve the system’s utility for

end users.

3.3 Cloud Node

As shown in Figure 3.1, the system leverages a suite of cloud-native services,

including robust data storage, management solutions, and API generators, to meet

its objectives [53] to achieve its goals. The system architecture aims to minimize the
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time lag between detecting an anomaly and the notification received by the end-user.

We utilize a rule-based messaging service to send real-time push notifications. The

service generates specific topics and messages based on the type of detected anomalies.

These notifications are disseminated using the JSON protocol and can be received

via email, text, or app notifications. We primarily use email notifications to mitigate

potential latency issues due to service outages.

We used a low-latency database service as our cloud-based data storage solution,

enabling real-time data access. The database is organized into two types of tables:

one for tracking objects across each camera and another for storing analytical results

over time. These tables are indexed by timestamps and camera IDs, allowing for easy

data retrieval.

For the smartphone application, we use an application development kit to generate

the necessary APIs. This kit employs a GraphQL schema to pull data from existing

tables, optimizing data retrieval and minimizing over-fetching, shown as Figure 3.1

[54]. User management and authentication are other aspects of the mobile application

that cloud services handle [55]. The specifics of our implementation are beyond the

scope of this paper. In summary, our developed end-to-end system architecture offers

an efficient and scalable platform for the smartphone application, which is responsible

for delivering notifications to the end user.

3.4 End User Devices

The system’s primary goal is to secure and timely notify end users in case of detected

anomalies. To achieve this, we use a smartphone application that provides users with

a wealth of real-time data [8]. This includes the statistical analysis in section 3.2 and

detailed information on detected anomalies. Our system is engineered to notify users

promptly if any anomalies are identified. Users can choose their preferred notification

methods.

The smartphone application has been designed to cater to a broad audience, offering
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seamless functionality across different operation systems and platforms. This cross-

platform consistency ensures that users can access the same features and benefits

regardless of their chosen device or operating system. This approach not only enhances

accessibility but also provides a unified user experience, optimizing the dissemination

of crucial information to the end users.



CHAPTER 4: System Setup and Configuration

In our testbed, we deployed a network of 16 AXIS IP cameras, each operating at

a frame rate of 30 FPS with 720p resolution, distributed across the college campus.

Figure 4.1 visually represents the camera placements. Three of the 16 cameras were

installed outdoors to monitor the parking areas. The remaining 13 were placed indoors

across three separate buildings. Specifically, three cameras were allocated to oversee

entry and exit points, another trio focused on vending machine areas, four captured

hallway activities, and the last three monitored communal study spaces. The indoor

cameras are located at the height of seven feet and six inches while the outdoor

cameras are located at the height of ten feet and eight inches. Each camera’s lens had

a varifocal from 3.4 to 8.9 mm with a horizontal field of view of 100 to 36 degrees and

a vertical field of view of 53 to 20 degrees. Around 35000 square feet of area is covered

by thirteen indoor cameras and around 60000 square feet by three outdoor cameras.

The system runs on a dedicated server (physically located within the community

college) with a single 16-core CPU with 1500 MHz clock speed and 252 GB memory

and four 10496 CUDA-cores GPUs, each with 1700 GHz boost clock and 24 GB

VRAM. We established multiple endpoints to facilitate comprehensive multi-user

testing. An individual topic was created on the rule-based messaging console. Initially,

four endpoints were used in controlled tests to measure end-to-end latency. This

was later expanded to 50 endpoints for broader, open-world testing. We conducted

experiments under three distinct scenarios, examining "AI Pipeline," "Load Stress,"

and "Endurance" to assess the system’s real-world capabilities, performance metrics,

and latency in real-time.
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Figure 4.1: Locations of Cameras on the Campus. A maximum of 16 cameras are
used; 3 of them are outdoors, and the other 13 are indoors

4.1 AI Pipeline Setup

The primary aim of the first scenario is to pinpoint the most effective configuration

for the AI Module [14], tailored to meet real-world security demands as outlined in

section 3. The configuration encompasses four core tasks: object detection, pedestrian

tracking, human pose estimation, and human re-identification. Additionally, a high-

level task-behavioral anomaly detection-integrates the results of these core tasks. Each

core task offers a range of alternative methods, each with its trade-offs between accuracy

and computational speed. While some SotA methods offer impressive accuracy, they

often fall short in real-world SVS applications due to their high computational demands

and complex parameter settings.

As demonstrated by Pazho et al. [14], the GEPC method [51] is particularly well-

suited for behavioral anomaly detection. ByteTrack [49] and OSNet [52] excel in

pedestrian tracking and human re-identification, respectively. The recently introduced

YOLOv8 [48] stands out for its object detection capabilities and enhances human pose

estimation through a top-down approach.
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In this evaluation, our primary objective is to rigorously evaluate the performance of

various algorithmic approaches to identify the most optimal one for integration into our

system for real-world scenarios. We conducted a comprehensive performance evaluation,

comparing the features of our existing system [14] against other popular methods

recently developed in the field. The metrics for this comparative analysis included

throughput, latency, and the number of detected outputs with their computation

loads on GPU and CPU. We utilized video clips from the DukeMTMC dataset [56]

for this evaluation, each lasting one minute and featuring different crowd densities.

To ensure the scientific rigor of our experiments, these tests were initially performed

on a separate laboratory server. Only after confirming the superiority of the chosen

algorithm did we proceed with its full-scale integration into our designated testbed.

4.2 Load Stress Setup

We comprehensively examine the system’s performance under escalating input loads

in the second scenario. The focus is quantifying key metrics such as average latency

and throughput across videos with varying crowd densities. We progressively increased

crowd density. This rigorous evaluation provides valuable insights into the system’s

resilience and adaptability under increased workloads, a crucial factor for its real-world

applicability.

To robustly assess the system’s scalability, we conduct evaluations using different

numbers of pipeline modules. This methodology allows us to gauge how the system

adapts to varying levels of computational complexity. During the experimental phase,

we designed concurrent tests that ran the system with one, four, eight, and twelve

modules, all processing identical crowd density.

4.3 Endurance Setup

The final scenario focuses on deploying the system in a genuine real-world setting,

utilizing all 16 cameras in our testbed. The primary aim is to assess the system’s
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Camera 1 Camera 2

Camera 3 Camera 4

Figure 4.2: This represents an example of 4 pipelines running in the testbed with IP
cameras deployed at different locations.

long-term stability and endurance. To this end, we conducted extended trials with

configurations of eight, twelve, and sixteen modules, each running continuously for 21

hours. To ensure the video length does not significantly affect the results, we ran the

system with 8 modules for a week period.

• Eight-Module Configuration: Covers one entrance point, one vending machine

location, two hallway segments, and two common areas.

• Twelve-Module Configuration: Adds three additional outdoor cameras monitor-

ing the parking lot and one more indoor camera at an entrance point.

• Sixteen-Module Configuration: Utilizes all available cameras for data acquisition.

As depicted in Figure 4.2, a sample output from the Local Node is displayed during

a scenario with four operational cameras. For privacy reasons, instance segmentation

masks have been applied to the visualizations. Specifically, Cameras 1 and 4 monitor
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hallway points, while Cameras 2 and 3 oversee parking lot areas. This rigorous test

aimed to validate the system’s robustness and ability to maintain optimal performance

under realistic, extended operational conditions.



CHAPTER 5: Data Analysis and Representation

In this section, we explore the detailed data stored in our database. The aim is

to transform raw, unprocessed data into insightful and actionable information. Our

exposition begins with presenting descriptive data, offering the end user a foundational

and general grasp of the dataset’s landscape. This preliminary understanding is then

augmented with more sophisticated analyses designed to delve deeper into the data’s

nuances. Through these advanced analytical techniques, we endeavor to magnify the

end user’s situational awareness, equipping them with a more comprehensive and

enriched perspective of the environment.

We gathered the data for data representation with 8 cameras from the testbed, 2

outdoor parking lot and six indoor ones, over 8 days, commencing on October 12th,

2023, and concluding on October 20th, 2023. Our deliberate selection of this timeframe

encompassed 4 holidays, including 2 fall break days, 2 weekend days, and 4 working

days.

5.1 Descriptive Data

In our descriptive data analysis, the linchpin is the Global ID, derived from the

human feature data as outlined in Table 3.1. This Global ID is a unique identifier,

ensuring consistent tracking across various data streams. Five foundational metrics

have been presented in this analysis, designed to provide end users with a better

understanding of the system’s capabilities of the data. Although these data do not

provide insightful information to the end user, they can provide a general overview of

the traffic flow in the environment over time.

Current Number of People at Real-Time: AI pipelines allow the real-time
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assessment of the number of individuals detected across all cameras. We can determine

the current number of people under surveillance by querying the most recent timestamp

entries from our database and aggregating the Global IDs.

Hourly Average Number of People Per Camera: By grouping the database

entries by hour for each camera and averaging the unique Global IDs detected, we

can compute the average number of individuals per camera identified hourly. This

statistic gives the end user a general understanding of hourly people distribution.

Hourly Average Number of People Per Location: Beyond individual cam-

eras, understanding the overall occupation trends in the environment is crucial. By

categorizing entries based on the group of cameras and then by hour and subsequently

counting and averaging unique Global IDs, we can determine the average traffic across

all cameras. This data is incredibly valuable as it offers insights into the anticipated

average number of individuals in the environment, leveraging historical data. Such

information can prove instrumental for conducting evacuation drills and planning

emergency procedures.

Total Number of People Over Time: The cumulative flow of people over a

specified duration provides a broader understanding of traffic flow. By organizing

database entries chronologically and counting unique Global IDs, we can chart a time

series that depicts the total number of detected individuals, which is a very important

metric for controlling the traffic of individuals.

Peak Hour Analysis: Identifying periods of maximum foot traffic is crucial for

various operational decisions. We can pinpoint the peak traffic hours by aggregating

data hourly and ranking these hours based on the count of unique Global IDs and use

this data to optimize security personnel assignments.

5.2 Situational Awareness

Situational awareness is a key concept in various domains, encapsulating the ability

to identify, process, and comprehend critical elements of information about the
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environment. Situational awareness is about clearly understanding one’s surroundings,

which is essential for decision-making and proactive responses. Its value enables entities,

individuals, or systems to anticipate needs and potential challenges, facilitating timely

and informed actions. In the context of surveillance and safety, situational awareness

is indispensable. This section delves into four key visualization techniques that

support situational awareness: the Occupancy indicator, Statistical anomaly, Bird’s

eye view, and Heat map. We explain each technique’s significance and the underlying

methodology employed for its computation. Further, we underscore these visualizations’

insights, accentuated with practical examples. When employed judiciously, these

techniques serve as powerful tools, shedding light on patterns and anomalies elevating

our understanding and proficiency in environment monitoring.

5.2.1 Occupancy Indicator

The Occupancy Indicator is a vital tool in video surveillance, aiming to provide

contextual understanding concerning the number of people present in a specified

location captured by a particular camera. It interprets raw data, such as a head count

of seven individuals, into meaningful information by illustrating the relative occupancy

level concerning the historical data, whether crowded or within the normal interval.

For instance, a count of seven in a small room might signify a high occupancy, whereas

in a larger hall, it might denote a low occupancy level. In emergencies like evacuations,

knowledge of occupancy levels optimizes response effectiveness. Amid health crises,

such as the COVID-19 pandemic, controlling occupancy is essential for public health.

By providing a visual or numerical indicator, audiences can grasp the spatial dynamics

at a glance.

Algorithm 1 demonstrates an algorithm to calculate and categorize the occupancy

level at different camera locations using the data frame (df), which is continuously

updated with new data. The algorithm iterates through each camera ID within

the data frame and, for every camera, executes a loop every 5 seconds within a
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Algorithm 1 Occupancy Indicator Algorithm
Input: data frame df , historical_data
for each camera_id in df do

for every 5 seconds in record_time do
current_number_of_people = length(unique(global_IDs))

end for
if current_number_of_people ≤ percentile(historical_data, 25) then

occupancy = "Low Occupancy"
else if current_number_of_people ≤ percentile(historical_data, 75) then

occupancy = "Normal Occupancy"
else

occupancy = "High Occupancy"
end if
update_historical_data(historical_data, current_number_of_people)

end for

specified range of (record_time). Each iteration of this nested loop computes the

current number of people by determining the length of the set of unique global IDs

(global_IDs) present in the data frame during that time interval.

The occupancy level is then evaluated by comparing the current_number_of_people

against the percentiles (25th and 75th) from the historical data (historical_data).

Specifically, if the current_number_of_people is less than or equal to the 25th per-

centile of the historical data, the occupancy is categorized as "Low Occupancy." If it

falls between the 25th and 75th percentiles, it is categorized as "Normal Occupancy".

Otherwise, if it is greater than the 75th percentile, the occupancy is deemed as "High

Occupancy".

Once the occupancy level is redetermined, the algorithm calls a function up-

date_historical_data to update the historical data with the current_number_of_people.

This updating step ensures the historical data remains current, allowing for more

accurate and relevant occupancy level determinations in subsequent iterations. This

process is carried out for every camera ID in the data frame, ensuring a comprehensive

evaluation of occupancy levels across all monitored locations.

In Figure 5.1, we can observe a comparison of occupancy indicators for the same
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(1)

(2)

Figure 5.1: Comparing the Occupancy indicator of the same camera in an hour in two
days. The graph (1) shows the Weekend. The graph (2) represents weekday.

camera during the same hour on two distinct days. Graph 1 illustrates the occupancy

indicator for a weekend, whereas Graph 2 depicts the occupancy indicator for a

weekday. The figure highlights that, during weekends, the detection of 2 people is

categorized as "High Occupancy," whereas on weekdays, this number is considered

"Normal."

5.2.2 Statistical Anomaly

In surveillance and safety, understanding statistical anomalies plays a pivotal

role. This is primarily because anomalies, or deviations from the norm, often signal

unexpected or unusual events. For instance, a sudden surge in crowd density in

monitoring public spaces can indicate potential risks such as unauthorized gatherings,

evacuations, or charges. By analyzing historical data, a baseline or ’norm’ for crowd

density can be established. Any significant deviation from this baseline, especially an

increase in crowd density, would be considered an anomaly.

Being able to detect such anomalies in real time enables quick response mechanisms.

For safety personnel, it provides an opportunity to proactively address potential
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(1) (2)

Figure 5.2: Comparing the normal distributions of the same camera in an hour period
in two scenarios. The graph (1) shows the non-detections included in the calculation.
The graph (2) represents excluding non-detections.

(1) (2) (3) (4)

Figure 5.3: Comparing the normal distributions of the same camera in four scenarios.
The graph (1) shows when statistical anomaly happens during weekdays. The graph (2)
shows the normal distribution of an hour during weekdays. The graph (3) represents
when statistical anomaly happens during weekends. The graph (4) represents the
normal distribution of an hour during weekends.
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Algorithm 2 Statistical Anomaly Detection
Input: df , start_time, end_time
Filter df for camera ID in the specified time range
Initialize mean to 0 and std to 1
Initialize detected_objects list
for each 5-second interval from start_time to end_time do

Count unique detected objects in the interval
if detected objects > 0 then

Update detected_objects, mean, and std
end if

end for

threats, ensuring the well-being and security of the public.

Algorithm 2 identifies unexpected numbers of detected individuals for each camera

relative to historical trends. Recognizing that different locations display varying crowd

densities over time, we compute these statistical anomalies hourly. The strategy

involves constructing a normal distribution based on historical hourly data. Every

5 seconds, as new detections occur, this distribution is updated. As delineated in

Algorithm 2, the mean and standard deviation for a specific hour are computed to

characterize the data’s distribution. Concurrently, current detections are compared

against this historical backdrop. If the present number of detections exceeds two

standard deviations from the mean, there’s a less than 0.05 probability of such an

occurrence. This implies that, with 95% confidence, such an event can be labeled a

statistical anomaly.

We’ve intentionally omitted detections amounting to 0 in our approach. This decision

stems from the rationale that, within a 5-second window, the absence of detections

(i.e., detecting no individuals) is more probable than any detection. Including 0

detections in our computations would skew the results towards 0, introducing a bias.

This inclusion would result in diminished thresholds for defining anomalies, rendering

the statistical analysis less meaningful and effective. Figure 5.2, compares the normal

distributions of the detected objects under these two scenarios for the same camera

during the same period. We did not exclude the zeros from our computations in the
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graph (1). The graph (2) does not include zeros. We can see the skewness of graph (1)

toward Zero, resulting in the mean between 0 and 1. In the other scenario, however,

the mean is between 1 and 2. As a result, detecting 3 objects in the first scenario

is considered an anomaly, while detecting the same number of objects in the second

scenario is considered normal.

In Figure 5.3, we present a comparative analysis of four distinct scenarios captured

at two separate temporal intervals of the same camera. Graphs (1) and (2) derive

from weekday data. Specifically, Graph (1) illustrates a statistical anomaly, evidenced

by detecting 5 individuals within 5 seconds, deviating from the expected probability

distribution. In contrast, Graph (2) delineates the typical distribution over an hour-

long weekday period. Graphs (3) and (4) are predicated on weekend data, with Graph

(3) highlighting another statistical anomaly with 5 people detected. Graph (4) portrays

the standard distribution over an hour during weekends. A comparative assessment

of Graphs (2) and (4) reveals a higher mean value during weekdays for Graph (2),

aligning with anticipated trends.

5.2.3 Bird’s Eye View

A bird’s eye view, often referred to as a top-down or overhead view, offers a unique

vantage point that eliminates perspective distortion commonly associated with ground-

level or diagonal images. This perspective allows for accurate spatial representation,

ensuring that objects’ relative positions and distances from one another are preserved

[57]. In surveillance or monitoring, a bird’s eye view ensures that the entire area

of interest is observed without any hidden spots or overlapping regions, a feature

often compromised in traditional camera views due to their limited field of view and

perspective distortion [58].

Understanding how people are scattered in a specific area is crucial for various

applications such as crowd management, security, and area planning. Accurate

representation of people’s positions helps determine crowd densities, identify potential
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Algorithm 3 Bird’s Eye View Transformation
Input: data frame df , camera_width, camera_height, min_theta, max_theta
Compute normalized values: df [normalized_W], df [normalized_H]
for each object in df do

Compute scale_factor using df [normalized_H]
Calculate centroid CX and CY

Compute BirdsEyeX and BirdsEyeY using scale_factor and normalized values
end for
for camera_id from 1 to 8 do

Define start_time and end_time
Filter df based on camera_ID and time range

end for

choke points, and facilitate effective emergency responses. By utilizing a bird’s eye

view, these patterns can be more easily discerned, leading to better decision-making

and prediction of crowd behaviors.

In Algorithm 3, a systematic approach is taken to calculate the Bird’s Eye View

coordinates for objects detected by cameras of the model AXIS P3225-VE Mk II

Network Camera 1. The primary objective of this transformation is to project the

detected objects onto a top-down view, simulating an overhead perspective.

The first step involves normalizing the object’s width and height by dividing them by

the camera’s resolution parameters, namely, camera_width and camera_height. This

normalization ensures that the object dimensions are represented as scale-independent

relative to the camera’s resolution.

Next, a scale factor is computed for each object, a function of its normalized height

and the angular field of view parameters, min_teta and max_teta. Notably, these

angular parameters, min_teta and max_teta, are derived directly from the technical

specifications provided by the camera producer. The scale factor is crucial for adjusting

the object’s dimensions in the Bird’s Eye View, ensuring that objects farther away

appear smaller than those closer to the camera, thereby preserving depth perception.

The centroid of each object is then determined by calculating the average of its
1https://www.axis.com/products/axis-p3225-ve-mk-ii/support#technical-specifications
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(1) (2)

Figure 5.4: Comparing different views of camera 8 from 2023-10-17 12:17:42 to 12:17:47.
The graph (1) generated directly from database shows the original camera view. The
graph (2) represents the average birdseye view coordinates.

width and height dimensions. This centroid represents the object’s central point,

essential for accurate positioning in the Bird’s Eye View.

Finally, the Bird’s Eye View coordinates, BirdsEye_X and BirdsEye_Y, are cal-

culated by applying the previously computed scale factor to the object’s centroid

coordinates. The result of this transformation is an accurate representation of the

object’s position in a top-down perspective.

The algorithm also includes a data filtering step, where records are filtered based on

specific camera IDs and a specified time frame. Therefore, in every 5-second interval,

we calculated the unique number of global_IDs, and based on that, we captured the

number of detected objects. This ensures that only relevant data for a given camera

and time range is considered for further analysis.

Figure 5.4 presents a comparative representation between the original perspective

and the processed birdseye view from Camera 8, captured concurrently. The initial

graph displays approximately 13 data points within a five-second interval. Post-

processing, the bounding boxes corresponding to identical global IDs are averaged,
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resulting in a birdseye representation of nine distinct individuals. This transformation

underscores the efficacy of the bird’s eye view process in refining and consolidating

data for enhanced clarity and precision.



CHAPTER 6: Real-World Results and Evaluation

6.1 AI Pipeline Configuration Evaluation

Two challenging videos, Extreme Level and Heavy Level, depicting high crowd

levels, were designated as input to facilitate a performance comparison across various

methods. Each video lasted 60 seconds, operating at a frame rate of 60 per second,

resulting in 120 batches for inference. To ensure statistical robustness, performance

metrics were averaged over the middle 80 batches in each run, thus mitigating potential

bias arising from the initial 20 batches (warm-up) and including the last 20 batches

(cool-down).

Four distinct methods underwent testing:

• YOLOv5+HRNet: The original system method

• YOLOv8pose: A variant of YOLOv8 incorporating human pose estimation as a

top-down method.

• YOLOv8pose-p6: The most complex model of YOLOv8 for human pose estima-

tion.

• YOLOv8+HRNet: Object detection method with pedestrian tracking interacted.

For the AI Pipeline Configuration Test, Table 6.1 outlines the performance of

each method across different crowd density levels using four distinct metrics: average

latency and throughput, total detection count, average GPU and CPU memory usage,

and total FLOPs of every AI models. For the "Extreme" crowd density video,

YOLOv8pose exhibited superior latency and throughput performance, accompanied

by the fewest detections. This method leverages a top-down approach, excelling
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Table 6.1: Performance comparison among different system configurations. Data
collected using lab server with a single node.

Crowd
Density Method Latency

(s) FPS Detections
(counts)

GPU
Memory

(G)

CPU
Memory

(G)

Total
FLOPs

(B)

Extreme
(∼50 detects
per second)

YOLOv5+HRNet 14 14.82 1033 5.3 19.1 126.08
YOLOv8pose-p6 3.7 26.39 911 12.2 12.68 1067.38

YOLOv8pose 2.2 49.07 679 6.9 12.38 264.18
YOLOv8+HRNet 9.09 19 1217 5.5 19.3 182.18

Heavy
(∼20 detects
per second)

YOLOv5+HRNet 3.47 81.2 237 5.0 15.28 126.08
YOLOv8pose-p6 3.54 26.45 358 11.9 12.4 1067.38

YOLOv8pose 2.6 45.11 308 6.9 12.3 264.18
YOLOv8+HRNet 2.76 67.63 342 5.5 15.4 182.18

at processing larger human crops that show full-body movement while potentially

ignoring smaller or just upper-body ones. In the real world, missing potential human

detections could result in undetected objects and behavioral anomalies, which is

unacceptable. Conversely, YOLO + HRNet enables the detection of more crops. In

this context, YOLOv8+HRNet demonstrated a latency of 9.09 seconds, a throughput

of 19 FPS, and comparable GPU memory usage of around 5.5 GB, better than the

YOLOv5+HRNet method.

In the case of the "Heavy" crowd density video, where crowd density is lower than

"Extreme," the YOLOv8+HRNet method maintained its competitive edge. With

a latency of 2.76 seconds, a throughput of 67.63 FPS, 342 total detections, 5.5 GB

GPU memory usage, and 15.4 GB CPU memory usage, it showcased a formidable

performance against other methods.

6.2 Load Stress Evaluation

To rigorously assess the system’s performance under varying crowd densities and

parallel module operations, we curated ten videos with density levels ranging from 0

to 9. Each video lasted 150 seconds and operated at a frame rate of 30 frames per

second. To ensure the statistical validity of our results, we averaged metrics over the

central 100 batches in each run, excluding the initial 25 batches to account for system

warm-up and the last 25 batches for cool-down effects.
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(a) (b)

Figure 6.1: Throughput and latency trends with respect to crowd densities across
different nodes number running in parallelism.

Figure 6.1 graphically presents the trends for throughput and latency. The X-axis,

labeled "Density" (count), represents the average number of humans detected per

batch (comprising 30 frames) for each input module in the experiment.

In tests with one and four cameras, our system maintained latency under 10 seconds,

showcasing stability. However, with eight module s, latency increased beyond 20

seconds at higher density levels, particularly from level 5 onwards. A notable decrease

in latency was observed with 12 nodes, especially at density levels 8 and 9, correlating

with processing 108 individuals (12 nodes x 9 density). Throughput consistently

declined linearly with increasing density and node count, reaching a low of 4.56 FPS

at the highest density level 9 with 12 nodes. The observed decrease in performance

can be primarily attributed to the computational demands of HRNet operating high

density for keypoint processing. Additionally, the system’s performance is constrained

by the CPU computation limits. As the number of nodes and density increases, these

factors collectively contribute to the bottleneck, leading to the observed decline in

system throughput and latency.
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6.3 Real-World Endurance Evaluation

The primary objective of this experiment is to validate the system’s durability and

capacity to maintain optimal performance within a realistic, sustained operational

configuration. Figure 6.2 offers a detailed presentation of the latency and throughput

trends with varying crowd density traffic. The experiment encompassed a continuous

21-hour runtime, employing different camera node configurations. The evaluation

commenced at 2:00 p.m. on the first day and concluded at 11:00 a.m. the following

day. During the experiment, we observed that system latency decreased when the

server node’s database reached around 50,000 queries. To address this and maintain

privacy, we implemented an auto-reset feature for the database. It clears and resets

after accumulating 50,000 queries or after 24 hours of run time.

Analyzing Figure 6.2, each data point epitomizes the average value over a 60-second

interval. The "Density" metric signifies the sum of human detections per camera

node within the middle 60-second window. This is attributed to the data collection

period aligning with a summer break, resulting in lower human flow within the testbed,

particularly about indoor camera nodes.

For configurations with 8, 12, and 16 camera nodes, we observed varying performance

metrics: average latencies were 2.6-4.8s, 5.3-6.5s, and 6.7-10.5s, respectively, while

corresponding throughputs ranged from 28.5-26.5 FPS, 20.5-18 FPS, to 16.5-14.5 FPS.

As shown in Figure 6.3, the system’s performance over a week, running with eight

cameras, demonstrated consistent latency and throughput results about crowd density.

Specifically, the latency ranged from 2.5-7.8s, and throughput varied from 22.3-29.8

FPS. These findings confirm that irrespective of crowd density, the latency increased.

At the same time, the FPS decreased, aligning with expectations and underscoring

that the length of the videos does not significantly impact the system’s performance.

It is essential to note that the specific data spikes observed within the metrics

for the eight and twelve-camera node configurations could stem from various factors,
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(a)

(b)

(c)

Figure 6.2: Latency and throughput trends concerning crowd densities during a 21-
hour-length period for different camera nodes number (a) represents 8 camera nodes,
(b) represents 12 camera nodes, (c) represents 16 camera nodes
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Figure 6.3: Latency and throughput trends concerning crowd densities during a week-
long period for 8 camera nodes

including network irregularities within the environment (as the input streams originate

from IP cameras) or CPU memory usage nearing its limits. However, in light of the

comprehensive experiment, these occasional data point spikes remain within acceptable

bounds. The system consistently maintained optimal performance levels, showcasing

its robustness and capacity to effectively manage and adapt to various operational

scenarios.

Knowing how much these key parameters, such as the number of cameras and crowd

density, could affect system performance, such as latency and throughput in different

public safety scenarios in case of emergency, is crucial in decision making and taking

the proper actions. For example, retail and transport hubs could analyze foot traffic

and crowd density, offering insights into peak hours and emergency response planning.

6.4 Physical-Cyber-Physical Evaluation

In this section, we dive into the details of setup and evaluation of both behavioral

and object anomaly detection. We measure PCP latency, representing the total

end-to-end time from when an anomaly appears in front of the camera to when the

end user receives a notification.
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Figure 6.4: Notification’s data flow through Physical-Cyber-Physical set up. S1

represents the first scene that detects a behavior anomaly. The yellow line shows
the notification data flow to the notification service. Sn shows the nth scene where
a suspicious object has been detected. The red line shows the notification data flow
when detecting object anomalies.

In practical SVS deployments, using a small number of camera nodes is uncommon.

Our tests involved four, eight, twelve, and sixteen nodes and simulated two distinct

types of notifications: object anomaly and behavioral anomaly. The former measures

the latency between detecting high-priority objects and alerting the end user, while

the latter focuses on dangerous activities such as fighting or falling. Throughout

these tests, scene density was carefully controlled, involving two individuals and three

end-user devices receiving notifications. 400 data samples were collected across twenty

experiments for each type of anomaly, offering a robust measure of the system’s PCP

latency under various conditions. In Figure 6.4, Sn with red dots represent object

anomalies, notifications are directly transmitted through the notification service as

soon as an anomaly object is detected from an object detector stage from AI node. S1

with yellow dots represents behavioral anomalies that are subject to further scrutiny

to minimize False Negatives (FN) and False Positives (FP). The behavioral anomaly

score is compared with the two preceding scores in the server node database to ensure

consistent anomaly detection. Once the analyzed anomaly score crosses a predefined

threshold, notifications are dispatched via the notification service, yellow dotted line in

Figure 6.4. The average PCP latency is shown in Table 6.2. It should be noted that
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Table 6.2: Average P-C-P latency with different number of cameras
Physical-Cyber-Physical Latency (s)

Node Object Anomaly Behaviour Anomaly
4 4.7 9.34
8 10.99 14.53
12 15.76 18.45
16 19.68 26.76

Table 6.3: Average latency of cloud server with different number of cameras
DynamoDB

Latency (ms)
SNS

Latency (ms)
AppSync

Latency (ms)
Nodes GetItem PutItem Action Statistical

4

14.6 17.5

140

105 14.48 150.5
12 186
16 172

the timing data were manually recorded, as there is currently no scientific method for

achieving extreme accuracy in measuring PCP latency. This manual approach may

introduce some minor discrepancies in the time measurements. In the experiment,

the camera node density was controlled as two humans in front of the camera. Each

test was conducted a minimum of 20 times, with notifications transmitted to three

end-user devices. The increase in camera numbers significantly affects the results.

For instance, the object anomaly PCP latency rose from 4.7 seconds with four cameras

to 19.68 seconds with sixteen. Given that each AI pipeline consumes up to 5.5 GB

of GPU memory and the local node can handle a maximum of 24 GB, a GPU can

support up to four pipelines simultaneously. Thus, the local node server’s maximum

capacity is limited to sixteen parallel AI pipelines. A similar trend is observed in

behavioral anomaly latency, increasing from 9.34 seconds (4 cameras) to 26.76 seconds

(16 cameras). These patterns are attributed to increased system traffic, overall latency

increments (as shown in Table 6.3), and the multitasking overhead, ranging from

footage loading to notification publishing on user devices. On the other hand, Table

6.2 indicates that the average object detection PCP latency for four cameras is around

4.7 seconds. In contrast, the behavioral anomaly PCP latency shows a 4-second
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Table 6.4: Statistical PCP latency data for object and behaviour anomaly for different
number of cameras

Object Anomaly Behaviour Anomaly

Nodes Min (s) Max (s) Standard
deviation Min (s) Max (s) Standard

deviation
4 3.06 5.55 0.65 7.81 10.41 0.68
8 9.18 12.55 0.84 13.23 16.46 0.71
12 14.05 18.31 1.04 16.32 20.35 0.97
16 17.67 21.6 1.12 24.23 29.54 1.52
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Figure 6.5: Object Anomaly Latency Rug plot with each run during PCP test. 50
data points for each camera number

increment. This observation is also similar among different experiments. The reason

is that the behavioral anomaly notification needs to run through more stages and

be recorded in the server node before being pushed to the notification service at the

cloud node, as shown in Figure 6.4.

It’s important to note that a latency of approximately three seconds was observed

in the frame transmission from the cameras to the AI Nodes. This latency was slightly

higher compared to other IP camera systems. The primary reason for this elevated

latency can be attributed to the unique network configuration implemented within our
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Figure 6.6: Behavior Anomaly Latency Rug plot with each run during PCP test. 50
data points for each camera number

testbed environment. Importantly, it is imperative to note that the PCP measurement

results encompassed this latency incurred by the cameras.

Figures 6.5 and 6.6 show the distribution of 400 data points from our PCP experi-

ments. Figure 6.5 illustrates that data points in the four-camera object detection PCP

are less varied compared to the more scattered data in the sixteen-camera experiment.

As reported in Table 6.4, the standard deviation (sd) of object detection PCP increases

from 0.65 to 1.12 as camera numbers rise from four to sixteen. The minimal latency

for detecting a suspicious object was 3.06s (four cameras) and 9.18s (eight cameras).

The slight increase in sd across different node quantities indicates that increased

node numbers and system traffic marginally broaden latency ranges, possibly due to

increased system complexity, synchronization issues, resource contention, and network

congestion.

Our system’s evaluation of PCP latency with different node numbers at a real-world

testbed demonstrates its utility in enhancing safety and operational efficiency. For
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event venues and public spaces, the system could manage different locations, aiding in

anomaly detection and resource allocation by notifying all the end users around 20

seconds, which could prevent further loss from danger. This analysis could provide

communities with a clearer vision for managing and responding to anomalies with the

SVS system, thereby bolstering public safety and efficiency.



CHAPTER 7: CONCLUSION AND FUTURE

SVS systems have emerged as powerful tools for enhancing public safety and security,

with advancements in machine learning algorithms bolstering their reliability. As this

technology is poised for substantial growth, it is crucial to address challenges related to

scalability, latency, throughput, and privacy concerns for practical deployment. This

thesis evaluated an SVS system’s performance in a real world setting, demonstrating

its capacity to deliver timely alerts with an end-to-end latency of under 30 seconds

across 16 cameras. Comparatively, this system outperforms traditional police response

benchmarks 1 2, which are typically measured in minutes.

The potential of AI-driven SVS systems to improve urban safety and planning

is profound. By integrating surveillance data with IoT sensors, we can achieve

comprehensive environmental monitoring, capturing essential metrics such as air

quality and noise levels. Furthermore, the use of better resource allocation algorithms

can enhance the responsiveness of emergency services and traffic management systems

in critical situations. Advanced computer vision techniques can also be employed

to detect suspicious activities in densely populated areas, thereby bolstering public

safety.

Additionally, the creation of simulation models for urban environments enables the

testing of various planning scenarios, while the adoption of privacy-preserving tech-

niques ensures the responsible usage of collected data. The integration of multimodal

data sources, including transportation and weather information, provides a holistic

view of urban dynamics, aiding informed decision-making.
1https://www.alicetraining.com/wp-content/uploads/2018/12/ALICE-Fact-Sheet-with-

references.pdf
2https://leb.fbi.gov/image-repository/police-response-time-to-active-shooter-attacks.jpg/view
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This study underscores that AI-driven SVS systems can be effectively implemented

in real-world settings, enhancing surveillance capabilities while addressing privacy con-

cerns. Future research should focus on refining algorithms, involving local communities

in the deployment of SVS systems, and exploring the concept of "community-in-the-

loop" to tackle scalability and privacy challenges. Continuously evaluating SVS

performance across diverse environments will further enhance the system’s reliability

and efficiency.
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