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ABSTRACT

MICHAEL ZIMNOCH. Cyclic Analysis of Power Plant Components and Materials.
(Under the direction of DR. ALIREZA TABARRAEI)

This study conducts thermomechanical analyses of various steam headers to evaluate

the cost-effectiveness of different material choices, demonstrate the influence prior

service exposure may have, and model damage within these systems. Several headers

designed in accordance with ASME BPVC were evaluated as potential replacements

for an existing unit. The existing header, constructed from 2.25Cr-1Mo Grade 22 ma-

terial located in Charlotte, NC, provided the basis for the operational specifications

used in the proposed solutions. To achieve improved durability and cost-effectiveness,

the study focused on identifying more robust alloys as potential replacements. In this

context, P91 and IN740H were specifically considered due to their superior properties.

Each header was subjected to thermo-mechanical loading, reflecting conditions expe-

rienced by the in-service header unit. The material’s response to these conditions was

captured using Abaqus finite element software. Among the various material models

available, the analysis for each header was conducted using the elastic perfectly plastic

material model. This particular approach was adopted in light of the constrained data

pertaining to the IN740H alloy and to facilitate a homogeneous comparison across

different alloys.

The low cycle fatigue, LCF, and response of each header were approximated by in-

corporating the Ostergren damage parameter. This methodology searched the region

of the header to identify the region within the header exhibiting the highest damage

coefficient, subsequently assessing its impact on the overall reduction in fatigue life.

Intriguingly, the study’s findings revealed a lack of correlation between the predicted

damage under realistic loading conditions and the known issues observed in the P22

unit.
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This observation led to the hypothesis that the strength of the ex-service unit had

been altered by the prior service exposure. It is well documented that prolonged

exposure to high temperatures can result in carbide coarsening and phase changes in

2.25Cr-1Mo steel. Test specimens were taken from the ex-service unit and subjected

to uniaxial testing at various temperatures to substantiate this hypothesis. This

data was used to calibrate a new material model for the P22 alloy. An identical

header configuration was reviewed using two sets of material properties to elucidate

the differences between the materials. The first header was modeled using properties

characteristic of virgin material, while the second incorporated properties derived

from the ex-service test specimens. In order to accurately capture and compare the

behavior of these materials, a Non-Linear Kinematic Hardening, NLKH, model was

selected. This choice was motivated by the NLKH model’s capability of capturing

cyclic behavior in metals and the relative simplicity of obtaining coefficients. The

coefficients for the model were acquired by evaluating test and publicly available

data. To aid the comparison of the material’s response, simplified loading conditions

were established to represent a common start-up and shut-down cycle, as well as a

common and limit case transient within the tube header junction.

The concluding segment of the project focuses on evaluating damage mechanisms

in the P22 header. This evaluation consists of iteratively propagating a theoretical

crack using an algorithmic approach. The theoretical crack is incorporated into the

header using Abaqus’ seam crack capability. Then, by combining Paris law and

an algorithmic approach, the crack is propagated through the material. The crack

propagation phase of modeling incorporates the sub-modeling approach, which allows

for high levels of accuracy to be obtained in an efficient manner. The results are then

compared to those found using XFEM to propagate the crack. By applying these dual

techniques, the study aims to provide a basic understanding of crack growth behavior

in a P22 header using the techniques available in Abaqus. This study establishes a
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comprehensive framework for evaluating headers and similar components subjected

to thermomechanical fatigue. Our methodology, which integrates advanced material

modeling with fatigue analysis, offers a replicable framework for other researchers.
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CHAPTER 1: INTRODUCTION

1.1 Background and Motivation

The endless pursuit for improved efficiency and performance in power generation

has led to increased cyclic loading on many power generation components. These

components, ranging from combustors to heat exchangers, are exposed to harsh en-

vironments subjected to high temperatures, pressures, and corrosive environments.

Understanding the reliability and longevity of these components is critical to avoid

premature failures and costly shutdowns. In this context, the present work focuses

on steam headers as a primary example of high-temperature components subjected

to fatigue. One of the most significant challenges limiting the longevity of steam

headers is understanding the influence of fatigue damage. Fatigue is characterized

by the accumulation of inelastic strains that result in the formation and propagation

of cracks. Elevated temperatures can often accelerate the accumulation of fatigue

damage, presenting a burdensome challenge in the design and maintenance of steam

headers. The primary objective of this study is to assess the low cycle fatigue response

of a steam header, demonstrating how finite element analysis, FEA, can be used to

deliver accurate solutions in addressing this challenge.

The occurrence of fatigue is dependent on several factors, such as the material,

temperature, and operating environment. Within the context of steam headers, sev-

eral alloys are commonly found, such as 2.25Cr-1Mo, 9Cr-1Mo-V, and 304. However,

it is noteworthy that many components designed prior to the prevalence of P91 were

originally constructed using low alloy steels such as 1.25Cr0.5MoV, 0.5CrMoV, and

2.25Cr-1Mo [8]. During the time when first-generation units were designed, opera-

tional temperatures typically remained below 540 °C, and pressures were maintained
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below 16 MPa [9]. However, throughout the 1970s and into the 1990s, the goal to

improve efficiency resulted in increased temperatures and pressures [10]. These fac-

tors resulted in elevated levels of fatigue stress, particularly affecting the thick-walled

section components. During this era, the limited number of energy-producing sources

ensured relatively consistent operating conditions. However, with additional sources

becoming available, there has been a decreased reliance on the energy found in com-

bined cycle systems, resulting in increased cyclic operation. This added complexity

exacerbates the challenges associated with fatigue in these components, leading to

more frequent failures.

To address these challenges, engineers have explored various strategies. One ap-

proach involves transitioning to more creep-resistant alloys with higher strength at

elevated temperatures. These advanced materials, such as 9Cr-1Mo-V, 304, and

IN740H, allow for a reduction in the wall thickness of existing components. This re-

duction in wall thickness results in lower thermal stresses during thermal transients,

ultimately leading to reduced fatigue damage. Furthermore, as designers continu-

ally aim to improve efficiency, it is possible that future operating temperatures may

rise to levels unsuitable for low-alloy steels. Therefore, an alloy that exceeds current

demands could prove more resilient to future operating conditions. However, it’s es-

sential to consider the point of diminishing returns, where the cost of transitioning to

a high-performance alloy may not be justified by improved longevity. For that rea-

son, the present work begins by evaluating a cost-benefit comparison of three alloys,

2.25Cr-1Mo, 9Cr-1Mo-V, and IN740H, seeking to strike a balance between enhanced

resilience and economic feasibility.

In addition to consideration of the cost-benefit comparison of alloys, another critical

aspect lies in how material properties are chosen for comparison. For instance, it

is widely recognized that certain alloys, like 2.25Cr-1Mo and 9Cr-1Mo-V, exhibit

changes in strength over time [11–13]. To assess the impact of these changes on
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a 2.25Cr-1Mo header, the present work compares fatigue life predictions based on

material properties derived from virgin material to those obtained from ex-service

headers. After determining the influence that material selection may have on service

life, our investigation concludes with an evaluation of fatigue crack propagation within

the header.

1.2 Scope and Organization

The dissertation is structured into six chapters, each focusing on different aspects

related to the design of an outlet header. Chapter 1 presents some of the basic back-

ground and motivations for the current work. Chapter 2 presents a literature review

encompassing a broad review of the work done surrounding headers and the types of

analyses that have been done. This is followed by an overview of the materials con-

sidered for the scope of this work and the mathematical foundations used in modeling

the material’s behavior. Chapter 3 presents the process to establish the geometric

design of the headers considered for the experimental trials. This chapter outlines the

process of utilizing the provided project information to finalize the design considera-

tions for other materials. This chapter outlines the design parameters that serve as

the basis of this study’s trials, demonstrating how the information provided by EPRI

is used with ASME BPVC to establish new designs. This is followed by the cost-

benefit analysis completed to compare the implementation of P22, P91, and IN740.

The material properties were taken from the literature. The designs are exposed to

representative operational plant data. The life prediction for each design is presented

based on the damage taken using the critical plane technique. An approximate cost-

benefit analysis is also presented. Chapter 4 presents the experimental results found

from the material samples and how they are used to establish the constants used in

the material models. Material samples were taken from an ex-service header unit with

over 100,000 hours of service exposure. These samples were then machined and tested

at various temperatures using strain-controlled testing. The resulting information was
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used to characterize the material and provide a comparison for the virgin alloy. The

assumptions made during the parameter process are provided along with their jus-

tification. This is followed by the results of service exposure on the life expectancy

of the P22 header. The influence of service exposure is extrapolated by applying the

material properties identified from service-exposed material to the P22 header. The

geometry is exposed to several transients to represent various loading conditions that

could be applied. Comparisons are made by evaluating the same thermal transients in

Chapter 5 presents the results of a postulated crack growing in an elastic P22 header.

This section uses a sub-modeling approach to iteratively evaluate crack growth within

a simplified P22 header. The results are compared to those found using XFEM and

Abaqus’s fatigue capability. The elastic material properties are taken from the litera-

ture and combined with linear elastic fracture mechanics, LEFM, and the seam crack

approach. A representative thermo-mechanical cycle is applied to demonstrate the

growth of a postulated crack over time. The results demonstrate that combining the

algorithmic approach with the sub-modeling technique provides a methodology capa-

ble of evaluating planar crack growth without external programs. Chapter 6 presents

the present work’s key conclusions and possible avenues for future work.



CHAPTER 2: Literature Review

2.1 Introduction

Understanding the significance of materials in component design is essential, specif-

ically when parts are subjected to high temperatures and cyclic fatigue. In these

conditions, details such as the composition and hardening mechanisms become very

important to understand. Additionally, it is important to understand how these phe-

nomena can be represented with computational models. With the incorporation of

FEA, designers can predict a component’s material behavior and fatigue. These top-

ics are fundamental to understanding the performance of a header commonly found

in combined cycle power plants. The harsh environment and cyclic loading often

test the limits of the material. Therefore, the dissertation will initially introduce the

necessary background related to evaluating components at high temperatures.

This section is followed by an outline of several prevalent methods to represent

material plasticity. Given that there are distinct reasons a material accumulates

plasticity, it is important to determine the specific cause responsible for the plastic

deformation. The accuracy of the material model employed significantly influences

the anticipated response. A misalignment between the selected material and model

may result in overlooking certain aspects of plasticity. For instance, components

enduring prolonged elevated temperatures and stresses may require the addition of

time-dependent attributes to align with observed material behavior. Hence, the sub-

sequent section introduces the fundamental principles of fatigue, outlining the un-

derlying mechanisms and prevalent methodologies for failure prediction. Expanding

upon this foundation, the following section introduces the theory of cracks, recog-

nizing their pivotal role in initiating and propagating fatigue-induced failures. This
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section will present an overview of various models, including Paris law and J-integral,

aimed at characterizing crack behavior.

2.2 Literature Review

In the coming decades, the shift towards renewable energy sources is expected to

significantly modify the landscape of power generation. Solar, geothermal, biomass,

wind, hydro, and nuclear alternatives are projected to witness substantial growth.

One report forecasts a future where, by 2050, wind energy becomes the predominant

source of power in Texas, marking a significant departure from traditional energy

sources [14]. This transition expects a shift in surge power generation from the current

gas turbines to wind energy, while coal remains a primary energy source. Meanwhile,

solar energy is anticipated to play a pivotal role in facilitating the move away from

coal. Despite these shifts, natural gas systems are expected to maintain an essential

role, particularly in meeting peak energy demands, albeit with a reduced contribution

to overall energy production.

The dynamic future role nature of gas energy production following peak demand

and consumption patterns introduces new challenges, especially in terms of the dura-

bility of power generation infrastructure. One study highlights the detrimental effects

of increased cyclic operation in turbine generators, leading to accelerated wear on

critical components, including rotors, casings, airfoils, and headers [15]. The findings

highlight the significant impact that transitioning energy sources will have on the

durability of existing systems.

Many have already begun exploring alternative materials for use in components

that experience high stress and adverse environments, such as headers, is driven

by several key factors. These include the need for improved oxidation resistance,

enhanced creep performance, and greater fracture toughness. One component vital

in natural gas power generation systems are headers. Headers are often evaluated for

improved materials because they are routinely subjected to conditions that challenge
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their longevity.

One of the primary concerns with headers is their exposure to harsh environments,

which can lead to a variety of failure mechanisms. Thermal-mechanical fatigue, tem-

per embrittlement, creep, and corrosion, compounded by the susceptibility of numer-

ous welds to defects and residual stresses, are notable contributors to header failure.

For instance, research conducted by Ahmadi et al. highlights that surface pitting

from oxidation can create stress risers, facilitating crack initiation and propagation.

As these cracks develop, ongoing oxidation exacerbates their growth, emphasizing the

advantage of materials with reduced oxidation susceptibility [16].

Further complications stem from the system connections within headers, particu-

larly between boreholes that link tubes. Stresses at these junctures, when combined

with the deleterious effects of oxidation, have been shown to promote the devel-

opment of radial cracks, presenting a significant risk to the component’s structural

integrity [17]. This issue is compounded by findings that fatigue, in environments

that promote oxidation, can accelerate the expansion of minor cracks, a phenomenon

supported by multiple studies [18–23]. The process known as oxide-notching, where

the formation of oxides initiates crack formation, further emphasizes the role of se-

lecting materials that can withstand operational demands while minimizing the risk

of oxidation-induced damage.

Significant attention has been directed towards evaluating alternatives capable of

offering enhanced creep resistance. One alternative, MarBN steel, has demonstrated

its potential to surpass traditional materials like P91 in applications such as outlet

headers by providing improved creep rupture strength over extended periods [24,25].

In addition to MarBN steel, materials such as 316L have been considered for their

superior corrosion resistance, an attribute critical for extending the lifespan of compo-

nents exposed to corrosive environments [26,27]. Meanwhile, comparative studies have

established that P91 exhibits greater creep resistance than P22, suggesting that P91



8

may offer a balance of strength and durability favorable for use in high-temperature

applications [28].

However, the selection of materials for high-performance applications must also

take into account other factors, such as the behavior of welds under operational

conditions. Some studies have indicated that welds in P91 systems exhibit a greater

susceptibility to creep-fatigue interactions compared to those in P22 systems despite

the superior base material characteristics of P91 [8]. This highlights the complexity of

material selection, where focusing exclusively on a single property, such as oxidation

resistance, might inadvertently overlook vulnerabilities in other areas. Continuing

with the concept of evaluating material selection, the current work aims to conduct a

comprehensive comparison of the viability of using P91, IN740H, and P22 materials.

The process will evaluate the strengths and weaknesses of each material across a range

of performance indicators, including fatigue resistance and cost. This analysis seeks

to provide a deeper understanding of the most suitable materials for a replacement

header, thereby contributing to the development of a more durable energy system.

The base material in consideration, P22, is widely known for its susceptibility to

weakening from environmental factors. One mechanism identified as a cause is the

transformation of M2C to M6C carbides within the ferrite matrix, significantly dimin-

ishing the material’s strength [29]. Additionally, investigations have found that the

fracture toughness of 2.25Cr-1Mo steels diminishes in hydrogen-rich environments,

highlighting the impact of environmental conditions on material integrity [30]. Ex-

panding on causes for material degradation, Ahn et al. explored the phenomenon

of hydrogen-assisted crack growth. Through their modeling of voids in embrittled

material, they demonstrated the reduction in material strength associated with envi-

ronmental degradation, specifically highlighting the detrimental impact of hydrogen

on the integrity of materials [31]. Whittaker et al. have also noted a substantial

decrease in the creep strength of G22 steels, stemming from the transformation of
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bainitic regions into ferrite and the formation of coarse molybdenum carbides [32].

These observations align with other studies focused on the examination of materials

after service. The consensus among these studies is that the transformation processes

occurring within ex-service materials significantly contribute to their degradation.

These transformations encompass a range of structural changes that adversely affect

the material’s mechanical properties, including creep resistance and fracture tough-

ness [12, 33–36].

Similar studies have been conducted on other materials, such as P91. Studies have

indicated that G91 steels exhibit an enhanced stability of the lath structure compared

to other low alloy steels, highlighting a potential advantage in terms of microstruc-

tural integrity [37]. Yet, the durability of these lath structures, and consequently their

resistance to creep and fatigue, appears to be heavily influenced by the operational

conditions they encounter, including temperature and strain range [38–41]. The in-

fluence that the properties representing the material behavior can have on the result

is demonstrated in the work by Moslemi et al. Their work evaluated the sensitivity of

316L to the coefficients of the Chaboche NLKH in the prediction of ratcheting [42].

These examples highlight the need for a comprehensive understanding of material

behavior to verify the reliability of the materials in practical applications.

The interaction between material properties and structural integrity, particularly

in the context of welded joints in steam outlet headers, has garnered significant inter-

est in recent engineering research. Welds within headers are frequently identified as

critical points for failure due to various factors. One study by Ragab et al. focuses

on understanding the impact of weld metal on the fatigue life of a tube-header inter-

section. Their findings indicate that creep crack initiation is most likely to occur at

the boundary between the base metal, BM, weld metal, WM, and the heat-affected

zone, HAZ, a conclusion that aligns with damage observed in specimens taken from

operational settings [43].
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The variation in hardness across the HAZ has been linked to the formation of

coarsened carbides that form during welding procedures. This phenomenon con-

tributes to the complexity of assessing weld integrity and performance under opera-

tional stresses [44]. To address these challenges, some researchers have advocated for

a detailed analysis of the failure assessment properties for the HAZ, WM, and BM

individually. This approach enables a more nuanced understanding of the material

behavior across different sections of a welded joint, thereby enhancing the accuracy

of failure predictions [45,46].

Building on these insights, Zhou et al. explored the microstructural transitions

within the HAZ, particularly noting the shift from coarse-grained to fine-grained

structures. Their research underscores the critical role of this transition in damage

initiation, pointing out that the change from fine grain HAZ to inter-critical HAZ

marks a pronounced alteration in lath size and yield strength, which significantly

influences the material’s vulnerability to damage [47]. This phenomenon was further

corroborated by Li et al., who examined the fatigue response of material in a T-joint

configuration. Their work highlights how plastic strains accumulate at the onset of

the HAZ, acting as a mediator between the more rigid weld metal and the base ma-

terial, thereby indicating the HAZ’s critical role in the structural integrity of welded

assemblies [48].

Managing the effects of the HAZ presents considerable challenges due to the com-

plexity of welding operations. Research has highlighted that variables such as heat

input during welding significantly impact the material’s toughness, emphasizing the

need for precise control over welding parameters to ensure optimal material perfor-

mance [49].

Studies have shown that the interaction between the fatigue history and subse-

quent creep fatigue within the weld zone can significantly compromise the integrity

of the weld, adversely affecting its longevity and performance [50]. In line with this,
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Segle et al. incorporated a method that integrated the HAZ, BM, and WM’s distinct

properties to evaluate a weld specimen’s failure response. By incorporating the weld

metal characteristics into an Abaqus model through a user-defined material subrou-

tine, they were able to capture the failure mechanism within the welded structure [51].

Another study also found that stress concentration leads to ductile fractures in tubes

welded to the headers [52]. Furthermore, an example of Holmstrom’s use of Abaqus

for modeling creep at welds demonstrates the potential of computational methods to

improve our understanding of material responses under operational stresses [53].

Weld regions are also critical to evaluate when considering alternative materials

to incorporate into an existing system. As previously indicated, the regions around

welds in engineering structures are prone to creep-fatigue damage, a vulnerability

exaggerated when the welds involve the joining of dissimilar metals. The inherent

differences in material properties between these metals, compounded by the effects of

the HAZ, cause variations in strength across the weld interface. This disparity often

results in significant stress concentrations as the material undergoes transitions under

operational loads [54].

Moreover, the resistance to oxidation ostensibly varies significantly across these

junctions, adding another layer of complexity to the durability of welded regions. In a

study conducted by Mittal and Sidhu, it was observed that the weld junction between

T22 and P91 metals exhibited a higher rate of oxidation compared to the parent

metals. This accumulation of oxides can further compromise the structural integrity

of the weld area, highlighting the critical need for considering oxidation resistance in

the selection of welding materials [55]. The complexity of material behavior under

operational conditions is further exemplified by a case study involving specimens from

a failed steam drum. The analysis indicated that in-process weld repairs on materials

previously exposed to erosive environments could introduce additional contaminants

into the weld area. Such contamination often accelerates the onset of cracking and
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subsequent failure, underscoring the intricate interplay between material treatment,

environmental exposure, and component longevity [56].

The creep-fatigue interaction at these weld junctions makes the regions more sus-

ceptible to accelerated damage and can lead to specific failure mechanisms, such as

cavitation. Laha et al.’s investigation into the weld between 2.25Cr-1Mo and IN800

materials revealed that the transition zone is particularly susceptible to the formation

of cavities under creep-fatigue conditions [57].

These studies collectively demonstrate the complex interplay between material

properties, operational stresses, and environmental factors in determining the longevity

and reliability of welds, especially those involving dissimilar metals. Understanding

these dynamics is essential for optimizing material selection to mitigate the risks of

creep-fatigue damage oxidation and improve the header’s longevity.

The application of FEA in evaluating the service life of heat exchangers has gar-

nered significant attention within the engineering community. A series of studies by

Zhao et al., Patil et al., Okrajni et al., Kwon et al., Chen et al., and Ma et al. have

collectively demonstrated the utility of FEA in predicting fatigue failure and aiding

design improvements in heat exchangers across a variety of industries. These investi-

gations highlight the critical role of FEA in improving the predictions of service life

and identifying potential areas for improvement [58–64].

FEA can be used to aid in the design of components. For instance, Selvan et

al. explored the impact of tube spacing on the fatigue response of a header compo-

nent. Their findings shed light on the relationship between design parameters and

the structural durability of outlet headers, emphasizing the significance of the design

analysis in optimizing the longevity of the header [65]. Additionally, Rouse et al. ex-

amined the influence of tube spacing on thermal gradients and its subsequent impact

on the fatigue life of an outlet header. Their investigation highlights the critical role

of geometric factors in the design and maintenance of heat transfer systems [66].
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In a similar vein, Farragher et al. assessed the fatigue life of an outlet header fab-

ricated from P91 steel, applying the critical plane approach to evaluate the effects of

cyclic loading [67]. The work on fatigue analysis critically relies on the ability to cap-

ture individual cycles. Azamfar et al., Chen et al., Zhu et al., and Wang et al. have

made significant contributions to the field of cycle counting methods. Their research

focuses on evaluating material responses under randomized loading conditions, help-

ing advance the accuracy of fatigue life assessments. These methodologies are vital for

the design and longevity of structures subjected to complex loading scenarios [68–71].

Moreover, the interplay between creep and fatigue in contributing to crack growth

within headers has been the subject of detailed investigation. Moussavi et al.’s study

on this topic revealed that creep, rather than fatigue, plays the dominant role in

reducing the service life of headers. This finding highlights the necessity of focusing on

creep resistance in the material selection and design process for components expected

to operate under conditions conducive to creep [72]. Others have also demonstrated

how creep can be detrimental [73].

Given these complexities, some researchers advocate for a multifaceted approach

to assessing material durability. Specifically, the combination of the Palmgren-Miner

rule with considerations for creep, fatigue, and environmental effects has been sug-

gested as a comprehensive framework for evaluating material performance under var-

ied operational stresses [74]. This methodological advancement proposes an integrated

strategy for understanding and predicting the lifespan of materials in environments

where multiple factors contribute to degradation, offering a path toward more reliable

and accurate life predictions for critical components.

The presence of cracks can significantly influence the durability and operational

reliability of headers. One self-evident finding is that the presence of cracks can lead

to underestimations of fatigue life when relying solely on fatigue for assessments [75].

This highlights the need for a more nuanced understanding of material behavior
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beyond what conventional guidelines can provide. Subsequently, the final portion of

the present work demonstrates the ability to model crack growth within a header. It

is widely noted that headers can remain operational even with visible cracking. For

instance, a study examining headers with cracks up to 0.08 inch in depth determined

that these components could still meet the criteria for continued service until the

next inspection interval [76]. This finding, supported by similar research [77–81],

demonstrates that potential defects can exist within operational tolerances. Similar

to fatigue, the load history of a component influences the crack growth behavior.

Gaur et al.’s investigation into the effect of the R-ratio on the fatigue response of

materials enriches our understanding of how different stress ratios affect material

fatigue life [82]. This knowledge can be applied to FEA models to help gain a clearer

understanding of crack growth. For instance, Sun’s work uses Abaqus for an elastic

crack analysis in pressure vessels subjected to thermal shock [83]. Additionally, the

works of Zheng et al. and Lei et al. demonstrate the application of Abaqus in

evaluating static crack behavior through the use of various constraint methodologies

[84,85].

Building on the theme of computational analysis, Kumar et al. adopted Abaqus for

the finite element analysis of bending beam cracks, applying LEFM. Their research

offers a detailed understanding of crack behavior under bending loads, which plays

a crucial role in designing structures that exhibit improved fracture resistance [86].

In a similar vein, Lee et al. leveraged the Seam Crack method in Abaqus to eval-

uate the SIF of theoretical corner cracks [87]. Focusing on the specifics of material

composition, Li et al. explored how cladding influences the SIF of seam cracks [88].

Another common approach to modeling crack growth incorporates the concept of

strain energy density. For instance, the work by Wang introduces the concept of

strain energy to evaluate the fatigue life under variable loading [89]. The concept

relies on the premise that a material will fail after a threshold of strain energy is met.
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Therefore, the summation of multiple cycles allows for the calculation of fatigue life.

Similarly, Nevcemer et al. have extended the application of energy-based methods to

the study of fracture behavior in aluminum single-edge notched specimens and aux-

etic structures. Through a combination of experimental work and modeling studies

utilizing the inelastic strain energy method in Abaqus, they were able to demonstrate

the degradation of a material due to fatigue [90,91].

Further extending the scope of computational fracture mechanics, several studies

have explored the application of the XFEM within Abaqus to delve into the fracture

mechanics of pressure vessels under thermal transients [92–94]. Another example by

Dominguez et al. demonstrates the use of XFEM within Abaqus to examine the

growth of corner cracks in nozzles. Their work is particularly relevant to components

found in pressure vessels such as headers [95].

Further advancing to the field of crack propagation, Shahani has proposed an inno-

vative technique for simulating dynamic crack propagation using ANSYS. By incor-

porating an automated re-meshing strategy, this approach allows for precise modeling

of crack evolution and its effects on the structural integrity of heat exchangers [96].

In parallel, Malekan et al. have focused on making crack growth propagation sim-

ulations more accessible to the engineering community. By developing a plug-in for

Abaqus, they have provided a user-friendly interface for conducting detailed stud-

ies on crack behavior in various structures [97]. Further contributing to the body

of knowledge on crack propagation, Liu et al. utilized FRANC3D software alongside

ANSYS for iterative simulations of crack growth under diverse loading conditions [98].

These tools serve as inspiration for the final project, which incorporates an automated

crack growth procedure into Abaqus for semi-elliptic corner cracks. Collectively, these

studies represent the existing and emerging work in materials research, offering novel

insights and methodologies for addressing the challenges posed by cyclic loading and

high-temperature conditions.
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2.3 Overview of metals and alloys

The oldest material being considered in the present work is 2.25Cr-1Mo P22. Orig-

inally developed in the 1950s, P22 had specific benefits against creep at temperatures

up to 650°C [1]. This feature and its relatively low cost led to its widespread adoption

in many components of early power plants. While 2.25Cr-1Mo is available in multiple

heat treatments, the specification commonly found in power systems is identified as

ASTM A335 [2,99]. This condition of the material is achieved through a heat process

of tempering and normalizing. During this process, carbides are formed, providing

strength to the material. Similarly, the material’s corrosion resistance stems from the

addition of chromium. The composition of P22 is shown in table 2.1 [1].

Table 2.1: Element composition of virgin 2.25Cr-1Mo material in mass%. [1]

Material C Si Mn P S Cr Mo Fe

P22 0.08 0.24 0.46 0.007 0.002 2.26 1.00 Bal.

The microstructure of P22 steel is determined by its chemical composition and

the specific heat treatment it undergoes. However, to achieve the desired mechanical

properties and microstructure, P22 seamless pipes are normalized and tempered, a

process standardized in accordance with ASTM-A335 [99]. The result is a microstruc-

ture with precipitates with the matrix reference [100]. The carbide precipitates within

P22 steel play a significant role in its strength by inhibiting dislocation movement,

with their size and spacing being key factors. Initially, smaller, closely spaced car-

bides effectively obstruct dislocations, enhancing the material’s strength. However,

prolonged exposure to elevated temperatures increases the size and spacing of these

carbides, which correspondingly diminishes the material’s strength. This reduction in

strength is attributed to the transformation of the carbides from a high surface energy

planar structure to a more stable spheroidal shape, driven by the material’s tendency

to minimize energy [101]. Figure 2.1 illustrates the microstructure of P22 steel in
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Figure 2.1: Micrograph of P22 after normalization and tempering. [3]

the normalized and tempered condition, while Figure 2.2 shows the same steel after

long-term service at elevated temperatures [1, 3]. These micrographs highlight the

evolution of P22 steel’s structure, demonstrating the changes induced by prolonged

exposure to high heat.

The base material properties used for P22 throughout this work are taken from

ASME BPVC Section 2 Part D. The material properties used to represent 2.25Cr-

1Mo, unless otherwise specified, are shown in Table 2.2 [2].

While P22 was widely used throughout plants early on, prolonged exposure to high

temperatures would often lead to failures. Therefore, modern systems have switched

higher temperature components to more resilient alloys such as P91. P91 steel offers

improved creep in oxidation resistance at elevated temperatures. An example of the

composition of P91 is shown in Table 2.3 [2].

The improved performance of P91 over P22 stems from the significant addition of
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Figure 2.2: Micrograph of P22 after prolonged service exposure. [1]
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Table 2.2: Mechanical properties of ASTM-A335 2.25Cr-1Mo material. [2]

T
◦C

0.2% Proof Stress
MPa

Tensile Strength
MPa

Elastic Modulus
GPa

RT 433 589 208
300 391 510 195
400 387 501 189
500 354 438 178
600 283 329 162

Table 2.3: Element composition of virgin 9Cr-1Mo-V P91 material in mass%. [2]

Material C Mn P S Si Cr Mo V N Ni Al Nb Fe

P91 0.08
0.12

0.30
0.60

0.02
Max

0.01
Max

0.20
0.50

8.00
9.50

0.85
1.05

0.18
0.25

0.03
0.07

0.40
Max

0.02
Max

0.06
0.10 Bal

chrome combined with traces of Vanadium and Niobium. This results in the normal-

ized and tempered microstructure with a martensitic microstructure with dispersed

carbides [100]. An example of the martensitic structure is shown in Figure 2.3 [4].

In a manner similar to P22, the carbide within the P91 steel evolves with time

being held at elevated temperatures, eventually leading to a less robust material. The

material properties used for P91 in the comparison were also taken from ASME BPVC

II-D [2]. The material properties representing P91 are shown in table/reference [2].

Table 2.4: Mechanical properties of ASTM-A335 9Cr-1Mo-V material. [2]

T
◦C

0.2% Proof Stress
MPa

Tensile Strength
MPa

Elastic Modulus
GPa

RT 414 589 213
300 377 510 195
400 358 501 187
500 306 438 179
600 218 329 168

As previously mentioned, both P91 and P22 soften with prolonged exposure to tem-

peratures in excess of 550 ° C. Additionally, at these temperatures, both materials see

significant reductions in their allowable stresses in comparison to room temperature.
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Figure 2.3: Micrograph of P91 after normalization and tempering. [4]

As such, there have been continuing efforts to develop stronger, more resilient materi-

als. One example developed specifically for use in advanced ultra-supercritical power

plants is IN740H [5, 102]. This nickel-based alternative is much stronger at elevated

temperatures and has allowable stresses up to 800 °C [5]. The chemical composition

of IN740H, as shown in table 2.5 [102].

Table 2.5: Element composition of IN740H material in mass%.

Material Fe Cr Co Mo Al Ti Nb Si C Ni

IN740H 3.0
Max

23.5
25.5

15.0
22.0

2.0
Max

0.2
2.0

0.5
2.5

0.5
2.5

1.0
Max

0.01
0.08 Bal

IN740H gains its strength during the hardening process in which various γ′ nickel

precipitates form within the austenitic structure [103]. Figure 2.4 provides a micro-

graph of the grain structure of IN740H at 200X magnification [5]. In addition to

the high-temperature strength, IN740H is denser and retains a significant amount of
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Figure 2.4: Micrograph of IN740H after heat treatment. [5]

strength at operating temperatures than the option of P22 and P91 [5].

The higher strength of IN740H allows for the same header to have significantly

thinner wall thicknesses than options made from P91 or P22. This leads to material

weight savings and minimizes thermal stress during transient conditions due to the

thinner structure. While IN740H is relatively new with limited long-term operational

data, its exceptional performance at high temperatures suggests it is unlikely to ex-

perience the same weakening as seen in traditional low alloy steels used in outlet

headers.
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2.4 Material behavior modeling

Selecting an accurate material model to represent the behavior of a component

within an FEA program is critical to obtaining realistic results. Models such as

those found in Abaqus have been developed to represent the behavior of different

materials under a wide array of conditions. While several models are available, they

are not universally applicable. The following section presents some of the common

constituency models used when evaluating the material behavior of metals.

During operation, headers often experience stresses that exceed their elastic limit,

resulting in plastic deformation. Additionally, headers experience numerous cycles,

often consisting of rapid thermal transients separated by long periods held at high

temperatures and pressures. Consequently, it is critical for the constitutive model to

represent how the material hardens and softens with time. Several common methods

can be found to represent a material response, including perfectly plastic, Isotropic

hardening, and Kinematic hardening. However, as the following section will demon-

strate, not all of these models accurately capture the changes and material yield

behavior during the operational life of a header.

2.4.1 Plastic deformation

In solid mechanics, plasticity represents the permanent deformation of a material

characterized by a translation or change in the size of the yield surface. The change in

the size of the yield surface occurs after reaching a specified threshold. Depending on

the hardening model being applied, the yield function can be modified with additional

terms, for instance, in the case of combined kinematic and isotropic hardening as,

f = J(σeq − χ)− k −R = 0 (2.1)

where k is the initial size of the yield surface, χ is the back stress tensor, R is the

isotropic hardening variable, and J(σeq − χ) represents the von Mises yield surface
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defined as

J(σeq − χ) =

√
3

2
(σ′ − χ′) : (σ′ − χ′) (2.2)

where σ′ is the deviatoric stress tensor, χ′ is the deviatoric back stress tensor [104].

The present work concentrates on analyzing the behavior of metals, and therefore, the

yield surfaces will be evaluated using the J2 von Mises plasticity criterion. This stems

from the incompressibility theorem, where the metal’s yield stress is not influenced by

the hydrostatic stresses. This approach is selected for its robustness and widespread

acceptance in predicting yielding and subsequent deformation in metallic materials.

Excluding the cases of time-dependent plasticity, the stress within the material

can never exist outside of the yield surface. Therefore, the behavior within the yield

surface is considered elastic, and when the stress is on the surface, plastic yielding

takes place. After the yielding condition is reached, the yield surface begins to evolve

normal to point that the stress is on the surface, which can be represented by one of

many flow laws. The time-independent change in the yield surface is often character-

ized in one of two ways. The first is through isotropic hardening, which represents

the increase in the overall size of the yield surface. the second is through kinematic

hardening, which represents the translation of the yield surface in space. Figures 2.5,

2.6 represent a simplified interpretation of the yield surface behavior for both the

isotropic and kinematic hardening, respectively. After a yield surface has evolved,

in time-independent plasticity, the yield surface doesn’t change until the stress state

reaches a point where it evolves the surface further. While the transformation of

the yield surface can be categorized as isotropic and kinematic, within each category

there are numerous methods for defining the evolution of the surface. The following

sections aim to elucidate the theoretical foundation of each model.
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Figure 2.5: 2D Isotropic hardening representation. [6]

2.4.2 Cyclic plasticity

2.4.2.1 Isotropic hardening

Isotropic hardening represents a fundamental concept in material plasticity, char-

acterizing the uniform expansion of a yield surface in stress space under plastic defor-

mation, as shown in Figure 2.5. This effect is a result of the addition of a hardening

variable to the yield equation in the form of,

f = J(σeq)− k −R = 0 (2.3)

where k is the initial size of the yield surface, R is isotropic hardening variable.

Chaboche and Rousselier defined the flow rule defining the evolution of the isotropic
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Figure 2.6: 2D Kinematic hardening representation. [6]

yield surface is defined as a function of the accumulated plastic strain as [105],

dR = b(Q−R)dp (2.4)

where Q and b are material constants, and p represents the accumulated plastic

strain. The integration of 2.4 yields

R(p) = Q(1− e−bp) (2.5)

which demonstrates that the value of R asymptotically approaches its saturation

value Q. Additionally, this law demonstrates that isotropic hardening is dependent

upon the material’s history. As such, a detailed understanding of the strain history is

required to accurately identify the coefficients through material testing. As isotropic
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hardening uniformly expands the yield surface, it inherently lacks the capability to

account for the Bauschinger effect. This phenomenon is characterized by an asym-

metry in the cyclic behavior of the material, originating from an increase in tensile

strength that consequently reduces the compressive strength. Thus isotropic harden-

ing by itself proves inadequate for cyclic loading applications. and all of the current

isotropic analyses have been deliberately admitted for several reasons. First, all sce-

narios investigated involve cyclic loading, requiring a model that accurately reflects

the Bauschinger effect. Additionally, this work focuses on low-cycle fatigue, which is

typically represented by the stable hysteresis loops that occur after the influence of

isotropic hardening has subsided. Furthermore, within the case of the material for

the service exposed P22, the entire strain history was not available, preventing the

establishment of isotopic hardening coefficients.

2.4.2.2 Kinematic hardening

One of the simplest kinematic hardening models was proposed by Prager in 1956,

which reflects a linear kinematic hardening of the yield surface [106].

χ̇ = Cdϵp (2.6)

Consequently, the Prager model suggests that the loading and unloading curves, along

with the hysteresis loop, would maintain a linear relationship. However, in situations

where cyclic loading includes a mean stress, the Prager model is inadequate in cap-

turing the differential behavior between the loading and unloading phases, leading to

a response that does not accurately reflect the material’s properties. Another limi-

tation of the Prager model is its application of a uniform flow rule across all strain

ranges, which oversimplifies material response. To address these shortcomings, early

enhancements to this model were introduced by the Mroz model, which incorporates

a multi-linear approach [107]. This modification allows for a more nuanced repre-
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sentation of the material’s response across different strain ranges by representing the

linear behavior between multiple surfaces defined as fl.

fl = J(σ − χl)− kl = 0 (2.7)

where χl represents the position of the yield surface and kl represents the size of the

yield surface fl. The movement between surfaces is guided by the relationships

dϵp = dλl
∂fl
∂σ

=

√
3

2
dλln (2.8)

dχl − dµ(σl+1 − σ) (2.9)

where λl is a scalar and µ is a multiplier determined from the consistency condition

of the yield surface. Further adjustments were implemented in the work by Ohno

and Wang, who developed a piecewise model [108]. This advancement enables a more

detailed and realistic simulation of material behavior under varied loading conditions

through the relationship,

dχ = γi

[
2

3
ridϵp −H(fi)

〈
dϵp :

χi

χie

〉
χi

]
(2.10)

where χi is the magnitude of the backstress, γi, ri are material constants, H repre-

sents the heavy side step function such that H(fi) = 1 if fi ≥ 0 ; otherwise H(fi) = 0,

and the symbol <> represents< x >= 0 if x < 0 otherwise, < x >= x. While these

models improve the capability of the model by more accurately capturing the strain

evolution, they suffer from the same restrictions of the Prager model. During cyclic

loading, materials exhibit various complex behaviors, such as the Bauschinger effect,

Ratcheting, and Masing behavior. The Bauschinger effect occurs during cyclic load-

ing, where initially, the material experiences an increase in strength due to strain

hardening when subjected to tension. However, when the loading direction reverses
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to compression, the material exhibits a softening effect, reducing its resistance to

deformation. This phenomenon reflects the material’s asymmetrical response to the

reversal of stress from tension to compression. In some cases, the shift in the yield

locust can result in the material Ratcheting. Ratcheting refers to the progressive ac-

cumulation of plastic strain in a material, occurring in the direction of the mean stress

during cyclic loading. This phenomenon can be transient, leading to what is known as

shakedown. Shakedown is essentially the cessation of ratcheting and is characterized

by the stabilization of plastic strain after a certain number of loading cycles. Another

common behavior to consider is whether or not the material is a Masing material.

Masing behavior describes a characteristic of a material’s response to cyclic loading,

specifically referring to the shape of the hysteresis loops under varying stress levels.

When a material exhibits Masing behavior, the hysteresis loops at different stress am-

plitudes are similar and can be placed onto one another following the same path as

the stress increases. This implies that the material’s internal resistance mechanisms,

like dislocation movements and strain hardening, respond uniformly across different

stress levels. To improve the accuracy over linear models, Armstrong and Frederick

added a drag stress term χ to introduce nonlinearity, defined as [109,110],

dχ =
2

3
cdϵp − γχdp (2.11)

where dϵp is the plastic strain increment, c is the kinematic hardening modulus, γ is a

material property, and dp is the change in equivalent plastic strain. The nonlinearity is

made clear following an abridged summary of the derivation for the stress in response

to uniaxial testing [110]. The equivalent plastic strain rate is defined as,

dp =

√
2

3
dϵp : dϵp = dλ (2.12)

which, when accounting for the consistency condition required for plastic flow, f =
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df = 0, dp can be rewritten as,

dp = dλ =
1

h

〈
∂f

∂σ
: dσ

〉
=

1

h

〈
3

2

σ′ − χ′

R + k
: dσ

〉
(2.13)

where h represents the hardening modulus, and the symbol <> is an indicator

function where < x >= 0 if x < 0 otherwise, < x >= x. In the equation 2.13, h

constitutes the hardening modulus, defined as,

h =
2

3
c
∂f

∂σ
:
∂f

∂σ
− γχ :

∂f

∂σ

(
2

3

∂f

∂σ
:
∂f

∂σ

)0.5

(2.14)

and when using the von Mises yielding conditions, reduces to,

h = c− 3

2
γχ :

σ′ − χ′

R + k
= c−

√
3

2
γχ : n (2.15)

where n represents the outward unit normal defined as,

n =
∂f/∂σ√

∂f/∂σ : ∂f/∂σ
=

3

2

σ′ − χ′

R + k
(2.16)

Therefore, it follows that the plastic strain rate can be written in the form,

dϵp =
3

2

1

h

〈
3

2

σ′ − χ′

R + k
: dσ

〉
σ′ − χ′

R + k
=

3

2

1

h
< n : dσ > n (2.17)

Recall that with the assumption of an incompressible material with an initial state

of χ = 0, the back stress can be defined as,

dTr(χ) =
2

3
cTr(dϵp)− γTr(χ)dp = −γTr(χ)dp (2.18)

which can be integrated,

Tr(χ) = Tr(χ0)e
−γp = 0 (2.19)
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The relationships can be simplified in the case of uniaxial testing as,

f = |σ − χ| −R− k = 0 (2.20)

dp = |dϵp| =
1

h

〈
± (σ − χ)dσ

〉
(2.21)

h = c− γχ± (σ − χ) (2.22)

dχ = cdϵp − γχ|dϵp| (2.23)

Evaluating a complete cycle from χ0, ϵp0 yields the expression for the back stress as,

χ(ϵp) = ν
c

γ
+

(
χ0 − ν

c

γ

)
e−γ(ϵp−ϵp0) (2.24)

where ν = ±1 relates to the direction of the cycle. It follows that the stress response

during loading can be represented as,

σ = ν
c

γ
+

(
χ0 − ν

c

γ

)
e−γ(ϵp−ϵp0) + k +R (2.25)

and when considering a complete cycle of the stable curve, the stress amplitude can

be represented in the form of,

∆σ

2
− k =

C

γ
tanh

(
γ
∆ϵp
2

)
(2.26)

This form of the Armstrong-Frederick model directly represents the non-linear rela-

tionship of material hardening. However, to improve the accuracy of the model over

a larger range of strains, Chaboche introduced a summation term so that multiple

terms could represent various portions of the hardening process. As a result, the
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Armstrong-Frederick model is modified to the form of [104],

∆σ

2
− k =

2∑
i=1

Ci

γi
tanh

(
γi
∆ϵp
2

)
(2.27)

where i represents the number of back stresses used to describe the material. This

model, is commonly referred to as the Combined Chaboche NLKH model and is

frequently used in combination with Isotropic hardening to simulate the hardening

behavior of metals. Under strain-controlled behavior, this model leads to a relaxation

of the mean stress, whereas it retains the ability to capture ratcheting effects under

a cyclic load with a non-zero mean stress.

2.4.3 Time-dependent plasticity

Creep can be characterized as the time-dependent plastic deformation experienced

by a material at elevated temperatures under constant stress that is below its yield

strength over a period. This phenomenon results from sustained stress at high tem-

peratures, normally greater than half the melting temperature, leading to the accu-

mulation of inelastic strains known as creep. Creep is delineated into three phases:

primary, secondary, and tertiary. Many of the constitutive models developed are

done to represent the behavior occurring at the microscopic scale. Dislocation move-

ment within the material’s structure is dependent on the load and the location of the

dislocation. Dislocations can move within the material’s structure, either through

diffusion through the grain or along the boundary. Diffusive movement through the

grain structure is often represented using the Nabarro-Herring model [111,112],

ϵ̇cNH =
ADσΩSD

d2kT
(2.28)

where d is the grain size of the material, k is the Boltzmann constant, T is the

absolute temperature, A is a material constant, D is the lattice diffusion coefficient,

σ is the applied stress, and ΩSD is the activation enthalpy for movement through the
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grain. The movement around the grain boundary can be represented using a similar

relationship, referred to as Cobble creep represented as [113],

ϵ̇cCoble =
ADσΩGB

d3kT
(2.29)

where ΩGB is taken as the enthalpy for movement to occur along the grain boundary.

These processes combine to form the three-stage creep behavior model. The first stage

of creep behavior is marked by a decrease in the rate. During the initial stage, the

rate of creep decelerates as dislocations accumulate, impeding further deformation.

A constitutive model characterizing this stage of creep is presented by Andrade [114]

as,

ϵ̇cprimary = At
1
q (2.30)

The rate within the first stage continues to decrease until it reaches a relatively

constant rate, marking the start of the second stage of creep. The secondary stage,

which is the most prolonged and steady phase of creep, is characterized by a balance

between hardening and softening mechanisms, resulting in a constant rate of deforma-

tion. Given that the secondary stage accounts for the majority of creep deformation,

it is frequently the focus of modeling efforts. A commonly employed model for sec-

ondary creep is represented by the Norton power law, which represents the creep rate

as a function of stress [115].

ϵ̇csecondary = σnexp
(
− Q

kT

)
= Aσn

eq (2.31)

Where Q and n are material constants. From this representation, it is clear that

temperature and stress play critical roles in the accumulation of creep strain. The co-

efficient n is dependent on the dominant behavior responsible for the creep within the

material. Depending on the activation energy and lattice of the material, dislocation
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or diffusion may result in the dominant cause of creep strain. Therefore, the value of

n represents the dominant dislocation method of the material. Therefore, using the

power law representation is dependent on the stress and the dominant mechanism

for damage. To try and Bridge this, Garofalo [116] has developed a hyperbolic sign

model to help represent the creep strain rate demonstrated as,

ϵ̇csecondary = (sinh(ασ))nexp
(
− Q

RT

)
= A(sinh(

σ

σ0

)n (2.32)

Modifying the stress’s relationship with the sign hyperbolic sine function makes the

relationship more versatile for a larger range of stresses. The final stage, or tertiary

phase, is marked by the emergence of voids that escalate stress within the material,

accelerating until failure. As a result, models used to describe the tertiary region of

creep often incorporate damage functions. First, an example without damage was

developed by Prager [106],

ϵ̇ctertiary = ϵ̇0exp(Ωpϵ) (2.33)

where Ωp is the reciprocal of the Monkman-Grant constant. Another model that

incorporates damage into the tertiary region of creep was developed by Kachanov-

Rabotnov [117,118]

ϵ̇ctertiary = A
( σeq

1−D

)n (2.34)

Ḋ =
Mσχ

eq

1−Dϕ
(2.35)

where D is damage and M,χ, and ϕ are material constants.

2.5 Fatigue

Fatigue is a common phenomenon in materials, describing the failure of materials

subjected to cyclic loading that, in many cases, does not exceed the material’s yield

stress. This process is characterized by the gradual emergence and propagation of
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cracks over time, ultimately leading to material failure [119]. The fatigue process

begins at the microscopic level, where cyclic loading induces dislocations that form

extrusions and intrusions along the persistent slip bands on the material’s surface

[120–124]. Over time, these microscopic deformations accumulate, initiating cracks

that grow and eventually propagate through the material, leading to its structural

failure. It follows that surface finish plays a key role in influencing the fatigue life of

a material. The formation of extrusions and intrusions contributes to the emergence

of external cracks, which are significantly affected by the surface’s finish [125–129].

Similarly, internal surfaces may also develop voids that transform into cracks.

The fatigue phenomenon can be divided into two stages: the initiation of cracks,

known as high-cycle fatigue, and the subsequent propagation of these cracks, referred

to as low-cycle fatigue. This distinction is typically made around the 10,000-cycle

mark, with failure occurring below this threshold classified as low-cycle fatigue and

above as high-cycle fatigue. Additionally, the onset of fatigue is contingent upon

exceeding a certain threshold related to dislocation movement, referred to as the

fatigue limit. This threshold delineates the conditions under which fatigue-induced

damage begins to accumulate within the material. The relationship between the

number of cycles to failure and the plastic strain range for low cycle fatigue can be

found through the Coffin-Mason relation as,

C = ∆ϵinN
β (2.36)

wheres, ∆ϵin is the plastic strain range, β is a material constants, and C represents

the ductility intercept of ϵin when Nf = 1 [130]. In this context, the number of cycles

until failure is represented as the diameter of several grains of the material, often

between 0.1 - 0.3 mm in depth. [131–133]

Several methods have been established to calculate fatigue life, the most common

is Palmgren Miner [134]. This method establishes a relationship between the total
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work absorbed by a material, whereby a damage fraction can be calculated relating

to the amount of work done to the material. The implication is that the damage

from each cycle is cumulative and can be summed to establish the total damage to

the material. This can be represented as,

ni

Ni

+
nj

Nj

+
nk

Nk

+ ... = 1 (2.37)

where ni, nj, nk are the number of cycles at a particular stress level and Ni, Nj, Nk

are the number of cycles required for the material to fail at each level. Essentially,

this method aggregates the damage from each cycle at various stress levels, predict-

ing failure when the cumulative damage equals one. However, this threshold is not

set with certainty. Variability with respect to the initiation of cracks correlates to

variation with the lifespan until failure, and to account for this, some have suggested

a lower threshold of 0.7 [135,136].

Dislocation movement is dependent on the material, stress, and temperature. In

low-temperature cases, the effects of fatigue can be characterized by the stress ampli-

tude and mean stress. In higher temperature cases, the influence of time-dependent

effects becomes influential, and the order and time at thresholds become relevant.

One way to evaluate the damage influence of creep is through the Robinson rule. The

Robinson rule estimates the time to fracture at a given time and stress threshold

∑ t

tr
= 1 (2.38)

where t is the time at a threshold and tr is the time to rupture at the threshold [137].

This method can also be adapted for continuously variable loads using an integrated

form,

∫ tf

0

dt

tf
= 1 (2.39)
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This method can be combined with the Miner’s rule to combine the damage that

occurs from creep and fatigue using the following,

∑ t

tr
+
∑ n

N
= 1 (2.40)

However, the method can often lead to non-conservative life estimates. As many have

shown, fatigue followed by dwells under tension or compression can significantly alter

the life of the part [23]. This is a result of the competing and connected mechanisms

controlling the dislocation movement through the part. As a result, some load condi-

tions may abet dislocation movement while others hinder, resulting in a dependence

on load history. One approach to more accurately represent the interactions between

creep and fatigue is through strain range partitioning. This approach separates the

cycles depending on if it is purely cyclic, purely creep, or if it is a combined cycle

that dwells either in compression or tension.

∆ϵin
N

=
∆ϵcc
Ncc

+
∆ϵpp
Npp

+
∆ϵpc
Npc

+
∆ϵcp
Ncp

(2.41)

where the subscripts cc represent a pure creep cycle, pp represent a pure plastic

cycle, pc represent a fatigue tensile cycle followed by a compressive creep cycle, and

cp represent a tensile creep cycle followed by a fatigue compressive cycle. While these

methods can more accurately represent the behavior of the material, they are seldom

used due to the amount of testing required to establish the necessary relationships.

Others have established a similar approach through the use of cumulative hysteresis

energy absorbed until failure [138–143]. They have found that the number of cycles

to failure correlates to the amount of plastic energy dissipated by the material. While

elastic energy is dissipated during a hysteresis cycle, this factor is minimal in metals

and neglected [142,144].

The premise used to establish the multiaxial fatigue life throughout the present
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work is based on the methodology outlined by Das and Sivakumar [145]. Their

process of evaluating a set of trial planes is combined with the Ostergren damage

parameter [146]. This parameter defined the number of cycles to failure as,

Nf = C
(
∆ϵinσmax

)β (2.42)

where C and β are material constants, ∆ϵin is the inelastic strain of the cycle being

considered and σmax is the maximum tensile stress along the critical plane. This pro-

cess approximates the inelastic strain energy dissipated by the material. During this

process, the damage parameter, ∆ϵinσmax, is calculated and iterated on a set of trial

planes to determine the most critical orientation. The process is easily implemented

using the following procedure.

1. Establish the critical location and define an outward normal to establish θ, θr

2. Calculate the direction cosines of the normal as

(a) nx = sinθsinθr

(b) ny = −sinθcosθr

(c) nz = cosθ

3. Calculate the normal stress and strain for the current plane

(a) σn = σxn
2
x + σyn

2
y + σzn

2
z + 2τxynxny + 2τyznynz + 2τxznxnz

(b) ϵn = ϵxn
2
x + ϵyn

2
y + ϵzn

2
z + γxynxny + γyznynz + γxznxnz

4. Calculate the maximum value of ∆ϵinσmax

5. Iterate through all trial planes to identify the maximum Ostergren damage

coefficient
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There are multiple ways to represent cracks and damage within finite elements

[147–152]. These techniques broadly fall into two principal categories, linear elastic

and elastic-plastic. These methods are incorporated into programs such as Abaqus

through one of several methods, such as the extended finite element, XFEM, and

virtual crack closure technique, VCCT. Another method introduces a seam into the

model and relies on a set of wedge elements around the crack tip to produce the

required stress field. By modifying Another method modified the nodal spacing of

elements to produce a stress field commonly found around a crack tip through seam

cracks. The seam crack method adjusts the nodes of the elements around the crack

tip so that the stress field is defined using a 1/
√
r relationship. The crack methods

measure the strength of the stress field around the crack tip using the stress intensity

factor, SIF, represented in LEFM as K. The stress field around the crack tip in an

elastic material can be represented as,

σxx =
K√
2πr

cos
θ

2

(
1− sin

θ

2
sin

3θ

2

)
+ T + o(r0.5) (2.43)

σyy =
K√
2πr

cos
θ

2

(
1 + sin

θ

2
sin

3θ

2

)
+ o(r0.5) (2.44)

σxy =
K√
2πr

cos
θ

2

(
sin

θ

2
cos

3θ

2

)
+ o(r0.5) (2.45)

where T represents the T-Stress stress represents the stress acting parallel to the crack

tip in the direction of extension. This term was introduced to eliminate the transverse

component of stress along the boundary edges of the crack [153]. However, in the

single parameter description including K, the stress relationship can be represented

by [154]
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σij =
K√
r
fij(θ) (2.46)

Through this relationship, it is clear to see that the SIF is related to the stress field

away from the crack and the singularity relationship 1/
√
r in an elastic body. As a

result, the SIF can be related to the Griffith theory, defining the energy required to

grow the crack by creating new surfaces as,

G = − dU

Bda
(2.47)

where B represents the width of the material that the crack is growing through, da

represents the crack growth increment, and dU represents the change in surface energy

resulting from the creation of new surfaces. In LEFM, this energy can be related to

the SIF through the modulus as,

E =

 E, for plane stress

E
1−ν2

, for plane strain
(2.48)

However, when plasticity is considered, it becomes necessary to take into consider-

ation strain energy that occurs from plastic deformation, and thus the parameter J

is used [155],

J =
dU

Bda
(2.49)

J is related to the integral of a path taken around the crack front represented

as [155],

J =

∫
Γ

(
Wsdy − σij

∂ui

∂x1

)
ds (2.50)

where Γ represents the surface of the material, Ti and ui are components of the

traction and displacement vectors, s is the path length along the surface Γ, and Ws
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is the strain energy density defined as,

Ws =

∫ ϵij

0

σijdϵij (2.51)

Under mixed mode elastic conditions, the Griffith and J integral are related to the

SIF through the relationship,

G = J =
1

E
(K2

I +K2
II) +

1

2G
K2

III (2.52)

Under cyclic loading, the range of SIF becomes critical as demonstrated by the Paris

law, which relates the change in crack growth per cycle to the range of SIF as [156],

da

dN
= C(∆K)m (2.53)

This equation represents the linear region of crack growth between a threshold value

Kth and a critical value KIC . These values represent the limits of SIF where the

crack growth is notably stable. Therefore, the linear relationship can be established

by fitting the crack growth per cycle in comparison to ∆K. To incorporate multiaxial

effects, others have developed a Keff to describe the stress state around the crack

tip. One example of this is represented by Rhee represents the mixed-mode fracture

as [157],

∆Keff =
√

∆K2
I +∆K2

II (2.54)



CHAPTER 3: Service life comparison of IN740 P22 P91 steam headers

3.1 Introduction

The first portion of the study aims to determine the cost-effectiveness of using

P22, P91, or IN740H alloys for a steam header application. The approach involves

evaluating the performance of the materials by leveraging data taken from an ex-

service unit; this data includes temperature and pressure information, ensuring the

relevance of the findings. Using the operational parameters of an existing P22 header

as the benchmark, we aim to extend the investigation to headers fabricated from

other materials. To ensure the integrity and applicability of the designs, all headers

will be developed in alignment with the guidelines provided by the ASME BPVC

Sections I, II, and VIII. This method promises to yield insights into the material-

specific advantages and provides an understanding of the economics associated with

each choice for steam header construction.

The first step in performing the cost-effectiveness study is to determine the ge-

ometrical designs relevant to each of the materials under consideration. This step

takes into account the differences in material properties of each alloy. The alloys

under consideration have significantly different material properties across the range

of considered temperatures. These differences result in significant variations between

the finalized designs.

Given the range of material properties considered, a uniform elastic perfectly plastic

material model is chosen to compare the materials on the same basis. This approach

maintains consistency across the analysis, allowing for a direct comparison of the

materials despite their significant differences. The viability of each material is assessed

through finite element modeling within Abaqus to apply real-world representative
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conditions that each header would encounter. This step provides an understanding

of how each material will perform in actual applications.

The operational data used to evaluate each header is taken from an ex-service unit.

The data is simplified to ensure that the analysis remains precise and applicable

while avoiding the complications that can arise from using an overly complex data

set. This process helps to apply a focused and effective evaluation of each material

in representative loading scenarios. This section concludes by presenting the findings

demonstrating the cost-benefit considerations between P91, P22, and IN740H.

3.2 Geometric Design

The initial process considers the geometry of an existing unit, in order to serve

as a viable alternative, the ID of the materials is fixed match the existing unit.

Additionally, to aid in installation, the wall thickness of the tubes is held constant.

This provides a viable option to weld the replacement unit to the tubes needed to

incorporate it into the system. The geometry design is found through the use of

the ASME BPVC I code requirements for the header are found using ASME PBVC

Section I PG-27.2.2

tmin =
PDo

2SE + 2yP
+ C (3.1)

where t is the thickness of the header, Do is the outside diameter, P is the maximum

allowable operating pressure, S is the maximum allowable stress at the design tem-

perature of 1005 °f ( 540.6 °C), y is a temperature coefficient, C is a correction for

the allowance of threads, and E is the efficiency relating to the size and spacing of

the tubes defined as,

E =
p− d

p
(3.2)
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Table 3.1: Minimum wall thickness in accordance with PG27.2.2

Material Minimum Wall Thickness
(Inch)

P22 3.47
P91 1.37

IN740H 0.58

where p is the pitch of the spacing, and d is the diameter of the opening in the shell.

Each header section incorporates 34 rows of tubes with 30 ° spacing across from one

another, resulting in an efficiency of 0.797. The diameter of the opening is 1.219

inches (30.96 mm) and is held constant for all of the materials. The Di is also held

constant for all materials with a diameter of 15.25 inches (387.35 mm); the maximum

allowable working pressure is 2450 psi (16.9 MPa). None of the materials include

allowance for threading, and it is assumed that the tubes will be welded in. The

minimum wall thicknesses found are shown in Table

Due to the thickness of the IN740H header, the tube manufacturing will be simpli-

fied, representing the tube welded to the exterior of the header. Each of the materials

is represented as an elastic perfectly-plastic material with the yield strength values

reported by ASME BPVC and Specialty Metals [2, 5]. The properties used for the

comparison are shown in Table 3.2, 3.2, 3.2.

Table 3.2: Temperature dependent elastic perfectly plastic parameters for P22.

T
◦C

Conductivity
mmTonne/s3K

Youngs Modulus
MPa

Yield Stress
MPa

Coefficient of
thermal expansion

K−1

Specific heat capacity
Nmm/TonneK

20 36.3 210,000 197 1.15E-5 4.45E8
300 36.7 192,000 185 1.33E-5 5.58E8
400 35.4 184,000 185 1.38E-5 6.02E8
500 33.7 175,000 185 1.44E-5 6.57E8
600 32.0 162,000 173 1.48E-5 7.44E8
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Table 3.3: Temperature dependent elastic perfectly plastic parameters for P91.

T
◦C

Conductivity
mmTonne/s3K

Youngs Modulus
MPa

Yield Stress
MPa

Coefficient of
thermal expansion

K−1

Specific heat capacity
Nmm/TonneK

20 22.5 213,000 394 1.15E-5 4.40E8
300 26.2 198,791 377 1.33E-5 5.10E8
400 27.7 183,938 358 1.38E-5 6.00E8
500 27.7 165,882 306 1.44E-5 6.85E8

Table 3.4: Temperature dependent elastic perfectly plastic parameters for IN740H.

T
◦C

Conductivity
mmTonne/s3K

Youngs Modulus
MPa

Yield Stress
MPa

Coefficient of
thermal expansion

K−1

Specific heat capacity
Nmm/TonneK

20 10.2 221,000 742 1.24E-5 4.49E8
300 14.5 206,000 742 1.35E-5 4.85E8
400 15.7 200,000 742 1.39E-5 4.98E8
500 17.1 193,000 742 1.43E-5 5.13E8

The headers designed each incorporate a tube welded onto their exterior surfaces.

The finalized dimensions of the headers are outlined in Table 3.5.

Table 3.5: Finalized Wall Thickness.

Material Header ID (mm) Header OD (mm) Tube ID (mm) Tube OD (mm)
P22 387.35 565.15 32.66 50.8
P91 387.35 463.55 32.66 50.8

IN740H 387.35 418.34 32.66 50.8

Wall thicknesses for the materials were selected based on minimum requirements

derived from equation 3.1 and typical schedule sizes used in industrial production.

This selection led to a slight increase in the minimum wall thickness for the IN740H

and P91 headers. Geometric representations of the headers are depicted in Figures

3.1, 3.2, 3.3. The tubing utilized in all headers matches that of the existing unit, so a

decision was made to improve the ease with which each header could be incorporated

into the existing system. Consequently, each header features a tube with a 2-inch

diameter and a 0.357-inch wall thickness.
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Figure 3.1: Finalized dimensions of the P22 header

Figure 3.2: Finalized dimensions of the P91 header
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Figure 3.3: Finalized dimensions of the IN740 header

While certain manufacturing characteristics, such as the weld around the tube, are

shown in the geometry, the material is uniformly represented as homogeneous across

all trials. This approach aligns with the decision-making process in selecting elastic-

perfectly-plastic material properties, aiming for representative comparison among the

materials.

3.3 Design loading conditions

The company responsible for providing the service header unit also provided a

dataset containing recorded temperatures and pressures taken from within the header

and tube systems. The dataset includes operating data for several days. The present

focuses on evaluating one of the more extreme transient cases characterized by high

ramp rates and peak temperatures to assess the performance of the materials under

study. This particular transient was chosen to identify which materials exhibit greater

resilience under extreme conditions. Figure 3.4 illustrates the reference temperature

and pressure data utilized to define this transient.
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Figure 3.4: Sample of provided operating data. [6]

The transient was idealized to simplify the analysis and reduce the impact of high-

frequency fluctuations, capturing the essential trend of temperature behavior. Figure

3.5 presents the modeled temperature and pressure profiles, highlighting discernible

differences between the conditions within the header and those within the tube.

Notably, from Fig 3.5, it is clear that the temperature inside of the tube exhibits

more pronounced fluctuations than within the header. This discrepancy arises because

the header integrates multiple tube inputs, resulting in a homogenized temperature

that is less prone to fluctuations. Furthermore, the observed spikes in temperature,

both above and below the general transient curve, are attributed to the control mech-

anisms within the energy system. Initially, the system starts at approximately 450

°C, with tube transients pushing temperatures up to 565 °C, whereas temperatures

within the header peak at a slightly lower 525 °C. These variances, along with the

tube’s temperature fluctuations, underscore the causes of the thermal stresses that

can arise during transient conditions.

To simulate these conditions in our models, the temperatures are applied using
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Figure 3.5: Representative transient cycle. [6]

a surface film condition within Abaqus. The exterior surfaces of the headers are

represented as insulated, reflecting the energy company’s intention to prevent energy

loss through conduction or convection across the pipe wall. This assumption plays a

critical role in the thermal stress impacts following the thermal transient.

Additionally, pressure within the system is uniformly applied to all internal sur-

faces. Figure 3.6 illustrates the boundary conditions employed in the model for the

P91 header, illustrating the use of symmetry applied to all materials in the study.

Figure 3.6 depicts how symmetry was taken advantage of in both the axial and radial

directions of the header.

Symmetry is taken along these planes, with the opposite side of the header sub-

jected to a blow-off pressure. Similarly, the tube within the header is subject to

blow-off pressure to represent a closed-end condition as expressed in equation 5.1.

The calculation for the blow-off pressure is detailed in Equation 3.3. The header is

constrained in the y direction to prevent unrealistic movements in space, and it is

applied at the lower edge of the axial symmetry plane.
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Figure 3.6: P91 boundary conditions, representative of all of the models.
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Ptension =
PD2

i

D2
o −D2

i

(3.3)

The mesh for each component was developed to strike a balance between accuracy

and computational efficiency, ensuring the comparability of stress levels across models.

This consideration is critical given the significant difference in wall thickness between

the IN740H and P22 headers, with the IN740H being approximately one-quarter the

thickness of the P22. Moreover, each model features a refined mesh around the tube-

header intersection, with the mesh coarsening further away from this critical area. All

models’ lower section of the header has elements up to 15 mm, whereas the minimum

element size is 1 mm near the tube-header intersection. This mesh sizing scheme

is held constant across all models. Consequently, the number of elements in each

model varies significantly, with the P22 model having 42,772 C3D20RT elements, the

P91 model having 32,652 C3D20RT elements, and the IN740H model having 15,232

C3D20RT elements. The finalized meshes for the P22, P91, and IN740H models are

shown in Fig. 3.7, 3.83.9, respectively.

3.4 Thermal-mechanical analysis

The temperature profiles on the internal surfaces of the tube and header were

validated for each model to confirm the accuracy of the mesh configurations used in

each model. Figures 3.10, 3.11, 3.12 illustrate the thermal convergence observed in

each model relative to the applied temperatures.

Figures 3.10, 3.11, 3.12 demonstrate that there is an agreement between the applied

and calculated temperatures for each of the models. Each model was subjected to

thermal-mechanical loading, as outlined in the previous section. This loading was

repeated several times to determine if plasticity was present and if it was to validate

the material model’s application further.

The results demonstrate that the location of the critical location for all of the mate-
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Figure 3.7: Final mesh for the P22 model 42,772 C3D20RT elements.
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Figure 3.8: Final mesh for the P91 model 32,652 C3D20RT elements.



53

Figure 3.9: Final mesh for the IN740H model 15,232 C3D20RT elements.
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Figure 3.10: Thermal convergence of interior surfaces in P22 header.

Figure 3.11: Thermal convergence of interior surfaces in P91 header.
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Figure 3.12: Thermal convergence of interior surfaces in IN740H header.

rials is within the through hole for the tube within the header. However, the position

of the location within the ID of the tube varied for each material. The location with

the highest stresses in the P22 material occurred along the axial edge approximately

40 mm from the intersection with the header, representing about halfway through

the thickness of the header. While the location changed from the radial to the axial

edge, the stress within the P91 header occurred at a similar location, halfway through

the header at approximately 17 mm above the intersection. In contrast, the IN740H

header had peak stresses occur along the axial edge of the tube header intersection.

This location reflects the better thermal stability that occurs from the reduced wall

thickness within the IN740H header. Nevertheless, all of the material options demon-

strate that the tube header intersection is the critical location to evaluate for damage.

The von Mises stress distribution and location within each of the headers are shown

in Figures 3.13 through 3.15.

It follows that the critical stress component depends on the critical point’s location.
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(a) (b)

Figure 3.13: von Mises distribution and location of critical point in P22.

(a) (b)

Figure 3.14: von Mises distribution and location of critical point in P91.
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(a) (b)

Figure 3.15: von Mises distribution and location of critical point in IN740H.

When comparing the stress at both the radial and axial locations within the materials,

an interesting observation is made. Note that the similarity and difference between

the peak axial stress along the radial location and the peak radial stress on the axial

edge varies by material. This can be seen in Fig. 3.16 through Fig. 3.21.

For instance, comparing Fig. 3.18 to Fig. 3.19 demonstrates that the peak axial

and hoop stresses within the P91 header are almost the same. In contrast, the IN740H

header experiences hoop stresses that are double the axial forces within the header

shown in Figures 3.21 and 3.20. In comparison, the P22 material header has an axial

stress nearly triple the stress despite the additional thickness. This highlights the

influence of the thermal stresses that occur from the increased thickness within the

material. By evaluating the stress over time compared to the thermal transient, it

is possible to evaluate which section of the transient influences the stress behavior

of the material. Fig. 3.22 through 3.24 represent the stress response of the material

compared to time, providing the thermal transient within the tube and header for
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Figure 3.16: Decomposed stress component response of the P22 header taken at the
peak axial location.

Figure 3.17: Decomposed stress component response of the P22 header taken at the
peak radial location.
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Figure 3.18: Decomposed stress component response of the P91 header taken at the
peak axial location.

Figure 3.19: Decomposed stress component response of the P91 header taken at the
peak radial location.
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Figure 3.20: Decomposed stress component response of the IN740H header taken at
the peak radial location.

Figure 3.21: Decomposed stress component response of the IN740H header taken at
the peak axial location.



61

Figure 3.22: Stress in comparison to temperature and time for the P22 header taken
at the peak radial location.

comparison.

It is clear from the analysis that significant stress increases occur in both the

P22 and P91 headers during rapid temperature changes within the system. This is

represented by the rapid spikes in stress following the change in the tube temperature

of the system. This is an important observation, given that cooling transients may

stem from operational anomalies within the system, potentially leading to more rapid

cooling rates than those typically associated with increasing temperature scenarios.

Such cooling events lead to material contraction while the bulk of the material remains

hot, creating thermal gradients that increase stress across the header’s thickness.

Similar phenomena are observed during temperature increases, though the stress on

internal surfaces may shift from tensile to compressive. In contrast, however, Fig. 3.24

demonstrates that the stress within the IN740H header does not fluctuate with the

temperature. This can be attributed to the notably thinner walls that are used within

the header. This example demonstrates one benefit of using a stronger material,

resulting in lower minimum wall thickness. These figures demonstrate the interaction
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Figure 3.23: Stress in comparison to temperature and time for the P91 header taken
at the peak axial location.

Figure 3.24: Stress in comparison to temperature and time for the IN740H header
taken at the peak axial location.
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Figure 3.25: Stress-strain response of the P22 header taken at the peak radial location.

of thermal transients and material stress responses, highlighting the need to evaluate

a thermal transient during operation.

3.5 Fatigue life predictions

Evaluating the stress-strain response of the material can highlight significant contri-

butions to fatigue. Figures 3.25 through 3.30 represent the decomposed stress-strain

responses of each of the materials stemming from the transient, taken from the loca-

tion correlating to the highest stresses along the radial and axial directions.

These figures show that the axial stress is the most influential as it reaches the

highest stresses. These figures also highlight the robustness of the material choices

chosen as the chosen alternatives experience stresses far exceeding the yield strength

of the P22 header without incurring damage. For instance, the highest stress within

the P91 header is 234 MPa along the radial direction. Similarly, the stresses within

the IN740H header were highest along the axial direction, with a peak stress of 294

MPa. Notably, the stresses for each of the alternative materials were well within the
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Figure 3.26: Stress-strain response of the P22 header taken at the peak axial location.

Figure 3.27: Stress-strain response of the P91 header taken at the peak radial location.
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Figure 3.28: Stress-strain response of the P91 header taken at the peak axial location.

Figure 3.29: Stress-strain response of the IN740H header taken at the peak radial
location.
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Figure 3.30: Stress-strain response of the IN740H header taken at the peak axial
location.

yield stress, with the P91 material only reaching a point of 76 % of its yield stress and

IN740H reaching 40 %. So, while neither of the materials experience time-independent

yielding, the level of stress within P91 suggests that time-dependent factors may be

influential.

It follows that only the P22 model accumulated any plasticity, which remained

consistent throughout the cycles. This behavior is shown in Fig. 3.32, which presents

the plastic strain over time within the headers. Additionally, Fig.3.32 shows that the

IN740H and P91 header do not accumulate any plastic strain. This differentiation

highlights the variation that material selection has in response to identical loading.

The location of the P22 header that accumulated plastic strain is along the edge of

the radial location of the tube header intersection. this location is shown in Figure

3.33(a).

The fatigue life of each material was estimated using the Ostergren damage model

and critical plane approach. The Ostergren model is used to approximate the pro-
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Figure 3.31: Plastic strain magnitude over time for each of the materials.

gressive fatigue of materials under cyclic loading, particularly in low cycle fatigue

conditions at elevated temperatures [146]. The Ostergren model characterizes the

number of cycles to failure as,

Nf = C
(
∆ϵinσmax

)β (3.4)

where σmax is the peak tensile stress, ∆ϵin is the corresponding inelastic strain range,

and C and β are material constants. The values of β and C for P22 are -1.6 and

1300, respectively [158]. Given that the P91 and IN740H models did not accumulate

inelastic strain, they are not anticipated to fail from fatigue using the present model.

In contrast, the peak plastic strain magnitude for the P22 header is 0.0905%. This

suggests that the edge case transient could be repeated for 29,190 cycles. If the system

were to experience this transient five times a day, the theoretical lifetime would be

approximately 10 years. This starkly contrasts the P91 and IN740H materials, which

did not show signs of fatigue from the present study.
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Figure 3.32: Plastic strain magnitude distribution in the P22 header.
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(a) a (b) b

Figure 3.33: Plastic strain magnitude distribution in each of the (a) P91 (b) IN740H
headers.

3.6 Conclusion

The analysis suggests that a header made of P22 alloy could possibly experience

fatigue failure within 10 years. Under the same loading conditions, the headers de-

signed with P91 and IN740H alloys demonstrate improved durability, with no signifi-

cant accumulation of damage suggesting fatigue failure. These results highlight their

improved performance over the 2.25Cr-1Mo material.

However, material costs play a significant role in the decision-making process when

considering the cost-benefit analysis. Market estimates for generalized seamless pipe

were used to establish the price of each header. The breakdown of the cost is shown

in Table 3.6 [159]. While the costs will likely fluctuate for the actual header, the

market pricing for standardized seamless pipe will serve as the comparison.

The data presented in Table 3.6 highlights the substantial cost associated with the

IN740H alloy. Despite its considerably lower weight compared to the P22 header,

the IN740H variant incurs more than twice the expense of either alternative. Conse-
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Table 3.6: Cost Estimate.

Material USD Per Ton USD Per Pound Weight (Pound) Final Cost USD
P22 1,580 0.79 17,679 13,967
P91 5,110 2.56 6,697 17,145

IN740H 44,000 22 2,670 58,737

quently, for the purposes of this project, the IN740H header is deemed economically

unfeasible. In contrast, the P91 header presents only a 22% cost increase over the

P22 header, making it a competitive alternative.

The expected rise in operational fluctuations further supports the selection of P91.

Additionally, accounting for time-dependent effects, which were not included in this

analysis, suggests that prolonged exposure to high temperatures could accelerate

damage in the P22 header more so than in the P91 header. Despite the initial

20% cost premium for P91, the diminished need for future repairs indicates that the

additional upfront investment could be recuperated within two decades.

In conclusion, choosing between P22 and P91 depends on weighing the immediate

costs against long-term system performance. If the operational environment evolves

to include more frequent and severe transients over the next 10 years, P91 serves as

the primary option. Conversely, if operational demands are expected to stabilize or

diminish, the P22 header may offer better cost efficiency, particularly when consid-

ering the potential for extended service life beyond 10 years when factoring in repair

costs. This analysis demonstrates the importance of considering a comprehensive

view when evaluating a material for performance and economic considerations.



CHAPTER 4: Service exposure effects on 2.25Cr-1Mo steam header service life

4.1 Introduction

This section evaluates the service exposure effects on the service life of a 2.25Cr-

1Mo header, adapted from the work by Zimnoch et al. [6]. Therefore, the material

presented in this section directly links to the framework of the published work. The

validity of FEA models is significantly dependent on the precision of the applied

material properties and the suitability of the material model. This understanding

surfaced after noting discrepancies in the predicted lifespans of an outlet header.

As a result, specimens were obtained from a decommissioned steam header, which

had previously operated for more than 200,000 hours at temperatures around 538 °

C. The Electric Power Research Institute completed the fabrication and testing of

the service-exposed samples [6]. Characterizing the aged samples involved uni-axial

incremental triangular strain testing consisting of cycles of repetitive strain blocks.

Each block contained fifty cycles at specified strain ranges and temperatures, with

the strain increments set at 0.1%, 0.25%, 0.4%, 0.5%, 0.75%, returning to 0.5%, and

then 0.25%. This sequence was repeated six times per sample, resulting in a total of

2100 cycles. The illustration of this strain application is shown in Figure 4.1. This

testing scheme was performed at temperatures of 20 °C, 300 °C, and 500 °C, intended

to mirror the range of thermal and mechanical conditions likely encountered by the

header. The material’s full stress-strain behavior at each temperature is detailed in

Figs. 4.2, 4.3, and 4.4 provided, with the reported stress and strain values representing

the stable reaction of the samples across the various strain intervals [6].
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Figure 4.1: Complete strain history of service exposed test sample at 20 °C. [6]

Figure 4.2: Complete hysteresis history of service exposed test sample at 20 °C. [6]
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Figure 4.3: Complete hysteresis history of service exposed test sample at 300 °C. [6]

Figure 4.4: Complete hysteresis history of service exposed test sample at 500 °C. [6]
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4.2 Experimental Characterization

4.2.1 Experimental results

Considering the previous operational history of the header, a complete record of

the strain history of the material samples was unavailable. Consequently, acquiring

the Isotropic hardening parameters was unfeasible, leading to the decision to solely

utilize the kinematic hardening variables to represent the material. Notably, due to

the testing sequence endured by the specimens, any potential impact of Isotropic

hardening would have dissipated. Furthermore, although minor inaccuracies might

arise during the initial hardening response of the header, the present work only eval-

uates the stabilized outcome when gauging the remaining lifespan [160]. Hence, the

use of kinematic hardening was deemed appropriate.

The material data for the virgin samples is sourced from the NIMS online material

database [161]. The mechanical properties of the virgin samples are outlined in Table

4.4. All of the materials comply with the requirements of ASME BPVC for SA335-

P22. The virgin samples were tested using constant amplitude strain cycles using a

strain rate of 10−3s−1. The reported amplitudes are from the half-life of the samples,

where failure is defined as a 25% decrease in the maximum tensile load of the stable

condition.

Figures 4.5, 4.6, and 4.7 illustrate the stable hysteresis loop of the materials af-

ter service exposure in comparison to the virgin samples at temperatures of 20Â°C,

300Â°C, and 500Â°C, respectively. It is clear from these figures that the service-

exposed material exhibits a significantly lower stable cyclic stress-strain response

compared to the virgin material. For example, in Fig. 4.6, the service-exposed sam-

ple demonstrates a peak stress of 214 MPa at 0.25% strain, while the virgin sample

exhibits a peak stress of 294 MPa. This is a result of the yield stress of the service-

exposed sample being lower than that of the virgin material.

Evaluating the plastic strain range of a complete hysteresis loop between the two
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Figure 4.5: Stable hysteresis response of virgin and service exposed material at 20
°C. [6]

materials elucidates the variation in their responses. For instance, the inelastic strain

range of the 0.5% hysteresis loop of the virgin and service-exposed material at 300Â°C

is 0.00638 and 0.0075, respectively. This indicates that the service-exposed material

would accumulate approximately 19% more strain than the virgin material in this

condition.

These findings align well with previous investigations of service-exposed material.

For instance, Okazaki compared the stable cyclic stress-strain response of 2.25Cr-1Mo

material extracted from boiler tubes exposed to around 100,000 hours of service [34].

Their study reported an approximate 20% reduction in the stress of the stable CSS re-

sponse, a reduction also observed in control samples solely exposed to thermal aging.

A number of studies attribute this strength reduction to carbide evolution in P22,

leading to coarser carbides and alterations in the matrix composition [54]. Conse-

quently, the material experiences a decrease in strength, rendering it more vulnerable

to thermal fatigue [34].
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Figure 4.6: Stable hysteresis response of virgin and service exposed material at 300
°C. [6]

Figure 4.7: Stable hysteresis response of virgin and service exposed material at 500
°C. [6]
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Figure 4.8: Stable hysteresis loop for service exposed material at 500 °C. [6]

4.2.2 Identification of Parameters

4.2.2.1 Service Exposed Material

Determining the material parameters for service-exposed materials involves apply-

ing the Chaboche NLKH model to the samples’ mechanical behavior. The initial step

in this process involves analyzing the experimental data to capture the material’s sta-

bilized response, as illustrated in Figs. 4.2–4.4. The stable response can be used to

directly determine the values for σa, ϵa, k, and ϵp. According to theory, the value of k

signifies the initial departure from a straight-line response. However, the exact value

for this departure, particularly the plastic strain value, is left open to interpretation.

Yet, many have suggested it may be less than the 0.2% typically used for the yield

point [110,162]. In the current work, the onset of non-linearity is defined as a plastic
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strain (ϵp) of 10−5. This choice reflects the inherent variability in interpreting these

measurements, further illustrated by the variation seen in the stable hysteresis loops

of the service-exposed material. For instance, Fig. 4.8 illustrates a difference of 20

MPa in the value of k, depending on the chosen stable hysteresis curve for evalua-

tion. This approach emphasizes the inherent difficulties in firmly establishing a set of

material parameters by highlighting the variability and interpretive challenges found

while evaluating the service-exposed material’s response. Hence, to ensure unifor-

mity between the materials, the value of k was calculated using the Ramberg-Osgood

formula defined as,
∆σ

2
= k′(

∆ϵp
2

)n
′

(4.1)

where n′ and k′ are material constants. Figure 4.9 demonstrates how the material

model corresponds with the test data. The coefficients obtained are outlined in Table

4.3. Once the values of n′ and k′ are established, it is possible to calculate the yield

stress k required for the Chaboche NLKH model by assuming a small plastic strain

and substituting k for the equation’s left side.

The process used to establish the Chaboche NLKH coefficients is dependent on

the number of back-stresses selected. Figure 4.10 demonstrates how two sets of the

Chaboche NLKH parameters can be used to fit the virgin material experimental data

at 400 Â°C. The process starts by selecting initial values for the parameters γi and Ci

and graphing the stress response over a hypothetical strain range. The parameters are

then adjusted to establish an accurate representation of the material behavior using

their sum. Figure 4.10 illustrates how the two segments representing i = 1 and i = 2

are chosen so that they target separate regions of the stress-strain response. This

is demonstrated by the initial steep rise of the curve representing i = 1, which then

stabilizes, shifting the influence of larger strains to the parameter choice for i = 2.

The strain range that is selected for optimizing coefficients should also be considered.

For instance, the present study assumes minimal plastic deformation. Therefore, it
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Figure 4.9: Fitment of k′ and n′ coefficients for Service-Exposed material. [6]

is beneficial for the model’s alignment to favor the lower strain range region. While

in an ideal case, the model would be selected to represent the entirety of the strain

range, as Fig. 4.10, this is not always feasible. The finalized coefficients for the service

exposed Chaboche NLKH model are documented in Table 4.1.

Table 4.1: Temperature dependent Chaboche NLKH parameters for service exposed
P22.

Temperature K C1 γ1 C2 γ2
(°C) MPa
20 150 200,000 2,300 22,000 200
300 125 150,000 2,300 19,000 200
500 100 150,000 2,300 15,000 200

4.2.2.2 Virgin Material

The process of obtaining material parameters for the virgin material follows similar

steps, requiring the Chaboche NLKH model to be fit to the mechanical response

of the samples. However, a complete strain history is not available for the virgin
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Figure 4.10: Chaboche NLKH data vs. data for service exposed material. [6]

Figure 4.11: Chaboche NLKH data versus experimental data for service exposed
material. [6]
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material. Consequently, the process also begins by finding n′ and k′. The fit of

the coefficients selected is shown in Figure 4.12. The k′ and n′ coefficients for both

materials are shown in Table 4.3. Comparing the material response between the

virgin in service exposed materials, as shown in Fig.4.12 and Fig. 4.9, respectively,

highlights the decrease in material strength over time. For example, the yield stress

of the room-temperature virgin material is approximately 100 MPa higher than that

of the service-exposed material. The process of determining the Chaboche NLKH

model coefficients is the same as that described for the service-exposed material. The

response of the virgin material using the established NLKH coefficients is shown in

Figure 4.13. The Chaboche NLKH coefficients for the virgin material are shown in

Table 4.4.

Material properties such as Young’s modulus and thermal conductivity are assumed

to be constant between the two materials. These characteristics stem from the com-

position and structure of the material and, therefore, do not change with time or

inelastic deformation. Table 4.2 outlines the temperature-dependent properties that

are applied to both of the materials.

Table 4.2: Temperature dependent parameters for both P22 models.

Temperature Conductivity Density Modulus CTE Specific heat capacity
°C mmTonne

s3K
Tonne
mm3 MPa 1

K
Nmm

TonneK

20 36.3 7.75E-9 210,000 1.15E-5 4.45E8
300 36.7 7.75E-9 192,000 1.33E-5 5.58E8
400 35.4 7.75 E-9 184,000 1.38E-5 6.02E8
500 33.7 7.75E-9 175,000 1.44E-5 6.57E8
600 32.0 7.75E-9 162,000 1.48E-5 7.44E8
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Figure 4.12: Fitment of k′ and n′ coefficients for Virgin material. [6]

Figure 4.13: Chaboche NLKH data versus experimental data for virgin material. [6]
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Table 4.3: Comparison of k′ and n′ values at different temperatures for virgin and
service-exposed materials.

Temperature °C Virgin Service Exposed
n′ k′ n′ k′

20 0.1 740 0.12 600
300 0.1 640 0.12 500
400 0.1 630 N/A N/A
500 0.1 592 0.12 400
600 0.1 455 N/A N/A

Table 4.4: Temperature dependent Chaboche NLKH parameters for virgin P22.

Temperature K C1 γ1 C2 γ2
(°C) MPa
20 234 240,000 2,000 21,000 170
300 202 200,000 2,000 19,000 170
400 199 200,000 2,000 18,000 170
500 187 200,000 2,000 17,500 170
600 144 165,000 2,000 10,400 170

Determining the Chaboche NLKH parameters for a material based on the stress-

strain response is a process that can be summarized in the following:

1. Hysteresis Loop Construction: Construct the stress-strain hysteresis loops

for the provided data set.

(a) If multiple strain ranges are provided, partition the data to evaluate each

strain range block separately.

2. Identify Stable Response: Determine which cycle(s) represent the stable

response and isolate the hysteresis loop.

3. Characterize Response: Calculate the values for ∆σ, ∆ϵp from the stable

response.

(a) ∆ϵp is taken as the width of the hysteresis loop when σ = 0.

4. Determine k: Determine the deviation from linearity of the hysteresis loop
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(a) If the stress-strain response history is available, k is found from the devi-

ation from linearity of the hysteresis loop

i. Proceed to step 6

(b) If complete hysteresis loops are not provided, continue with step 5

5. Calculate k′ and n′: Using the amplitudes from the hysteresis loop, calculate

k′ and n′

(a) The values for k′ and n′ can be found using the relationship σa = k′(∆ϵp
2

)n′

(b) Approximate the deviation from linearity as a small plastic strain, e.g 1E-5

i. Therefore k is theoretically represented as k′(1E-5)n′

6. Strain Iteration: Repeat Steps 2 through 4 for each strain range in consider-

ation.

7. Data Comparison: Create a plot comparing the measured values for ∆σ/2−k

vs. ∆ϵp/2 .

8. Literature Review: Optional: Review the literature to see if there are Ci and

γi values that can be used as initial estimates.

9. Initiate NLKH Coefficients: Determine how many back-stress terms you

need i = (2, 3).

(a) If i = 1, the model will predict ratcheting under non-zero mean stress

(b) Typically, the values for Ci are in the tens of thousands, and γi falls within

the hundreds.

10. Establish Trial Data: Create a trial set of data using independent strain data

and equation 2.27 to plot the predicted stress amplitude in comparison to the

experimental data.
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(a) Reference Fig.4.10

11. Error Minimization: Minimize the error by adjusting Ci and γi as needed.

12. Temperature Dependency: Repeat steps 1-8 for each temperature in con-

sideration.

4.3 Fatigue life predictions

There are many ways to model fatigue failure within materials. One model de-

veloped to evaluate fatigue at elevated temperatures is the Ostergren damage model

[146]. This model approximates the hysteretic strain energy in low-cycle fatigue by

correlating the largest tensile stress and plastic strain to the number of cycles to fail-

ure. This damage function representation is taken along the plane, which maximizes

the damage in multi-dimensional fatigue [146]. The cycle that is evaluated for the

fatigue response is the stable response, which will represent the behavior of the ma-

terial for the majority of the fatigue life. Notably, if the process is used to evaluate

a variable load history, each minor cycle should be evaluated using a rain flow cycle

counting technique after a stable response has been achieved. The number of cycles

to failure is defined by the Ostergren model as,

Nf = C
(
∆ϵinσmax

)β (4.2)

where C and β are material constants. Fitting the damage function to the number of

cycles allows the constants C and β to be determined. This is done by plotting the

cycles until failure versus the damage function on a log-log axis. Figures 4.14 through

4.18 illustrate the relationship between the damage function and the virgin material

at various temperatures. The values for C and β were selected so that they biased

low cycle fatigue, thereby enforcing the accuracy of the model in this region.

The values of C and β are shown in Table 4.5. The parameters for the Ostergren

model were established by fitting data taken from the virgin material at various tem-
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Table 4.5: Comparison of C and ( β) values at different temperatures.

Temperature °C (Constant (C) (Exponent β)
20 5500 -1.4
300 4500 -1.8
400 2000 -1.8
500 1300 -1.6
600 1000 -1.5

Figure 4.14: Correlation of virgin material data with damage function at 20 ° C.

peratures. Unfortunately, test data was not available for the service-exposed material

to provide a comparison. As a result, the service life of both materials is approximated

from the virgin material fatigue properties. Additionally, the properties used to eval-

uate the material response of the headers were taken as 600 ° C. The adjustment

was made to ensure conservative life estimations. Although slight discrepancies may

exist between the average cycle temperature and the curve representation applied,

the curve closely aligns with the temperature range, minimizing potential errors to

negligible levels.

4.4 Boundary Conditions

The models were subjected to sequential thermal-mechanical loading to represent

the operating conditions that the ex-service unit was subjected to. Figure 4.19 illus-
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Figure 4.15: Correlation of virgin material data with damage function at 300 ° C.

Figure 4.16: Correlation of virgin material data with damage function at 400 ° C.
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Figure 4.17: Correlation of virgin material data with damage function at 500 ° C.

Figure 4.18: Correlation of virgin material data with damage function at 600 ° C.
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trates the temperature and pressures found in a representative ten-day operational

period. Based on this, three transients were developed to capture the primary pat-

terns of the data and disregard high-frequency fluctuations. This approach allows

the identification of the header’s response to different characteristics of the ten-day

response. The first transient represents a typical startup and shutdown procedure

shown in Fig. 4.23. This transition is intended to represent the global response of

the system under normal operating conditions. The other transients are designed to

represent the temperature fluctuations that can occur at different tube header con-

nections. The transients are separated in a common and limit case transient shown in

Fig 4.21 and 4.22, respectively. These transients represent the variation of tempera-

ture changes that can occur across different tubes. In many cases it is not uncommon

for the temperature of the tube to exceed the target temperature for a short period

of time prior to adjusting to the final temperature. This is represented in the limit

case transient. However, this does not reflect every tube that joins to the header,

and the more common cases are represented in Figure 4.21. This correlates well with

industrial experience in the case that failures often occur at individual tubes, not col-

lectively across the system. The idealized transient for the common loading is shown

in comparison to normal operating data in Figure 4.20, where it is clear that the rate

of temperature change is captured.

Given the periodicity and symmetry of the header, only one-quarter of the model

is used to evaluate the header’s response. A pressure load is applied across the

interior surfaces of the header and tube. Also, a closed-end condition is applied to

the end of the header such that a proportional pressure is applied to the end surfaces.

Symmetry is implemented by setting the displacement normal to the symmetry face

to zero. An equation-type constraint is also added to the header’s face to ensure

uniform deformation. The model is constrained in the Y -direction by setting the uZ

displacement of the bottom edge of the header to zero. The temperature is controlled



90

Figure 4.19: Sample of provided operating data. [6]

Figure 4.20: Tube temperature comparison for the slow cycle. [6]
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Figure 4.21: Representative slow transient cycle. [6]

Figure 4.22: Representative rapid-case transient cycle. [6]
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Figure 4.23: Representative startup and shutdown cycle. [6]

by applying a convective film condition to the internal surfaces of the header. Separate

sink temperatures are used for the header and tube surfaces. Figure 4.24 illustrates

the boundary conditions for further clarification.

The header mesh is optimized to reduce the total number of elements used in the

simulation. This is represented in mesh, detailing how the mesh is refined in the

region where the tube intersects the header. This region experiences the highest

stresses during operation and is the area of interest for the present study. The mesh

in the regions surrounding the tube is refined to a minimum size of 0.5 mm and

gradually transitioned to larger elements along the lower region of the header of 25

mm. The final mesh consisted of 48,736 C3D20RT elements and 213,396 nodes.

4.5 Results and Discussion

To verify the accuracy of the boundary conditions, we compare the stresses obtained

from the finite element model when the header is subjected to internal pressure with

those derived from the closed-form solution for thick-walled pressured vessels [163].
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Figure 4.24: Model boundary conditions. [6]

Figure 4.25: 3D meshed header with 48,736 C3D20RT elements. [6]
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Figure 4.26: Temperature Profile Validation. [6]

The finite element outcomes align well with the closed-form solutions, confirming

their validity. Furthermore, the model is checked for thermal convergence. The

thermal evaluation involves evaluating the sink temperature of the model relative to

the temperature applied to the surface. Figure 4.26 compares the model’s thermal

profile and the applied temperature profile. The results demonstrate a close match

between the thermal profile of the model and the applied temperature profile.

Each model compares the expected service life using the previously mentioned

idealized temperature and pressure profiles. The loading undergoes multiple cycles

to confirm a stable cyclic state, signifying that the material’s hardening behavior no

longer influences strain accumulation. The stable cyclic state can be identified from

the convergence of the plastic strain magnitude. While the present work evaluates

three separate transients, all cases are found to shake down within the initial cycles.

This is illustrated by the stabilization of the material in response to the rapid transient

illustrated in Fig. 4.27. Figure 4.27 demonstrates that the magnitude of plastic strain

is more significant for the service-exposed material header than the virgin material
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Figure 4.27: Accumulated plastic strain vs. time for rapid-case transient. [6]

header. This accumulation occurs at the location shown in Fig 4.34b.

While the service life primarily depends on plastic strain, assessing stress distri-

bution within the structure can aid in identifying vulnerable locations susceptible to

plastic strain due to ongoing degradation or rapid transients. Figures 4.28 through

4.33 show the contours of the peak von Mises stress within the headers modeled with

virgin or service-exposed material model under startup and shutdown, slow transient,

and rapid-case transients.

When examining the stress contour for various loading profiles, it becomes evident

that the rapid-case transient induces the highest stress levels midway through the

cylinder bore. Conversely, during the startup-shutdown cycle, peak stress levels occur

at the intersection of the tube and bore. This observation confirms that the location

with the highest peak stress, and subsequently inelastic strain, varies depending on the

temperature and pressure profile applied. For instance, the region where the through

hole intersects the inner diameter of the header has the largest stress concentration
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Figure 4.28: Virgin material peak von Mises response to the startup and shutdown
transient loading profile. [6]

Figure 4.29: Virgin material peak von Mises response to the slow transient loading
profile. [6]
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Figure 4.30: Virgin material peak von Mises response to the rapid-case transient
loading profile. [6]

Figure 4.31: Service exposed material peak von Mises response to the startup and
shutdown transient loading profile. [6]
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Figure 4.32: Service exposed material peak von Mises response to the slow transient
loading profile. [6]

Figure 4.33: Service exposed material peak von Mises response to the rapid-case
transient loading profile. [6]
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(a) a (b) b

Figure 4.34: Location of peak stress in response to (a) startup and shutdown (b)
common/rapid transient loading profiles. [6]

during the startup and shutdown loading. For clarity, the location of the peak stress

is highlighted in red in 4.34a.

The stress-strain response obtained from the models with the virgin and service-

exposed material models is shown in Fig. 4.35 and Fig. 4.36, respectively. These

graphs show that the largest stress component is in the axial direction. Also, as

shown in Fig. 4.35, no plastic strain is accumulated in the Virgin material in response

to the startup and shutdown cycles. Therefore, it follows that there is no change in

the response across five cycles. In response to the startup and shutdown loading,

the peak stable von Mises stress reaches a magnitude of 161 MPa for the virgin

material and 128 MPa for the service-exposed material. However, due to the increased

strength of the virgin material, its higher stress does not result in plastic strain

accumulation. Although this region has the highest stress levels for the startup and

shutdown loading, no plastic strain accumulated in either material. Therefore, neither

material is predicted to accumulate fatigue damage from the startup and shutdown

loading profile.

Conversely, the application of the transient loading profiles depicted in Fig. 4.21
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Figure 4.35: Stress-strain response of the header to a startup and shutdown loading
when virgin material is used. [6]

Figure 4.36: Stress-strain response of the header to a startup and shutdown loading
when service exposed material is used. [6]
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Figure 4.37: Stress-strain response of the header to slow transition loading when the
virgin material model is used. [6]

and Fig. 4.22 results in elevated peak stresses, consequently causing the accumulation

of plastic strain. Additionally, the location of peak stress, and as a result, plastic strain

accumulation, shifted, as illustrated in Fig. 4.34b, where both transients cause the

peak stress to occur along the circumferential edge, 30-50 mm into the through-hole

within the header. While the peak stress location remains consistent across various

materials, the magnitude of the inelastic strain differs. This divergence becomes

evident when examining the stress-strain response for the two models under slow

transients, as depicted in 4.37 and 4.38. These figures highlight that the axial and

radial stress components significantly contribute to material fatigue. The width of the

hysteresis loop for each component represents the influence of each strain component

on the fatigue of the material. Due to the larger inelastic strains in the axial and

radial direction, the service-exposed material model shows substantially more plastic

strain accumulation. The slow transient results in the service-exposed header having

a peak plastic strain magnitude of 0.023%, whereas the virgin material header does

not accumulate any plastic strain.
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Figure 4.38: Stress-strain response of the header to slow loading when the service
exposed material is used. [6]

The difference between the two materials implies that fatigue failure would not

occur in virgin material header during normal transients. On the other hand, the

service-exposed header would accumulate a limited amount of fatigue as a result of

the common transient. This discrepancy highlights the significance that incorporat-

ing representative material properties can have on remaining service life estimates.

Moreover, the findings suggest that continued degradation may occur, leading to

accelerated fatigue over time.

Both models exhibited a more pronounced LCF response when subjected to the

rapid-case loading conditions. For instance, the peak plastic strain magnitude of the

service-exposed material increased to 0.119% in response to the rapid-case transient.

Likewise, the virgin material header, which did not accumulate plastic strain in re-

sponse to the slow transient, has a peak plastic strain magnitude of 0.046%. Figures.

4.39 and 4.40 represent the decomposed stress-strain response observed at the critical

location of the headers under rapid transient loading.

The primary stress contribution occurs along the axial edge in the three transients
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Figure 4.39: Stress-strain response of the header to rapid-case loading when virgin
material is used. [6]

Figure 4.40: Stress-strain response of the header to rapid-case loading when service
exposed material is used. [6]
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considered. However, the global response of the material following a typical startup

and shutdown procedure does not appear to damage the header. Conversely, the

rapid case transient is found to cause damage regardless of the service exposure his-

tory for the material. The influence of prior service exposure, as the remaining service

estimate for the service-exposed material is a third of the virgin material. Further-

more, the study demonstrates how the threshold for damage is also lowered. This is

demonstrated by the response of the materials due to the common transient, where

the lifespan of the service-exposed material is expected to accumulate a small amount

of fatigue damage compared to virgin materials, which are unharmed. The finalized

results are shown in Table 4.6.

Table 4.6: Predicted Lifetime of Header.

Material Startup and Shutdown Slow Transient Rapid Transient
YTF YTF YTF

Virgin N/A N/A 15
Service Exposed N/A 85 5
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4.6 Conclusion

The present work demonstrates how the Chaboche NLKH material model param-

eters could be obtained using the experimental data. The material parameters were

acquired for a pristine P22 sample and a sample that has been in service within a

steam header for 20 years. The material properties were employed in a finite element

model to forecast the life expectancy of a steam header, illustrating how prior service

exposure influences the estimated remaining lifespan of a component. The findings

illustrated that the material exposed to service accumulates inelastic strain under

loading conditions that would not affect a virgin material. This suggests that the

threshold for damage accumulation of a header with significant service exposure is

lower than that of a newly replaced component. Therefore, it would be possible to

overestimate the remaining service life of a header if the prior service exposure of the

material is not considered.

Furthermore, this variation suggests that the threshold for the service-exposed

material to experience ratcheting is also decreased. Although ratcheting was not

predicted in this study, further weakening of the service-exposed material could po-

tentially result in accelerated failure. Therefore, conducting additional studies to

comprehend the rate at which the material deteriorates would be beneficial in deter-

mining if the header may reach a point of accelerated failure.

This variation also suggests that the threshold for the service-exposed material to

experience ratcheting is lowered. While ratcheting was not predicted in the current

work, further weakening of the service-exposed material could lead to accelerated

failure. Therefore, it would be beneficial to complete additional studies to understand

the rate at which the material deteriorates to determine if the header reaching a point

of accelerated failure is possible.

While the present work demonstrates that the virgin material is less prone to

thermal fatigue, it does not imply that a newly implemented header would accumulate
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inelastic strains at rates similar to the original unit. As mentioned, the demand for

combined cycle systems is gradually transitioning to a lesser role in energy generation.

Therefore, the prolonged periods of use that the former unit experienced, slowly

degrading the strength of the material, are less likely to occur. Consequently, the

rate of material degradation due to micro-structural changes will likely be impeded.

As a result, locations that do not experience rapid-case transients would likely not

develop time-independent inelastic strains and not fail due to LCF.

In contrast, the regions that do experience the rapid-case transients would be sub-

jected to a larger number of transients in a shorter amount of time than the previous

unit. The increased frequency of these transients suggests that these regions within

a newly implemented header could begin to fail in less time than the outgoing unit.

These factors, among many others, should be considered when evaluating the replace-

ment of an existing component.



CHAPTER 5: Comparison of Crack Propagation Methods in a 2.25Cr-1Mo steam

header

5.1 Introduction

This section evaluates the quasi-static crack growth of a postulated SECC in a

2.25Cr-1Mo header, adapted from the work by Zimnoch et al. [7]. Therefore, the

material presented in this section directly links to the framework of the published

work. Fatigue crack growth is a critical design engineering phenomenon that charac-

terizes a material’s progressive failure under cyclic loading. Understanding the crack

growth process is fundamental to approximating the lifespan of components subjected

to cyclic stresses. In the present work, two methods are compared to evaluate the

predicted growth of an SECC in a P22 outlet header. The first method is an iter-

ative interpolation of the SIF found in Abaqus using the seam crack methodology.

The second method incorporates the recently incorporated *Fatigue methodology in

Abaqus that uses Paris law crack growth to propagate a crack through an XFEM do-

main [164]. The methodology and results obtained from each method are presented.

5.2 Material Properties and Boundary Conditions

5.2.1 Material Properties

The selection of 2.25Cr-1Mo steel, designated as P22 within ASTM classification,

for the header material, aligns with the reference header used to provide the operating

data. The material properties used in the linear elastic analysis are shown in Table 5.1.

The focus on LEFM in the present work excludes plasticity from the analysis. This

simplification allows for a more focused review of the process developed to grow a
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Figure 5.1: Influence of temperature on crack growth rate and Paris Law fit.

seam crack within the Abaqus framework.

The fracture properties for the material were adapted from the Grade 22 Hand-

book presented by EPRI [165] and are shown in table 5.2. The temperature-dependent

Paris law coefficients used to represent crack growth are found by curve-fitting trial

data to test data on a log-log plot. The coefficients are adjusted to minimize the error

between test and trial data. An illustration of the coefficients to the trial data is repre-

sented in Figure 5.1. The finalized coefficients are provided in Table 5.2. Notably, the

analysis demonstrates a significant increase in crack growth rates when exposed to el-

evated temperatures, highlighting the need for incorporating temperature-dependent

coefficients in fracture mechanics studies. Although some margin of error may exist

within the coefficients used in the present study, their application for the present work

is assumed reasonable, as minor inaccuracies regarding the rate at which the crack

grows are incidental to the premise of automating crack growth. Furthermore, initial

results demonstrate that the range of SIF obtained in the analysis is well below the

lower bound KIC of the material of KIC = 3160MPa
√
mm such that the behavior of

the crack growth would not significantly change due to any minor error [166].



109

Table 5.1: Temperature dependent material properties models.

Temperature Conductivity Density Modulus CTE Specific heat capacity
°C mmTonne

s3K
Tonne
mm3 MPa 1

K
Nmm

TonneK

20 36.3 7.75E-9 210,000 1.15E-5 4.45E8
300 36.7 7.75E-9 192,000 1.33E-5 5.58E8
400 35.4 7.75 E-9 184,000 1.38E-5 6.02E8
500 33.7 7.75E-9 175,000 1.44E-5 6.57E8
600 32.0 7.75E-9 162,000 1.48E-5 7.44E8

Table 5.2: Temperature-dependent Paris law parameters.

Temperature C n
°C mm/cycle

MPa
√
m

n

20 1.7E-08 2.9
205 7.0E-10 3.7
300 7.5E-10 3.6
455 9.0E-10 3.7
595 4.5E-09 3.4

5.2.2 Boundary Conditions

In the pursuit of validating the automated crack growth algorithm, the boundary

conditions applied to the model are based on real operational data acquired during

service. The boundary conditions incorporate the steam temperature and pressure

data reflecting a 24-hour cycle within the power plant. Figure 5.2 illustrates the

temperature and pressure fluctuations throughout the day, distinguishing between

the temperatures found in the tube and those within the header. This is a result of

multiple tubes with various temperatures feeding into the header, resulting in a lower

homogenized temperature with reduced fluctuations.

However, to improve the model’s efficiency and focus on the more critical trends,

the data is simplified by removing high-frequency temperature fluctuations. The

comparison of the reference temperature to what is applied to the model is demon-

strated in Figures 5.3 and 5.5. This approach is key to reducing computational costs

while capturing the overarching trend influencing crack growth predictions. Figure

5.5 illustrates the simplified boundary temperature and pressure boundary conditions
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Figure 5.2: Reference temperature and pressure data for a 24-hour cycle. [7]

applied to the model.

The steam temperature is represented in the model through the use of convection

on the internal surfaces. The external surfaces of the header and tube are assumed

to be insulated and do not have convection applied to their surfaces. Similarly, the

pressure is applied to all of the internal surfaces to simulate the operational conditions.

Taking advantage of the symmetry found in the header, only a segment of the header

is represented, resulting in a singular tube within the global model. The axial surface

of the header opposite the symmetry plane and the top surface of the tube is subjected

to blow-off pressures to simulate closed-end conditions as shown in equation 5.1.

Ptension =
PD2

i

D2
o −D2

i

(5.1)

As a result, the lower edge of the symmetric model is restrained along the vertical

direction to prevent unrealistic movement. A detailed illustration of the boundary

conditions applied to the global model is represented in Figure 5.6.
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Figure 5.3: Simplified temperature compared to reference data. [7]

Figure 5.4: Simplified temperature and pressure vs time. [7]
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Figure 5.5: Applied temperature and pressure for crack growth vs time. [7]

Figure 5.6: Global model boundary conditions. [7]
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Figure 5.7: Global model stress-strain response at the critical point. [7]

Following the development of the global model, further simplifications are made to

establish the sub-model tailored for the interactive process of iterative crack growth.

The refinement begins by evaluating the stress response of the global model, which is

used to determine the location of the zone with the highest stress and, likely, the most

prone to crack initiation and propagation. As illustrated in Fig. 5.7, the axial section

of the tube header intersection experiences significantly higher stresses during the

24-hour cycle. Furthermore, as Fig. 5.7 presents, the hoop stress is the predominant

stress component. Suggesting that a crack in this region would experience high levels

of Mode I loading, which is immensely relevant for crack growth.
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5.3 Automated Iterative Method

5.3.1 Theory

The contour integral represents a robust method for establishing the strength of the

crack-tip field surrounding the crack tip. This method establishes several contours

around the node representing the crack tip and creates a ring from one face of the

crack front to the other. The output is a ring surrounding each node along the crack

front. The SIF is interpreted from the J-integral, which is used to define the energy

released associated with the advancement of a crack front. The J-integral is defined

in equation 5.2.

J =

∫
A

λ(s)n ·H · qdA (5.2)

where dA is the surface element, n is the outward normal perpendicular to the crack

surface, q is the direction of virtual crack extension, and H is defined as,

H =
(
WI − σ · ∂u

∂x

)
(5.3)

where W represents the strain energy found in an elastic material. In the case of

LEFM for homogeneous isotropic materials, the stress intensity factors are related to

the J-integral through the relationship,

J =
1

Ē

(
K2

I +K2
II

)
+

1

2G
K2

III (5.4)

where Ē = E for plane stress and Ē = E
1−ν2

for plane strain. In Abaqus, the J-

integral is found by creating rings of elements around the nodes representing the

crack front. An illustration of the contour regions is shown in Figure 5.8. Given

the path independence of the J-integral, multiple contours are defined to establish

convergence of the J-integral around the crack tip. To improve the accuracy of the

J-integral within Abaqus, the elements along the front of the crack front are specified
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Figure 5.8: Nodes used in a stress contour around the crack front.

as collapsed node wedge elements. Through the collapse of the nodes along the crack

front, the quadrilateral elements are represented with a wedge shape.

Given that the problem being evaluated assumes elastic behavior. The crack front

was modeled using collapsed C3D20R elements, with the mid-side nodes moving to

the quarter points. The quarter-point is identified as the position located at a distance

equivalent to one-fourth of the element’s length, measured along its uncollapsed edge

from the crack edge. This change results in a stress singularity that can be represented

as 1/
√
r [167]. This stress distribution allows Abaqus to closely match the stress field

as,

σij =
KI√
2πr

f I
ij(θ) +

KII√
2πr

f II
ij (θ) +

KIII√
2πr

f III
ij (θ)

+ Tδ1iδ1j + t01δ1iδ2j + t02δ2iδ2j + t03δ2iδ3j

+ σ0
13δ1iδ3j + (νT + Eϵ33)δ3iδ3j +O(r0.5)

(5.5)
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where r and θ are the in-plane polar coordinates around the crack tip, δ is the Kro-

necker delta, and fij are known functions of θ. The indices 1,2,3 represent the direc-

tion along the crack surface perpendicular to the crack front, the direction normal to

the crack surface, and the direction tangential to the crack front, respectively. The

superscripts I, II,, and III correspond to the loading mode. T represents the stress

and is a representation of the likelihood of a crack to kink. The terms containing Ki

represent the stress component using the following relationships.

lim
r→0

σI
ij =

KI√
2πr

f I
ijθ (5.6)

lim
r→0

σII
ij =

KII√
2πr

f II
ij θ (5.7)

lim
r→0

σIII
ij =

KIII√
2πr

f III
ij θ (5.8)

σij = σI
ij + σII

ij + σIII
ij (5.9)

However, in the case of LEFM, the range of K is considered. In a uni-axial cyclic

analysis, the stress intensity factor will vary over some range defined as,

∆K = Kmax −Kmin (5.10)

where ∆K is the stress intensity factor range. Hence, the rate at which the crack

propagates can be represented using the relationship established by Paris and Erdogan

[168]. Their relationship describes the linear region of crack growth as,

da

dN
= C∆Km (5.11)
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where C and m are material constants, and da
dN

is the crack growth per cycle. This

relationship has been expanded for mixed mode loading through the use of an effective

SIF defined as,
da

dN
= C∆Keff

m (5.12)

where Keff is the effective SIF defined as,

∆Keff =
√

∆K2
I +∆K2

II +∆K2
III (5.13)

In real-world applications, components are often subjected to complex stress states,

where the combination of multiple modes of fracture becomes relevant. Therefore,

the SIF used to evaluate the crack growth increment is taken as Keff throughout the

analysis. This provides the ability to capture crack growth behavior more accurately

over a larger range of loading conditions. Additionally, the SIF range is evaluated

by excluding the effects due to compressive stresses. The present work focuses on

evaluating crack propagation within LEFM. Within the framework of LEFM, cracks

do not amplify the stress concentration under compression, such that the influence

of negative SIF is minimal. This approach, however, differs when accounting for

plasticity, where the load ratio is relevant due to the influence of the mean stress on

the crack growth rate.

5.3.2 Automation Methodology

The sub-model is created by incorporating the tube-header intersection along the

axial direction of the header. The size of the sub-model is chosen to balance the com-

putational efficiency and accuracy required to propagate the postulated crack. The

sub-model incorporates the global model’s boundary conditions, with the addition of

the sub-model-specific boundary condition along the surfaces corresponding to the

global model, as represented in Figure 5.9.
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Figure 5.9: Sub-model boundary conditions. [7]

In most cases, a single sub-model provides a level of fidelity adequate for a crack

analysis to be completed within Abaqus. However, the present work necessitates

the use of a separate cracked mesh sub-model due to restrictions within Abaqus

and mesh continuity considerations unique to the innovative approach applied. As a

result, the cracked region is represented as a distinct sub-model, integrated into the

broader sub-model through tie constraints. The distinction between the two regions

is shown in Figure 5.10. This setup allows for the iterative propagation of the crack

surfaces and mesh partitions while adhering to the sub-model boundary condition

restrictions. Hence, the outer region of the sub-model is configured to preserve the

stability of the sub-model boundary condition concerning the global model, while

the tied constraint facilitates the movement of the crack front. This methodology

enables the iterative propagation of an SECC within the constraints of a sub-model,

overcoming Abaqus’s limitations regarding the movement of faces associated with
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Figure 5.10: Automated cracked region sub-model tie constraints. [7]

sub-model boundary conditions. This approach ensures that the region surrounding

the crack front maintains high fidelity across multiple iterations while maximizing

computational efficiency.

The present work incorporates the automated growth of an SECC located in the

corner of an outlet header. This process is based on iterative quasi-static analysis

where the user can specify the number of increments to iterate, the size of the initial

defect, the boundary conditions for the cycle, and the ending condition. This iterative

approach allows for a more detailed analysis of crack growth behavior under variable

conditions, providing valuable insight into the behavior of the crack as it grows over

time. By enabling users to specify parameters such as the size of the initial defect and

the number of increments to grow the crack between analyses, the present work offers

a customizable framework for investigating multiple cases of SECC. Moreover, the

flexibility in defining the boundary and exit conditions allows the user to efficiently

evaluate multiple scenarios. Through this novel approach, we aim to streamline the

assessment procedure for SECC in headers, offering a practical tool to help others

assess the risk of failure. The incorporation of the automated growth represents
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Figure 5.11: Boundary describing the initial seam crack and the virtual extension
directions. [7]

a significant advancement in quasi-static LEFM analysis, providing a more robust

foundation for evaluating SECC propagation behavior in realistic loading scenarios.

The automation process starts with the definition of the model’s basic aspects.

This includes defining the material properties required to analyze the mechanical

response, such as Young’s modulus, thermal conductivity, and fracture toughness. At

the same time, the geometry of the header is established by defining the inner and

outer diameters of the outlet header and tubes. The initial boundary conditions are

also established, defining the operational pressure and temperature cycles that will

be evaluated in the subsequent analyses. To minimize computational costs during the

crack growth process, the thermal boundary conditions on the cracked models will be

imported from an initial global model. Therefore, the first trial that is processed is

the heat transfer step, solving for the convective thermal transients on the internal

surfaces of the header. After completion, the code automates the importation of the

boundary condition, switching the model to the mechanical step. The mechanical

step is responsible for establishing the displacement field used to serve as the basis

for the sub-model. After the global mechanical response is finalized, the sub-model
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is established, which serves as the region used for crack growth automation. The

use of a refined sub-model minimizes computational costs while maintaining mesh

fidelity during growth. The creation of the cracked sub-model involves defining the

crack path through the use of surface sweep partitioning. This process also prepares

the output of the model by defining the seam crack region and crack normal for the

analysis.

With the sub-model established, the model begins quasi-static simulation to eval-

uate the crack’s growth. This process involves submitting the cracked sub-model for

analysis, interpreting the results to determine the effective SIF along the crack front,

and updating the crack path based on Paris law. This iterative approach is repeated

until the predefined end condition is met. After the analysis is complete, the user can

evaluate the data exported during the simulation to accurately evaluate the crack’s

progression through the material.

A detailed explanation of the steps that occur during the automated method is

outlined in Figure 5.12.

5.3.3 Calibration of finite element model

The accuracy and computational efficiency correlate significantly with the quality

of the underlying mesh. To strike a balance between accuracy and costs, the present

work refines the mesh in the region around the tube header intersection while coars-

ening the mesh in the regions outside the area of interest. The smallest elements

within the global header are 3.5 mm, while the larger elements have edge lengths over

50 mm. This approach maintains accuracy in the region of interest while minimizing

the computational costs The finalized mesh for the global model consists of 30,960

C3D20R elements, represented by Figure 5.13.

Similarly, the size of the outer regions of the sub-model mesh is selected to corre-

late with the global model in the region of the tube header intersection. The initial

size of the outer layer of the sub-model is selected as 3.5 mm to optimize the con-
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Figure 5.12: Summary of crack growth modeling procedure.

tinuity between the sub-model boundary condition faces. Figure 5.14 represents the

initial sub-model mesh comprising 3,564 C3D20R elements. Before incorporating the

cracked region within the sub-model, the sub-model’s accuracy is evaluated by com-

paring the stress response with that from the global model. The response is taken at

the point with the highest stress found at the axial point of the tube header intersec-

tion, as shown in Figure 5.15.

The stress-strain response of each normal stress component for both models is

shown in Figure 5.16. Figure 5.16 demonstrates the convergence of the models as

each stress component maintains within 2% similarity throughout the cycle.

The sub-model containing the cracked region is also evaluated for accuracy prior

to applying the seam crack to the model. This is done by evaluating the automated

mesh with the partitions for the cracked region in comparison to the previous models.

As Fig. 5.17 illustrates, the stress response at the critical point is consistent for each

model. As Fig. 5.17 demonstrates the hoop stress is the most critical component.



123

Figure 5.13: 3D meshed header with 30,960 C3D20R elements. [7]

Figure 5.14: Meshed sub-model with 3,564 C3D20R elements. [7]



124

Figure 5.15: Location of critical point. [7]
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Figure 5.16: Stress-strain response of sub-model compared to global model at critical
point. [7]

Figure 5.17: Stress-strain response of sub-models compared to global model at critical
point. [7]
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The process of meshing a seam crack in Abaqus requires a unique meshing tech-

nique. The most visible requirement is the use of wedge elements surrounding the

crack front. This type of meshing scheme is often referred to as a spider-web mesh

and is used to represent the 1/
√
r stress distribution surrounding the crack front of an

elastic material. As a result, the mesh region surrounding the cracked front maintains

a high degree of fidelity, with the wedge elements having a long side of 1 mm and

the elements in the surrounding region having a size of 0.7 mm. While this approach

adds significant computational costs to the analysis, it provides a level of robustness

to the present work. As the cracked region is automatically propagated throughout

the material, it is imperative that each mesh maintains the same level of refinement.

Therefore, the mesh of the initial sub-model contains significantly more elements than

the prior sub-model, with 43,674 C3D20R elements. Through this refinement level,

the mesh can iterate automatically without the need for further partitioning. Exam-

ples of the initial cracked mesh at one-quarter wall thickness and the mesh as the

crack has reached one-half wall thickness are shown in Figure 5.18.

In contrast to the non-damaged models, the iterative crack model is validated

through the examination of the contour-internal surrounding the crack front. The

convergence of the crack front at the locations where the crack intersects the tube

and the header are shown in Fig 5.20 and Fig.5.19, respectively.

Figures 5.20 and 5.19 demonstrate that the SIF is converged within the first five

contours surrounding the crack front. This validation authenticates the model’s ac-

curacy, bolstering the choice to use similar levels of refinement through the crack

propagation process.

The model is evaluated individually for the influence of pressure and temperature

effects prior to evaluating crack growth. Figure 5.21 illustrates the relationship be-

tween the SIF KI and the angular position along the crack front after five years.

Figure 5.21 highlights that the relationship of the SIF is consistent as the pressure
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(a) (b)

Figure 5.18: Meshed crack sub-model at (a) initial state (b) after cycling for thirty-
five years. [7]

increases, demonstrating a linear relationship between pressure and SIF along the

crack front.

Similarly, Figure 5.22 presents the influence of pressure on KI at the critical points

of the tube and header intersection. As expected, the relationship is linear at both

locations, with the rate of increase in KI at the tube location being significantly higher

than at the header intersection. This relationship suggests that the influence of the

pressure on the SIF at a constant temperature can be approximated for the entire

pressure range. Pressure plays a critical role in the influence of crack propagation.

At the peak operating pressure in the present work, the crack-header intersection

experiences a KI of 5.3 MPa
√
m which increases to 8.3 MPa

√
m at the intersection

of the tube. These values account for nearly half of the SIF found along the crack

front, highlighting the influence of pressure on the stress state of the crack.

The influence of the thermal transient is also evaluated individually to review their
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Figure 5.19: Stress intensity factor vs time for first five contours at crack header
intersection. [7]

Figure 5.20: Stress intensity factor vs time for first five contours at crack tube inter-
section. [7]
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Figure 5.21: Stress intensity factor KI vs angular position for the crack at five years
response to pressure. [7]

Figure 5.22: Influence of pressure on KI at surface crack locations at five years. [7]
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impact on the crack growth behavior. Figures 5.23 and Fig. 5.24 illustrate the SIF

in response to the thermal response. These figures show that the magnitude of the

SIF is significantly smaller than the trials evaluating pressure. Also notable is that

the influence of KI is dominant at both locations and during both transients.

As 5.23 demonstrates, the influence of the thermal transient alone influences the

crack at the intersection of the header and tube differently. Near the intersection of

the header, the SIF experiences a peak at the start of the transient that subsides as

the temperature homogenizes. This results in the crack in the region near the header

experiencing a positive SIF during the initial ramp and compressive forces during the

subsequent cooling transient.

In contrast, the SIF near the tube is initially compressive during the initial transient

before quickly transitioning to positive during the thermal correction. This is followed

by a period where the SIF increases during the cool-down and experiences a negative

spike during the thermal correction. This pattern suggests that the thermal ramp-

up may influence crack propagation along the header, whereas the cooling transient

may have more influence over the thermal contribution to stress within the tube.

Moreover, this indicates that the thermal response of the SIF along the crack is out-

of-phase with respect to the KI behavior. This phenomenon can be associated with

the differences in the thermal traits that the regions experience.

Figures 5.27 through Fig. 5.35 illustrate the contribution of each SIF component

over time at the locations where the crack intersects the tube and the header. The

variation in KI over time elucidates how the structure reacts to combined primary

and secondary forces; for instance, the pressure develops a positive KI prior to the

presence of thermal stresses. However, when there is a spike in temperature, the

system experiences compressive strains on the internal surfaces. Therefore, despite

an increase in operating pressure, the KI initially decreases during the start of the

transient.
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Figure 5.23: Thermal response of SIF at crack header intersection. [7]

Figure 5.24: Thermal response of SIF at crack tube intersection. [7]
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Conversely, when the temperature experiences a cooling transient, the interior sur-

faces of the system undergo higher tensile forces. Hence, the magnitude of KI reaches

higher values than either of the individual cycles. Interestingly, these phenomena are

diminished as the crack propagates with time. The reduction in peak stresses as the

crack grows can be attributed to the reduction in the stress profile surrounding the

stress riser of the tube-header intersection.

Throughout the propagation, the KI is highest at the location that intersects the

tube. This is a result of the additional stress applied by the blow-off pressure on the

face of the tube and the higher thermal gradients that occur within the tube. The

influence of the minimized thermal transient resulting from the homogenized steam

is demonstrated in Fig. 5.23. As Fig. 5.23 demonstrates, the rate of change of the

KI within the header is significantly slower than that within the tube.

5.4 Crack growth analysis

The present work propagates the crack through the thickness of an outlet header,

tracking the crack’s progression through the wall of the sub-model. Assuming periodic

inspections and taking into consideration the calculated growth rate, we simulate

the crack growing steadily over five-year intervals. Figures 5.27 through Fig. 5.35

represent the crack growing steadily over the five-year intervals. The responses at

each interval align with the patterns found from analyzing the individual responses

and reflect their interaction.

Therefore, by examining an entire cycle to determine KI , we gain a more robust

understanding of how the crack may propagate with time. These phenomena are

exacerbated by the temperature difference between tube and header surfaces. Ulti-

mately, the high hoop stress, combined with the internal pressure reaction, results in a

KI high enough for crack growth. Notably, the magnitude of KI from the mechanical

and thermal loading combination exceeds their individual contributions.

The peak KI for the tube and the header both occur during the cooling transient.
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However, there is a slight delay between the peak stress resulting from the variation

in thermal transient. Figures 5.36 through Fig. 5.44 illustrate the behavior of KI

along the crack front at each of these times. In these figures, the angle is taken along

the axial direction of the header such that 0 degrees represents the crack intersection

with the header, and 90 degrees represents the intersection with the tube.

Each of the figures, Fig. 5.36 through Fig. 5.44 illustrate how KI changes along

the crack front. This variation is a result of the crack’s orientation with respect to

the loading direction and depth. In each case, KI is higher at the intersection with

the tube and lower within the header, whereas the minimum KI occurs in the middle

of the crack. The variation of KI between the times that KI is maximized at the

crack intersection with the tube and header illustrates the influence of the thermal

gradient on the tube intersection is greater. So, although the SIF increases within the

tube, it is lowered within the header. Furthermore, this variation presents a critical

oversight of the SECC method. As KI varies along the crack front, so would the

crack growth over time. As Fig. 5.36 illustrates, this variation on the initial crack is

already on the order of 8 MPa
√
m, and the rate of change is biased to increase rapidly

as it approaches the tube. Evaluating Fig. 5.42 demonstrates how this behavior is

exaggerated as the crack grows, where the variation along the front is more abrupt,

exceeding a variation of 10 MPa
√
m along the crack front. This change further

suggests that the shape of the crack front should change with time. However, with

the restriction of an SECC, this variation is impossible to represent. Therefore, these

figures represent a significant limitation to the use of SECC for crack propagation.

Figure 5.25 demonstrates the growth of the crack over time. From this figure,

it is clear how the crack propagates more along the region of the tube than within

the header. Additionally, Fig. 5.25 presents how the distance with respect to the

intersection of the tube with the header increases the overall stress and crack growth

between cycles. The tube’s growth slows significantly as the crack propagates away
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Figure 5.25: Evolution of crack front over time. [7]

from the stress concentration. Figure 5.26 shows each increment between cycles.

Figure 5.26 demonstrates the clear slowing of the propagation of the crack-front within

the tube. The crack begins by growing at a rate of over 8 mm a year before slowing

to a rate of about 2 mm every five years along the tube. However, throughout

the entire process, the growth rate along the header remains fairly consistent, with

the initial increment being 1.5 mm and the final increment being 1.54 mm. The slow

growth of the crack within the header and within the tube at later times demonstrates

the robustness of the initial design, such that an exaggerated transient has minimal

damaging effects.
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Figure 5.26: Incremental crack growth over time. [7]

(a) (b)

Figure 5.27: Time-dependent response of KI , KII , and KIII at the intersection of the
crack and the (a) header (b) tube. [7]
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(a) (b)

Figure 5.28: Time-dependent response of KI , KII , and KIII at year 5 at the intersec-
tion of the crack and the (a) header (b) tube. [7]

(a) (b)

Figure 5.29: Time-dependent response of KI , KII , and KIII at year 10 at the inter-
section of the crack and the (a) header (b) tube. [7]



(a) (b)

Figure 5.30: Time-dependent response of KI , KII , and KIII at year 15 at the inter-
section of the crack and the (a) header (b) tube. [7]

(a) (b)

Figure 5.31: Time-dependent response of KI , KII , and KIII at year 20 at the inter-
section of the crack and the (a) header (b) tube. [7]



(a) (b)

Figure 5.32: Time-dependent response of KI , KII , and KIII at year 25 at the inter-
section of the crack and the (a) header (b) tube. [7]

(a) (b)

Figure 5.33: Time-dependent response of KI , KII , and KIII at year 30 at the inter-
section of the crack and the (a) header (b) tube. [7]



(a) (b)

Figure 5.34: Time-dependent response of KI , KII , and KIII at year 35 at the inter-
section of the crack and the (a) header (b) tube. [7]

(a) (b)

Figure 5.35: Time-dependent response of KI , KII , and KIII at year 40 at the inter-
section of the crack and the (a) header (b) tube. [7]



Figure 5.36: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the initial crack. [7]

Figure 5.37: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the crack at five years. [7]



Figure 5.38: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the crack at ten years. [7]

Figure 5.39: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the crack at fifteen years. [7]



Figure 5.40: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the crack at twenty years. [7]

Figure 5.41: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the crack at twenty-five years. [7]



Figure 5.42: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the crack at thirty years. [7]

Figure 5.43: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the crack at thirty-five years. [7]



Figure 5.44: KI along the crack front for the time representing the highest value for
the location intersecting the header and tube for the crack at forty years. [7]
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5.5 XFEM Fatigue Analysis

5.5.1 Background

Conventional finite element methods cannot model discontinuities with standard

polynomial functions. Alternative approaches, such as seam cracks, have been estab-

lished to help capture the behavior. However, these methods require special meshing

refinement techniques, leading to a significant dependence on the mesh structure. One

method developed to try and alleviate these restrictions is the extended finite element

method, XFEM. Unlike other methods, XFEM allows crack growth to occur by en-

riching the elements and allowing for nodal separation. The method was proposed in

the late 1990s by Belytschko and Black concurrently with Moes et al. [169,170]. The

method works by adding a heavy side function and near-tip enriched functionality to

the continuous displacement of the displacement field shown as,

u(x, t) =
n∑

I=1

NI(x)uI(t) +
n∑

J=1

NJ(x)H(x)bJ(t) +
n∑

K=1

NK(x)
4∑

L=1

FL(x)ck(t) (5.14)

where NI are typical finite element interpolation functions, n is the number of

nodes, uI is the displacement, H represents the Heavyside step function, bJ represents

the additional degrees of freedom from the Heavyside step function, FL is a set of

enrichment functions relating to the crack tip, and ck is the corresponding degrees

of freedom. The two additional functions H and FL are used to represent the jump

across the fractured elements and describe the asymptotic behavior near the crack

tip.

FL(x) =

[√
rsin

θ

2
,
√
rcos

θ

2
,
√
rsinθsin

θ

2
,
√
rsinθcos

θ

2

]
(5.15)

where r represents the position from the crack tip, and θ represents the angular

position with θ = 0 defined as tangent to the crack tip. While the displacement
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function is applied to all nodes in the domain, the Heavyside function enrichment,

H, is only applied to elements that are cut by the crack front. Similarly, FL is only

applied to elements that are cut by the crack tip. The direction of crack propagation

in XFEM is based on the work by Erdogan and Sih, defining the extension direction

as the direction of maximum tangential stress [171],

θ = cos−1

(
3K2

II +
√

K4
I + 8K2

IK
2
II

K2
I + 9K2

II

)
(5.16)

Incorporating the use of Abaqus *Fatigue significantly improves the ability to eval-

uate crack growth in materials. In the current work, this technique is combined with

LEFM and Paris law to determine the crack growth of an SECC. Similar to the prior

work, an effective stress intensity factor is found to quantify the growth that would

occur over a given cycle. The effective stress intensity factor found for a given load

cycle is defined as,

∆Keff =

√
A∆K2

I +B∆K2
II +

C

1− ν
∆K2

III (5.17)

where A, B, and C are material constants [172]. During the *Fatigue simulation, the

user specifies the minimum and maximum cycles that can be incremented between

analyses. This specification is used along with damage tolerances to control the

number of cycles between measurements until the total number of cycles has been

completed. At the end of each completed cycle increment, Abaqus evaluates the stress

state of each node along the crack front, which is used to determine the damage.

Abaqus combines the known nodal spacing along with the current damage and Paris

law to establish the number of cycles to crack each element along the crack tip. The

analysis is set to fail at least one element per increment, where the element with

the lowest remaining number of cycles is used until failure is established to establish

the number of cycles used to extrapolate forward. Additional elements may also
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accumulate damage and be deleted if they are anticipated to fail within the number

of cycles incremented forward. The damage at the next increment is evaluated as,

DN+∆N = DN +
da
dN

∆Nmin

aN
(5.18)

where DN is the damage at the end of the cycle and aN is the characteristic length of

the element ahead of the crack tip. Using this damage function, elements are removed

when D = 1. In cases where 0 ≤ ∆D ≤ 1, the elements can be partially released,

and the effective length is updated and incorporated into the subsequent Paris law

calculation. The effective length is defined as,

∆aeffn = (1−D)∆aN (5.19)

Elements ahead of the crack tip can accumulate partial damage when the following

relationship is met.
Log∆Nj − Log∆Nmin

Log∆Nmin

≤ ∆DNtol (5.20)

where, ∆DNtol is a user specified tolerance. Other work has demonstrated that a

∆DNtol = 0.25 provides a balance between accuracy and computational costs [173].

With this criterion, elements ahead of the crack tip that meet the criterion of D ≥ 0.75

are partially released.

5.5.2 Modeling Approach

Following the work of the automated iterative approach, symmetry is applied to

reduce and simplify the response of the header. Similar boundary conditions are

applied through internal pressure and symmetry; however, an additional layer is taken

along the XY plane. Figure 5.45 illustrates the boundary conditions that were applied

to the model.

The initial crack front is applied by cutting the model with a shell surface. The
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Figure 5.45: Boundary conditions used in XFEM model. [7]
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Figure 5.46: Surface used to define initial crack front in XFEM. [7]

initial crack matches the profile postulated in the seam crack analysis, and its appli-

cation to the XFEM model is shown in Figure 5.46.

Also, a feature unique to XFEM is that it requires a specified enrichment region.

Therefore, the sub-model region used in the iterative crack growth process is selected

to define the region available for crack propagation. This region will be evaluated

using two mesh distributions. The first mesh is selected to balance accuracy and

computation costs. The elements within the region have edge lengths of 2 - 3 mm.

The total number of elements is 23,084 C3D8R elements. To validate the results,

a refined mesh consisting of uniform 1 mm elements is also developed, resulting in

195,724 C3D8R elements is also developed. The mesh of each enriched region is shown

in Figure 5.47. However, the refined mesh is only evaluated for the first two years of

crack growth due to computational constraints.

To avoid unnecessary computational costs, the mesh outside the region of interest

was also modified to incrementally increase the element size to 50 mm. The complete

mesh used to evaluate crack growth is shown in Figure 5.48.
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(a) (b)

Figure 5.47: Meshed crack sub-model for (a) complete cycle (b) validation. [7]

5.5.3 Fatigue Analysis

The present work incorporates XFEM and Abaqus’s Fatigue method to propagate

an SECC through the wall of an outlet header. The results were evaluated for the

influence of mesh size and the number of cycles allowed between iterations. Figure

5.49 illustrates that the mesh is fairly converged at 3 mm. The mesh dependence

also appears to be independent of the maximum interval between cycle evaluations.

Changing the maximum interval from sixteen months to ten years did not alter the

crack growth behavior over time. Therefore, the deletion does not appear to be

related to time-frame restrictions. Furthermore, the influence that the mesh size has

on the shape of the crack front is also demonstrated. From Fig. 5.49, it is clear

that a finer mesh is capable of capturing more of the elliptic shape of the crack front.

However, this resolution comes at a significant cost. While the refined mesh consisting

of structured 1 mm elements is capable of capturing the gradual growth of the crack
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Figure 5.48: 3D meshed header for XFEM with 31,544 C3D8R elements. [7]
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Figure 5.49: Crack front evolution with respect to mesh size. [7]

front, the computational costs are an order of magnitude larger than the coarse mesh

of 2 mm x 2mm x 3mm elements. Consequently, the fine mesh was not pursued to

evaluate the crack growth behavior in the current work.

Figures 5.50 and 5.51 highlight the significant variation between the rate at which

the crack front extends along the tube and header. Additionally, from Figs. 5.50 and

5.51, it is clear that the crack grows along the axial direction. This is evident as there

are no deviations in the crack path as the crack front advances.

(a) (b) (c)

Figure 5.50: Crack propagation along tube at (a) initial (b) 5 years (c) 10 years. [7]
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(a) (b) (c)

Figure 5.51: Crack propagation along header at (a) initial (b) 5 years (c) 10 years. [7]

Figure 5.52: Crack growth increments over time. [7]

Moreover, as Fig. 5.52 illustrates, significant crack growth along the header does

not occur until the crack growth along the tube is completed and the crack front

begins to expand inwards.

Figure 5.53 illustrates the evolution of the crack front with respect to time approx-

imated using the coarser mesh. Figure 5.53 illustrates that the crack front begins by

extending through the tube at a rate significantly larger than along the header. The

crack would reach the through-thickness of the tube and begin to leak within twenty

years. This behavior is maintained until the crack propagates completely along the

tube, at which point the crack front begins to advance rapidly along the length of the
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Figure 5.53: Crack front evolution over time. [7]

header.

Figure 5.52 visualizes the significant variation that occurs in the rate the crack

extends with time. Although the crack initially extends primarily along the tube, the

rate at which the crack extends in this direction continuously decreases with time.

This is attributed to the crack moving further from the stress riser of the intersection.

Additionally, Fig. 5.52 illustrates that the crack doesn’t extend significantly along

the header until it has extended nearly through the entire thickness of the tube. The

implication is that the stress triaxiality changes after the crack has extended through

the bulk of the material in one direction. As a result, the crack growth rate along the

header exceeds the tube after fifteen years.

5.6 Method Comparison

Distinct differences were found when comparing the XFEM and contour integrals

methodologies for performing a LEFM fatigue analysis, although some trends re-

mained consistent between the two approaches. Both methods were effective in cap-
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turing the shape evolution of the crack front in the early stages of crack growth.

The semi-elliptic shape closely matches the observed crack front evolution in XFEM,

suggesting that both methods are robust at capturing the variation in stress along

the crack front. The initial approximation of the crack front using an elliptic shape

is reasonable, as supported by the contour similar to that of the refined mesh trials.

These similarities reinforce the validity of using an elliptic shape to represent the

early stages of crack growth.

However, as the crack progresses, particularly after extending throughout the header’s

thickness, the SECC’s limitations are evident. The uneven crack growth along the

header is not accurately captured by the elliptic simplification, which eliminates the

evolution of the crack in this region. As a result, the SECC method does not capture

the transition from concave to convex, predicted using the XFEM approach. A key

factor contributing to the discrepancies is the underlying methodology incorporated

in each technique. For instance, the contour integral methodology only relies on Paris

law to establish the crack front and does not require periodic deletion of elements.

This contrasts with the XFEM approach, where the movement through at least one

element is incorporated into the fatigue process, potentially influencing the accuracy

and timing of the crack progression. This highlights the additional validation required

for each parameter used in an XFEM fatigue analysis.

Furthermore, while both methods demonstrate a diminishing growth rate along

the tube over time, only the XFEM model is capable of capturing the increase in

growth rate along the header after a period of time. Consequently, the fundamental

behavior of crack growth varies significantly between the methods after a period of

fifteen years. This difference highlights a potential area where the use of an elliptic

crack will be inadequate in predicting the evolution of the crack front.

In summary, while both XFEM and the contour integral method provide valuable

insights into the fatigue life of a comment subjected to low cycle fatigue, only XFEM is
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capable of accurately capturing the crack evolution. Understanding these differences

is critical to selecting the appropriate method for future studies.

5.7 Conclusion

The present work presents a novel approach to crack growth automation using

LEFM in Abaqus, focusing on semi-elliptic corner cracks. Through the use of the sub-

modeling technique, we are able to use this technique on a more complex geometry.

The incorporation of the sub-modeling technique demonstrates how the method could

be incorporated into more complex geometries. This work is compared to a fatigue

analysis that incorporates the use of XFEM and the program’s fatigue functionality.

The findings substantiate that crack growth behavior within an SECC is uneven.

In response to the distinctive loading within the present work, the SECC presents

unique behavior where the growth slows and changes direction with time, presenting

initial growth rates of eight to one within the region of the tube with respect to along

the header. Within the contour integral method, the crack growth slows drastically

to a ratio of two to one as the crack progresses. In contrast, the XFEM methodology

captures the increase in the crack growth rate along the header after significant pro-

gression has been made along the tube. This variation is a direct consequence of the

loading required to initiate crack propagation, underscoring the importance of un-

derstanding the load-induced stresses on a project prior to developing a sub-model.

Furthermore, the findings illustrate the variation in crack propagation that occurs

depending on the methodology selected.

Moreover, throughout the analyses, the KI SIF consistently appeared as the most

significant component in bolstering crack growth. The results demonstrate that the

KI has a linear response to the applied pressure and can fluctuate largely depending

on the thermal transient. This highlights that focusing on factors that influence the

Mode I loading is key to managing crack growth.

However, while evaluating the outcomes of the study, it is crucial to understand the
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limitations inherent to each methodology. Specifically, the use of LEFM introduces

limitations in the region around the crack tip as it omits the various considerations

regarding the crack tip. Furthermore, without plasticity, the influence of the mean

stress is not accurately captured in the response of the material. These omissions

are noteworthy as they would play a critical role in the propagation of the crack

under operational conditions. Moreover, while the methodology of a seam crack

can represent the stress field around the crack tip, it falls short in scenarios where

pressure could be exerted on exposed crack faces. As a result, the model cannot

accurately represent the effects of such pressure on the crack’s behavior. Despite

these limitations, the framework established in the present work provides a robust

foundation for future work. It establishes the necessary steps required to integrate the

previously mentioned factors into simulations of crack growth. Therefore, while the

current model may not fully capture every dynamic involved in crack propagation, it

represents substantial work that can reflect crack growth behavior in materials.



CHAPTER 6: CONCLUSIONS AND FUTURE WORK

6.1 Research Goals

The goal of the projects for this dissertation was to evaluate the performance of

an outlet steam header through a series of evaluations. The primary goal of the first

section was to develop viable alternatives to a 2.25Cr-1Mo steam header using 9Cr-

1Mo-V and IN740H and evaluate them to establish a cost-benefit analysis. In order

to achieve this goal, the following objectives were fulfilled:

1. Obtain ASME BPVC specifications and design headers out of P91 and IN740H

to meet requirements

2. Analyze the performance of each header for durability against fatigue

3. Establish a representative transient to simplify the performance analysis

4. Analyze the cost-benefit of using each alloy

The primary goal of the second project was to characterize the material response of

samples taken from an ex-service header and quantify the impact of service exposure

on remaining service life estimates. In order to achieve these goals, the following

objectives were fulfilled:

1. Extract material properties from uniaxial test data

2. Evaluate the performance of an outlet header using multiple load scenarios

3. Quantify the response difference that results from prior service exposure

The primary goal of the third project was to establish a method to automate the

propagation of a seam crack within Abaqus and compare the results to the built-in
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functionality with XFEM. In order to achieve these goals, the following objectives

were fulfilled:

1. Analyze the performance of a header to establish a critical location.

2. Develop a sub-model to simplify the re-meshing process.

3. Extract crack growth properties using publicly available data.

4. Implement quasi-static crack growth using developed tools.

5. Develop a comparable model using Abaqus *Fatigue and XFEM

6.2 Conclusions

The first study evaluated how the material selection between P22, P91, and IN740H

affects the cost and performance of an outlet header. Three header designs were devel-

oped using the procedures outlined in ASME BPVC, and the materials were compared

using FEA to examine how they reacted to representative boundary conditions found

from in-service use. The study applied multiple transients, one consisting of a ten-

day cycle that was evaluated using a rain flow cycle counting method. However, the

results demonstrated that only the P22 model demonstrated any sign of wear and,

upon further evaluation, was found to be insignificant. This prompted a reevalua-

tion of the materials used in the second study, subsequently establishing a limit case

transient. This transient was applied to the three materials, represented with perfect

plasticity, to evaluate their response. The results were similar to the initial findings,

where only the P22 model accumulated damage. The life expectancy of the P22 model

was evaluated using the Ostergren damage model, which resulted in limited service

life in response to the limit transient. Therefore, the P22 and P91 materials were

selected as the primary options dependent upon future projections. The outcome of

this project demonstrated that the most robust material from a technical standpoint

does not always translate to the most sensible business decision. However, the study
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has some gaps. For instance, the materials were represented as perfectly plastic and

therefore neglected any influence that hardening, or softening, would have on the ma-

terial response over time. Additionally, the material was assumed to be homogeneous

throughout, neglecting any manufacturing characteristics such as welds. This was

deemed admissible in the present study, given that the location under consideration

for the material failure would be outside of the heat-affected zone for this feature.

Furthermore, the influence of the operating environment was not considered such that

the improved corrosion resistance of some of the alloys was not incorporated.

The second study investigated the effects of service exposure on the P22 header to

understand how prolonged use influences the usable service life estimates. A mate-

rial model was developed for the service-exposed material using the Chaboche NLKH

model, which was established using test data. The material model was compared

to a model representative of virgin material and evaluated in response to a ten-day

representative transient. This data served as the basis for three representative tran-

sients, representing a startup and shutdown procedure, a common thermal transient,

and a limit case thermal transient. The models were evaluated for remaining ser-

vice life using the critical plane approach adapted from the first study. The results

demonstrate that the service life from the limit case transient correlates well with

observed findings. Additionally, the models highlighted the reduced strength and

earlier yielding of the service-exposed material. This weakened strength made the

service-exposed material susceptible to damage from transients that would not harm

the virgin material. This was exemplified by a 75% reduction in cycles to failure

with respect to the limit case transient. However, it’s important to acknowledge the

study’s limitations. For instance, the analysis did not account for time-dependent

effects, environmental factors that could lead to corrosion, or the impact of manufac-

turing details like welds on the material’s performance. These are critical areas that

could significantly influence the accuracy of the predictions and are excellent choices
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for future investigations. In conclusion, this research adds valuable information to

the body of knowledge regarding the impact of service exposure on the P22 header.

Demonstrating the necessity of including service exposure considerations in material

durability analyses helps provide a foundation for more accurate predictions of service

life and the development of strategies to mitigate premature failure. Future research

should aim to fill the gaps identified in this study, particularly by incorporating the

effects of time, environmental conditions, and manufacturing processes. The project’s

third phase developed an innovative automation technique for iterative crack growth

in the corner of an outlet header. This approach incorporates Abaqus seam crack

capability in combination with the quarter-point technique to accurately represent

the stress field resulting from the crack. This methodology is based on linear elastic

fracture mechanics principles to evaluate static cracks within Abaqus iteratively. A

Python code was specifically developed to integrate Abaqus seam crack capability

with Paris Law for linear elastic crack growth, allowing the prediction of crack evolu-

tion over a number of cycles. Through the application of thermal-mechanical loading,

the automated crack growth model demonstrated its capacity to iteratively update

the crack front. This process incorporated automatic post-processing and re-meshing

techniques, allowing the crack front to grow unevenly. The present work analyzed

the odb files to establish a representative SIF range, which was subsequently used to

extrapolate the progression of the crack over five-year intervals. This methodology

was compared to the fatigue response of the crack established using Abaqus XFEM

functionality. The results demonstrate that the crack growth was largely influenced

by the stress filed around the nozzle junction, resulting in the deceleration of the

crack propagation as it moved further from the primary stress riser. However, when

evaluating the results, it is critical to acknowledge certain limitations. It should be

noted that the reliance on LEFM means the model does not account for plastic defor-

mation at the crack tip, nor does it consider the mitigating effects of mean stress or
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time-dependent changes in material properties. These are significant factors that can

influence crack behavior in real-world conditions. Moreover, while the representation

of the crack as a seam crack is capable of capturing the stress singularity around the

crack tip, it does not provide the ability to apply pressure on exposed surfaces. There-

fore, any influence that may occur as a result of additional pressure along the internal

crack surfaces is not captured in the response of the crack. Yet, despite these gaps,

the developed framework lays a solid foundation for future enhancements, offering

a pathway for incorporating these complex behaviors into crack growth simulations.

In conclusion, this research demonstrates a significant improvement in the predictive

modeling of crack growth through the use of seam cracks. By demonstrating the

capability of simulating the crack progression, this study lays the groundwork for

future enhancements. The continued progression of development of this procedure

will improve the ability to predict crack growth and, ultimately, failures within outlet

headers.

6.3 Future Work

The present work evaluated the response to an existing outlet header. However,

exploring more complex geometries presents a promising avenue for future research,

expanding beyond the simplified unit required for the present work. This could allow

for factors such as tube spacing and material inhomogeneities to be considered and

provide a more robust evaluation. For instance, the present work did not account for

welds or environmental factors. Discontinuities such as welds are a common source of

failure and can play a significant role in limiting the life of a component. One avenue

worth exploring would be to evaluate the influence of the weld region on crack growth

following the premise of the third project. Possible examples could be to see if the weld

interaction develops and propagates cracks in a similar time frame to the crack within

the header. This phenomenon could be compounded by incorporating the evolution

of pre-existing cracks within the header and the tube weld region. Work in this region



163

could incorporate the use of XFEM, taking steps to determine how the cracks interact

and if they lead to a reduced lifetime. This expansion could also allow for factors such

as environmental factors to be incorporated. The present work demonstrated that the

material behavior changes with prior service exposure; however, similar changes occur

along the crack front. Examples include the degradation of the material through

oxide notching as well as the build-up of an oxide scale within the crack surface.

This scale has several implications, such as reducing the effective crack opening and

leading to compressive forces during unloading. Additionally, the surface of the oxide

has distinct fracture properties that can lead to fracture at levels below the bulk

material. Furthermore, applying material plasticity to the crack front presents several

avenues for future research. This not only presents itself through the use of damage

mechanics but could also be incorporated to address current shortcomings in the

Abaqus software. For instance, the material’s resistance to closure is not currently

incorporated during unloading. This could neglect a significant amount of force in

cases where the crack front is irregular, and surface friction would resist closure.

Likewise, incorporating plasticity into the current work would allow crack closure

pressure effects to be captured.

In a similar vein, addressing the absence of time-dependent properties in material

models is another critical area for future investigations. Incorporating time-dependent

properties through additional specimen testing or applying the models to fatigue

scenarios could offer a deeper understanding of the impact of material degradation

over time impact on structural longevity. For instance, without the incorporation

of time-dependent effects, the results of the first project suggest similar performance

between P91 and IN740H alloy. However, it is possible that incorporating factors

such as creep into the simulation would result in decreased performance of the P91

material. Similar degradation would also likely be found in the second project if the

test specimens had been evaluated for time-dependent effects. Many have documented
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that the creep resistance of P22 decreases through service exposure, such that the

inclusion of time-dependent effects would have likely exacerbated the variation of

material lifetimes. Therefore, incorporating the influence of time-dependent creep

could lead to more robust cost and remaining life estimations.

Nonetheless, incorporating the influence of time-dependent effects at elevated tem-

peratures in combination with fatigue presents several challenges. The underlying

deformation mechanisms begin to interact, and capturing their behavior in a com-

putational model is uniquely complex. For instance, a fatigue cycle can eliminate or

reset some of the dislocations that have occurred in a tensile leg of a fatigue cycle

with a tensile hold. During the hold, the creep rate may have stabilized, progress-

ing into the second stage of creep. However, during a fatigue compressive cycle, the

dislocation distribution changes such that the redevelopment of primary creep would

occur on the following tensile leg, accelerating the fatigue response. Likewise, com-

pressive creep can alter the fatigue response of a crack. For instance, if a tensile

overload occurs, a plastic zone will form around the crack front. It follows that the

crack effectively closes when the plastic zone compresses during unloading. This gen-

erally has a beneficial influence on fatigue life as the pressure from the over-closure

must be overcome before the crack can continue to propagate. However, in instances

where the compressive hold is at an elevated temperature, compressive creep strains

can effectively reduce the pressure required to reopen the crack. Therefore, future

work could also incorporate a rain flow cycle counting method to partition individual

creep-fatigue cycles and improve the accuracy of remaining life estimates. Several

models have been developed to combine the effects of creep and fatigue, such as the

two-layer viscoplasticity model within Abaqus. While this model demonstrates an

ability to reflect test data, the underlying mechanism of partitioning forces is ulti-

mately flawed. Therefore, the development of a model to address the interaction

between dislocation movement in creep fatigue and incorporating the model presents
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a significant challenge with meaningful implications.

Continued developments in this research’s computational tools and methodolo-

gies also hold significant potential. For instance, while the SECC crack propagation

methodology proved to be inaccurate and ultimately a poor choice for predicting

crack growth, the foundation of the code presents the possibility of developing an

algorithmic re-meshing tool. Throughout the process of propagating the crack, the

code incorporates developing geometry and partitions, seeding individual edges, set-

ting mesh techniques, and updating each based on interpreted results. With some

refinement, it is possible that the code could be adapted to evaluate the results of a

mesh quality check to then adjust or create partitions as needed. Depending on one’s

ambitions, the code could reach a point where the input geometry could be drasti-

cally more complex than the simplified headers used throughout the present work. If

done correctly, this model could revolutionize the simulation process by introducing

adaptive meshing refinement that is not currently native to Abaqus.

In summary, these proposed directions for future research aim to address the current

study’s limitations and push the boundaries of existing techniques. By combining

advanced computational models, innovative methodologies, and a deeper exploration

of material properties, these efforts could significantly contribute to developing safer,

longer-lasting designs.
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