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ABSTRACT

OLUWATIMILEHIN DAMILARE ADEOSUN. Addressing Protection Challenges in
Electric Power Grids with Distributed Generation: A Focus on Directional
Overcurrent Relays. (Under the direction of DR. VALENTINA CECCHI)

The dissertation explores the challenges and transformations in modernizing the

electrical grid, characterized by increased electric power grid interconnectivity, the

widespread integration of Distributed Generation (DG), and frequent network recon-

figurations. These transformations pose significant challenges to traditional grid tech-

nologies and operations, including power quality issues, protection scheme challenges,

and complications in energy market dynamics. This study delves into the challenges

of power system protection schemes from two perspectives: the misoperation of di-

rectional elements and the miscoordination of directional overcurrent elements. The

proper operation of the protection system is critical to ensuring grid reliability.

The first perspective investigates the misoperation of directional elements; we

model and analyze the fault behaviors of various generators, including Synchronous

and Inverter-Based Generators (IBDGs) with differing control architecture, to com-

prehensively understand their fault characteristics. Furthermore, we explore the

misoperation of negative sequence directional elements, proposing and validating a

prevention strategy using Real-Time Hardware-in-the-Loop (RT-HIL) setups.

The second perspective addresses the coordination issues of Directional Overcur-

rent Relays (DOCRs) and aims to minimize their operating times. The dissertation

illustrates the advantages of employing optimization algorithms over numerical it-

eration methods for relay coordination. It examines the coordination performance

using Genetic Algorithms (GA) and Particle Swarm Optimization (PSO), presenting

an enhanced variation of PSO that yields improved performance validated through

virtual HIL setups.

Additionally, the dissertation investigates the issue of DOCR miscoordination due
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to variations in fault current during fault isolation. It introduces a dynamic Time-

Current Characteristic (TCC) formulation adapted to these variations, validated us-

ing IEEE test systems. It also investigates DG instability and miscoordination stem-

ming from changes in network topology and generation short circuit capacity. A pre-

vention strategy that combines clustering and optimization algorithms is proposed

and validated. Moreover, a co-optimization strategy is presented and validated to

prevent DOCR miscoordination while maintaining DG stability, ensuring that the

Critical Clearing Time (CCT) associated with a fault is greater than the operating

time of the relays assigned to isolate the fault.

This work significantly advances the understanding of how grid modernization im-

pacts power system protection and lays the groundwork for future research in this

evolving field. It highlights the need for a collaborative approach between inverter

manufacturers and protection engineers to facilitate a seamless and reliable grid trans-

formation.
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CHAPTER 1: INTRODUCTION

1.1 Overview and Motivation

In recent decades, the world has experienced a considerable increase in reliance on

electrical energy. According to the U.S. Energy Information Administration (EIA)

2022 report [3], despite advancements in energy efficiency technology, energy con-

sumption has surged by a factor of 14 between 1950 and 2022. This trend is antic-

ipated to persist due to increased electrification, high population growth, increased

regional manufacturing, and elevated living standards. These factors are driving en-

ergy consumption growth, surpassing advancements in energy efficiency. The impact

of heightened energy consumption on greenhouse gas emissions is prompting two

transformations to the traditional grid; the first is the shift from current carbon-

emitting generation units to cleaner generating sources, while the second is decen-

tralizing the grid for improved resilience and reliability. These two transformations

require adequate grid modernization to meet future energy demands. According to

McKinsey & Company [4], despite the increase in investment to modernize the grid,

the System Average Interruption Duration Index (SAIDI) did not improve over the

years. The primary reason is the increased frequency of extreme weather conditions

and the demand for electric energy.

One of the strategies to improve SAIDI involves decentralizing the conventional grid

and transitioning it into a network of microgrids. This consists of integrating clean

energy resources, introducing distributed energy resources, and enhancing automation

and control. However, integrating clean energy sources and distributed generation en-

counters notable challenges that require changes to energy market operations, electric

power system planning, and power quality issues such as voltage instability, frequency



2

fluctuations, harmonic presence, and flickers and misoperation of traditional protec-

tion schemes. Addressing these challenges has become a prominent area of research

to ensure the smooth and reliable operation of the grid network.

Electric grids worldwide are swiftly evolving regarding generation resource mix, in-

corporating larger quantities of renewable generation like wind and solar photovoltaic

power plants. Consequently, numerous policies aimed at grid modernization, such as

FERC orders 841 and 222, are in place to transform traditional energy markets to

accommodate the growing Distributed Energy Resources (DERs). Various standards

include FERC orders 661, 845, 842, 827, IEEE 1547, VDE-AR-N 4120, and specific

NERC PRC standards provide guidelines to standardize operational and technical

requirements, facilitating the connection of DERs to the grid and offering support

during voltage or frequency disturbances.

This dissertation delves into the challenges of modernizing the grid, including in-

tegrating renewable energy resources, decentralizing generation units, and increasing

connectivity, specifically focusing on their impact on traditional protection schemes.

Protection scheme malfunctions can be categorized into two areas: protection element

misoperation and protection device miscoordination.

1. Protection Element Misoperation:

• Relays failing to operate accurately when necessary during fault conditions.

• Relays operating unnecessarily in non-fault conditions, leading to false

tripping.

2. Protection Device Miscoordination:

• Lack of proper coordination between primary and backup protective de-

vices within designated protection zones.



3

1.2 Main Contribution of this Dissertation

The dissertation’s primary contributions encompass investigations and innovative

strategies addressing crucial aspects of power system protection in the presence of dis-

tributed generators, including Inverter-Based Distributed Generators (IBDGs). These

contributions are elucidated through the following critical research endeavors:

1. Investigation of the Impact of IBDG on Protection Schemes: We investigate the

effect of IBDGs on existing protection schemes within the electrical power sys-

tem. The analysis focused on understanding the fault characteristics of different

generator types.

2. A Strategy to Prevent the Misoperation of Negative Sequence Directional Ele-

ment in the Presence of IBDG: We demonstrate the misoperation of negative

sequence directional element in the presence of IBDG and offer a strategy to

prevent the identified misoperation. The aim is to ensure that IBDG does not

negatively impact the negative sequence of the voltage-polarized element.

3. An Analysis of the Benefit of Optimization Algorithms over Numerical Iteration

in Relay Coordination: We highlight the benefits and superiority of utilizing

optimization algorithms, such as metaheuristic techniques like Particle Swarm

Optimization (PSO), in coordinating protective relays compared to numerical

iteration approach. This demonstration clarifies how optimization algorithms

enhance the efficiency and effectiveness of relay coordination.

4. A Novel Dynamic Relay Coordination Formulation and Approach to Prevent

Miscoordination Caused by Transient Changes in Fault Current during Fault

Isolation: We demonstrated the miscoordination of overcurrent protection de-

vices caused by a temporary and transient change in fault current during fault

isolation, and our proposed solution is a dynamic coordination formulation.
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The aim is to create a formulation that allows relays to adapt dynamically to

transient changes in fault current during fault isolation.

5. A Coordination Approach to Prevent Network Operational and Topological

Changes: We devise a coordination strategy to address the impacts of opera-

tional and topological alterations within the grid network. This strategy estab-

lished an approach for relays to maintain effective coordination amid network

operation and topology changes.

1.3 Dissertation Outline

The chapter outline of the specific areas of study and contributions within this

dissertation is organized as follows:

Chapter 2 comprehensively reviews existing literature on Distributed Generators

(DG) and power system protection, the main areas explored in this dissertation.

Relevant research findings are presented to provide an understanding of the current

knowledge in these areas.

Chapter 3 delves into the effects of IBDG on existing protection schemes within

the electrical power system. The analysis focuses on understanding the fault charac-

teristics of different generator types, aiming to identify and comprehend how IBDGs

influence protective schemes.

Chapter 4 demonstrates the misoperation of the negative sequence directional ele-

ment in the presence of IBDG and proposes a strategy to prevent the misoperation.

The primary objective is to ensure that IBDGs do not adversely affect the function-

ality of the protective scheme’s negative sequence voltage-polarized element.

Chapter 5 shows the advantages of employing optimization algorithms instead of

numerical iteration approaches in coordinating protective relays. It specifically fo-

cuses on metaheuristic techniques like Particle Swarm Optimization (PSO) and Ge-

netic Algorithm (GA), emphasizing how optimization algorithms enhance the effi-
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ciency and effectiveness of relay coordination.

Chapter 6 demonstrates miscoordination issues with overcurrent protection devices

caused by temporary and transient changes in fault current during fault isolation. It

introduces a dynamic formulation approach designed to address and prevent coordina-

tion violations. It ensures optimal protection coordination and immunity to transient

changes during fault isolation in a mesh network.

Chapter 7 demonstrates the miscoordination of overcurrent protection schemes

caused by operational and topological changes. It presents a coordination strategy to

ensure optimal relay coordination immune to network topology changes and changes

in the short circuit capacity of fault-generating sources.

In Chapter 8, the dissertation concludes by summarizing its main contributions,

reviewing critical findings, and presenting potential avenues for future research.



CHAPTER 2: BACKGROUND AND LITERATURE REVIEW

This chapter offers a technical background emphasizing the two key areas addressed

within this dissertation: distribution generation and power system protection.

2.1 A Survey of Impact of Distributed Generations

The traditional grid exhibits a radial and centralized structure, with power gener-

ation located remotely from the loads. It is imperative to acknowledge the escalating

frequency of extreme weather events in recent years, which frequently disrupts electric

power supply, resulting in considerable hardships and, regrettably, fatalities [5, 6]. In

addition, heightened political and social awareness regarding the imperative to di-

minish carbon footprints and achieve net-zero electricity, driven by global warming

concerns, has prompted a shift toward adopting distributed generation. The decen-

tralization of the grid is a strategy to prevent global warming and address power

outages during extreme weather conditions. This approach concurrently serves dual

purposes: it curtails the emission of greenhouse gases by fostering the adoption of

clean energy resources and improves grid resilience through integrating distributed

generators [7, 8].

In summary, the decentralization of the grid emerges as a pivotal aspect of the

energy transition, promising to bolster resiliency, efficiency, and sustainability. Con-

sequently, substantial investments have been directed towards grid decentralization,

with projections estimating a staggering $3 trillion expenditure by the United States

over the next two decades [9, 10].
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2.1.1 Benefit of Decentralizing the Grid

• Decarbonized Grid: Unlike the traditional large rotating generators that emit

pollutants and greenhouse gases, clean Inverter-Based Distributed Generators

(IBDG) offer greater flexibility, and decentralization enables the seamless inte-

gration of a diverse array of clean, renewable sources such as solar PV, wind,

and biomass into the grid [11, 9, 10].

• Enhanced Resilience and Reliability: As highlighted in [12, 13, 14], the decen-

tralization approach reduces outages during extreme weather conditions, dis-

asters, or cyber-attacks by establishing microgrids capable of island operation

during disruptions. This reduces the vulnerability inherent in a traditional cen-

tralized grid.

• Ancillary Services: Distributed Energy Resources (DERs) can fulfill various an-

cillary service functions, including frequency regulation, reactive power/voltage

control, active loss balancing, and demand response services [15, 16, 17].

• Minimized Transmission Losses: In a decentralized system, the generation units

are situated close to the loads, resulting in reduced transmission distance com-

pared to the conventional centralized grid. Numerous studies have demon-

strated the enhancement of line loss and voltage profiles in decentralized sys-

tems [18, 19, 20]. The authors illustrated the reduction of line losses on North

American distribution feeders by introducing Distributed Generators (DGs)

in [18]. However, It is worth noting that power loss in the network exhibits

a parabolic relationship with DG size, reaching a minimum before increasing

with further size increments [21, 22].
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2.1.2 Challenges of Decentralizing the Grid

Despite the advantage of the decentralized grid, it comes with notable challenges

because of its complexity. The decentralization of the grid increases its interconnec-

tivity and causes a bi-directional power flow. Below are some challenges and solution

approaches:

• Power Quality Issue: Power quality challenges emerge when different types of

distributed generators’ are integrated into the distribution network. The main

concerns encompass voltage deviations, voltage flicker, and harmonics, with the

primary power quality issues stemming from inverter-based sources.

– Grid Stability: While a Synchronous Generator (SG) has a comparatively

milder impact on grid stability because of its rotating mass, the increasing

penetration of IBDGs introduces a greater threat due to their low inertial

and low damping effects, potentially leading to frequency instability [23,

24, 25, 26, 27]. To address these challenges, various literatures propose the

incorporation of virtual inertial systems to emulate synchronous generators

and the implementation of damping control concepts [25, 26, 27, 28, 29,

30]. It’s crucial to note that optimizing damping parameters based on

aggregated systems might not yield identical stability performance when

applied to the complete power grid, as outlined in [29]. Consequently, it

becomes imperative to consider the full system dynamics when devising

control strategies for frequency stability in low-inertia systems.

– Harmonic Distortion and Voltage Deviations: These include overvoltage,

undervoltage, and frequency distortions. A solution lies in effectively ad-

dressing these complex problems through strategic siting and sizing of DG.

While DGs seldom cause over-voltage, precautions must also be taken to

prevent under-voltage situations when disconnecting DGs. Optimization
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approaches, detailed in [31, 32, 33, 21, 22, 34], have been employed to

effectively prevent harmonic distortions and voltage deviation issues, opti-

mizing DG siting, sizing, and filter configurations.

• Changes to Traditional Electric Market: In conventional markets, actual gen-

eration quantities are known, with the load being the only uncertain factor

requiring forecasting. However, the proliferation of IBDGs has reshaped the tra-

ditional electricity market dynamics, introducing increased pricing dynamism to

account for uncertainties and intermittencies associated with these DGs [35, 36].

Discussions in [37, 38] delve into pricing models considering the uncertainties

and intermittencies of solar and wind generating systems. Additionally, they

present contract and pricing models that incorporate the utilization of DGs for

ancillary services, such as frequency and voltage regulation support.

• Misoperation of Protection Scheme: Traditionally, protection schemes were

tailored for the conventional grid structure, characterized by centralized syn-

chronous generators. However, the recent appeal for grid decentralization re-

sults in bidirectional power flows and an increased fault current magnitude.

Additionally, the status of line switches determines the fault magnitude and

direction [39, 40, 41, 42] as a result of network reconfiguration in modern grids.

The consequence of this DG penetration is the miscoordination of protection

devices and the misoperation of protection elements, leading to issues such as

sympathetic tripping, blinding of protection elements, and nuisance tripping [43,

44, 45, 46, 47, 48]. The miscoordination of protection devices in the presence of

DG is discussed by authors [49, 50, 51, 52].

A common remedy for misoperation involves disconnecting the DG during a

fault to maintain traditional fault characteristics familiar to conventional protec-

tion schemes, preventing misoperations. However, this solution becomes imprac-
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tical due to the introduction of standards such as IEEE 1547 and IEEE 2800.

These standards mandate DGs to remain connected to the grid during fault

conditions, ensuring they ride through faults without disconnection [53, 54].

– Sympathetic Tripping A sympathetic trip occurs when a protection de-

vice operates incorrectly or undesirably during a fault, resulting in the

disconnection and de-energization of the healthy section of the network.

This issue may arise due to inaccuracies in protection relay settings or

unanticipated/non-conventional characteristics of network faults.

To illustrate, The sympathetic tripping of the overcurrent element is dis-

cussed in [55, 56, 57, 58, 59, 60] and can be described using the simple

circuit depicted in Fig. 2.1. Assuming relays R1, R2, and R3 are con-

figured and coordinated with time overcurrent reclosing elements (ANSI

51X and 79). The fault current observed downstream of relay R2 increases

when a Distributed Generator (DG) is introduced at either location x or

y. Furthermore, the fault current direction sensed by R3 differs when DG

is integrated at location y compared to location x.

For instance, if DG is integrated at location y, recloser R2 may operate per-

manently for a temporary fault at it’s downstream; this occurs because the

fault current seen by R2 increases while the contribution seen by R1 dimin-

ishes. Additionally, if DG is integrated at location y, R3 may operate faster

than R2 because R2 is not coordinated with R3, leading to unintentional

islanding and causing an outage in the healthy zone (Load 2 and Load 3).

These false trips can be prevented by incorporating directional elements to

supervise the operation of the overcurrent element [56, 57, 59, 60]. Adap-

tive relay settings were adopted by [58, 61, 62, 63, 51, 52] to accommodate

varying network scenarios. Another solution approach is using current lim-

iters, which can be employed to minimize the fault contribution [64, 65].
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Figure 2.1: A Simple radial single line drawing

The investigation into the occurrence of false tripping in frequency-based

elements (ANSI 81) when Distributed Generators (DG) are present was

explored by authors in [66, 67]. In their study, the proposed solution

by [67] involves determining the rate of change of frequency measuring

time window by using the natural resonance frequency of the DG system.

Another suggested solution is supervising the fluctuation’s direction by

modifying the element’s logic.

An example of false tripping of distance element is the overreach of the

distance element after unintentional tripping of DGs has also been inves-

tigated [68, 69, 70, 71], communication assisted schemes were introduced

as a viable solution in [68], while an alternative approach was proposed

in [69], employing a machine learning technique to detect DG tripping and

implementing a blocking scheme to oversee the distance element.

The false tripping of the directional element has been investigated in [59,

60, 72]; this misoperation is primarily attributed to the fault characteristics

of Inverter-based generators during fault ride-through conditions. The

authors suggested a high-frequency impedance-based protection scheme

in [60], while an alternative approach using superimposed impedance-based

logic is proposed in [72]. In our work in [73], we’ve presented a solution
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based on adjusting conventional settings, detailed in this dissertation.

– Blinding of Protection Element Blinding of the protection element can be

described as the failure of the protection element to detect and/or respond

appropriately to a fault or abnormal condition within the system. The fail-

ure of protection elements to detect and isolate faults due to DG integration

has been discussed in several literature [39, 40, 42, 44, 45, 46, 47, 63, 70].

An instance of blinding in an overcurrent element is depicted in Fig. 2.1.

After integrating a DG at location x, the fault current observed by relay

R1 diminishes. This reduction in fault current may hinder relay R1 from

operating within the expected time frame, effectively causing blinding. In

this scenario, the DG integrated at location x blinds relay R1. The authors

in [39, 74, 75, 44, 46, 63] describe the blinding of protection impacting the

coordination of overcurrent protection devices; proposed solutions encom-

pass adaptable protection coordination schemes.

A typical occurrence of blinding in a distance element is the underreach

of the distance element [76, 77, 78, 79]. The distance element operates

based on impedance and defines its reach as the impedance value at which

the element is triggered. In the provided diagram 2.2, the zone of reach

encompasses Line 1 and Line 3, with the configured impedance on the

relay settings being the sum of impedances in Line 1 and 3. The element

responds if the fault falls within its zone of reach, i.e., when the impedance

seen by the relay is less than the configured impedance.
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Figure 2.2: A Simple circuit illustrating the underreach of distance element

To illustrate underreach in the presence of a remotely fed DG, let’s consider

a case where the configured reach of the distance relay is Line 1 and Line

3. In the event of a fault at Line 3, the fault current is supplied by both

Line 1 and the DG in Line 2, with the DG contributing a remote infeed.

Equation 2.1 represents the relay impedance setting (Zreach), assuming no

DG. However, after integrating the DG, the impedance measured by the

relay (Zmeas) increases, effectively blinding the relay from operating. This

increase in impedance is a consequence of the fault current contribution

by the DG, as detailed in equations 2.2 through 2.5.

To address this issue, an improved scheme based on delay and zero-sequence

impedance was introduced by [79]. Additionally, a communication-assisted

scheme was put forth by [80], and an alternative solution was presented

by [81, 82], which involved a traveling wave-based distance element to pre-

vent the misoperation.

Zreach = (Z1 + Z3) (2.1)

Vmeas = I1 × Z1 + µZ3(I1 + I2) (2.2)
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I3 = I1 + I2 (2.3)

Zmeas =
I1 × Z1 + µZ3(I1 + I2)

I1
(2.4)

Zmeas = (Z1 + Z3) + (
I2)

I1
)Z3 (2.5)

Underreach phenomena: Zmeas > Zreach

where:

Zreach : Relay impedance setting or reach

Z1 : Impedance associated with line1

Z3 : Impedance of line3 up to the point of fault F

Vmeas : V oltage measured by relay during fault

Zmeas : Actual Impedance measured by relay during fault

I1 : Fault current flowing through impedance Z1

I2 : Fault current contribution by DG from Line2

I3 : Fault current flowing through line3 after the fault at point F

It’s crucial to recognize that sympathetic tripping and blinding of pro-

tection elements can result in the misoperation of protection devices or

lead to protection miscoordination. The solutions explored in the existing

literature can be summarized as follows:

1. Disconnecting DG: This involves isolating the Distributed Generator

(DG) during faults [39, 40, 41, 42, 43, 44].

2. Fault Current Limiters (FCL): Utilizing FCL to diminish the contri-

bution of faults [64, 65, 58].

3. Communication-Assisted Protection Scheme: Implementing schemes

that use communication for enhanced protection [62, 63, 68, 80].

4. Adaptable Protection Scheme: Employing protection schemes that can
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adapt to varying network conditions [61, 62, 63, 75].

5. Modification of Traditional Relay Settings: Adjusting conventional

relay settings to improve performance [60, 72, 79, 82, 73].

6. Modification of Inverter Controller: Modifying the controller of invert-

ers to enhance protection [83, 84, 85, 86].

According to NERC, The misoperation of the power system protection system

is a result of the following eight types of causes [87]:

• AC and DCs system: This includes misoperations caused by Current Trans-

former (CT) Saturation, Potential Transformer (PT) transient responses, DC

noise, wiring problems, or wiring damage

• Personnel Error: This includes misoperation mistakes caused by technicians

during commissioning or maintenance activities

• Relay Settings: This cause includes misoperations due to errors in the issued

setting, including setting errors caused by inaccurate modeling

• Communication Failures: This cause includes misoperations due to failures

in the communication systems associated with protection schemes, including

misoperations caused by loss of carrier, spurious transfer trips associated with

noise, communications provider errors resulting in poor performance of commu-

nications, loss of fiber optic communication equipment, or microwave problems

associated with signal loss or degradation

• Relay Malfunction: This includes situations where correct relay settings without

error are configured, but the relay fails to operate during fault or is unneces-

sarily operated. To resolve this, the utility will always work with the relay

manufacturers to find a solution
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• Unknown/Unexplainable Cause: This includes misoperation that the root cause

has not been known and is still under technical investigation

In Fig. 2.3 [1], the data illustrates the frequency of misoperations in the western

interconnection over the past seven years. These misoperations are categorized

into two groups: those attributed to settings and relay malfunctions and those

caused by other factors.

Figure 2.3: Western interconnection misoperation between 2016 and 2022 [1]

Despite a gradual reduction in misoperations over the last seven years, approxi-

mately 60% of protection system misoperations can be attributed to relay mal-

functions and incorrect settings [1]. However, considering the implementation

of IEEE 1547 and IEEE 2800 in 2022, the number of misoperations is expected

to increase. Given that the central theme of this dissertation revolves around

power system protection, the subsequent section will delve into a comprehensive

exploration of power system protection.

2.2 Overview of Power System Protection

The primary goal of power system protection is to detect faults in an electrical

power system and isolate them as quickly as possible to ensure the rest of the

system can continue to operate safely. Faults are any abnormal flow of electric
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current caused by insulation breakdown, which can be due to lightning strikes,

snowstorms, falling trees, aging insulation, etc. The power system protection

operation is based on principles and guided performance criteria highlighted

below.

2.2.1 Power System Protection Sequence of Event

The sequence of events in power system protection is a series of steps to detect

faults or abnormalities within an electrical power network and take necessary

actions to safeguard the system. Here’s a generalized sequence of events in

power system protection:

1. Fault Incidence: An abnormal condition, such as a fault, occurs some-

where within the power system due to reasons like insulation breakdown,

equipment failure, lightning strikes, or other disturbances.

2. Sensor Detection: Current Transformers (CTs) and Potential Transform-

ers (PTs) detect variations in current and voltage parameters across the

system.

3. Fault Identification and Relay Operation: Protection relays monitor sys-

tem parameters and analyze sensor outputs. They utilize predefined logic

or protection algorithms based on the protection principles to determine

the presence and type of fault before sending a trip signal to the affected

area’s associated circuit breakers or switching devices.

4. Circuit Breaker Operation: The circuit breakers, upon receiving the trip

signal, swiftly disconnect the faulty section or equipment from the rest of

the system. This action isolates the fault, preventing its propagation and

minimizing potential damage to the network.

5. Fault Clearance: Once the faulty section is isolated from the grid, the
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maintenance personnel can investigate and repair the affected equipment

before the system is restored to normal operation.

The research work in this dissertation is focused on fault identification and relay

operation.

2.2.2 Power System Protection Principle

Protection principles are the specific fundamentals required for the design and

operation of protective relays and devices within electrical power systems; the

principles include:

1. Differential Protection: Differential relaying compares currents entering

and leaving a protected zone. It detects internal faults by identifying any

imbalance between these currents, signaling the presence of a fault within

the protected zone.

2. Distance Protection: Typically, Distance relays operate based on impedance

measurement to determine the distance to a fault from the relay location.

They operate when the measured impedance surpasses a predetermined

threshold, indicating a fault.

3. Overcurrent Protection: Overcurrent relays detect abnormal current levels

in a protected zone, indicating a fault. They operate when the current

exceeds a predefined threshold,

4. Overflux Protection: Overflux relays safeguard transformers from excessive

magnetic flux, which can lead to core saturation and overheating. These

relays detect and prevent high flux levels within the transformer core.

5. Frequency Protection: Frequency relays operate when the system fre-

quency deviates from the acceptable range, signaling a deviation from nor-

mal operating conditions. They may trigger actions such as load shedding
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to stabilize the system.

6. Voltage Protection: Voltage relays operate when the system voltage de-

viates from the acceptable range, indicating potential system faults or

abnormalities.

7. Directional Protection: Directional relays operate based on the direction

of fault current flow

The research work in this dissertation encompasses directional and overcurrent

protection principles.

2.2.3 Power System Protection Performance Metrics

The performance criteria collectively guide the design, implementation, and

maintenance of protective systems within electrical power networks, aiming to

ensure the power system’s safety, reliability, and stability under normal and

abnormal operating conditions. Some essential power system protection criteria

include:

1. Selectivity: Protective devices should isolate only the affected part of the

system during a fault while maintaining the rest of the network operational.

The aim is to ensure maximum continuity of service with minimum system

disconnection.

2. Reliability: Protective devices must operate accurately by detecting in-

zone and out-zone faults

3. Sensitivity: Protection devices should be able to identify fault regardless

of level of severity

4. Speed: Protective devices should operate swiftly to isolate faults and min-

imize the impact on the rest of the system; however, an intentional delay is
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required to coordinate the primary and backup protection device or avoid

tripping temporary faults

5. Cost and Simplicity: The protection system’s design should be simple and

at a reduced cost while ensuring that other performance criteria are met.



CHAPTER 3: FAULT CHARACTERISTICS OF INVERTER BASED

GENERATORS

The impact of inverter-based generation on power system protection has been

a predominant research area because the proper operation of the protection

schemes is critical to the reliability of the power system and also important for

the safety of public and electrical grid equipment. The increased modernization

of the grid and the need to generate clean energy resources have led to the

increased adoption of Inverter-Based Distributed Generators (IBDG). Hence, it

is important to understand the fault behavior of the different types of generators,

this will help to adapt the traditional protection scheme to operate seamlessly.

The misoperation of traditional schemes as a result of IBDG integration was

identified in Chapter 2, including false tripping, blinding of protection devices,

etc.

To maximize the full benefit of IBDG, it is imperative to develop protection

schemes that are compatible and adaptable to the increased integration of IB-

DGs. However, to develop this protection scheme, detailed knowledge of the

behavior of the distributed generator needs to be investigated. This chapter

solely focuses on this investigation. The simulations were done on EMTP-RV

to illustrate the fault characteristics. A 33kV radial test system shown in Fig. 3.1

is used for this study. The point of interconnection (POI) of the DG is bus 1,

the substation is located at bus 2, the current and voltage are measured at bus

X, and faults are applied at bus 3 in the different scenarios. The three types

of faults simulated are Three phase-to-ground faults, double phase-to-ground
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faults, and single phase-to-ground faults. The sequence and phase components

for current and voltage are analyzed for fault types and generators.

Figure 3.1: 33kV Test System

3.1 Main Contribution

This chapter aims to fully understand distributed generators’ fault behaviors,

including synchronous and inverter-based generators. As such, the following

contributions are achieved

– Modeled inverter-based generator with a different control architecture

– Presented and compared the fault characteristics of synchronous generators

and inverter-based generators with the different control architecture

The parameters compared are the phase and sequence component for voltage

and current; the magnitude and angle of the phase and sequence component

are considered.

The investigation considers inverter generators, including a Doubly Fed Induc-

tion Generator (DFIG) and four types of Full-Scale Converters (FSC) with dif-

ferent control schemes. The investigation and result of this work were published

in 2022 [88]
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3.2 Fault Characteristics of Synchronous Generator

The type of generator used in a traditional grid is the synchronous generator; the

fault characteristic is well established and can be modeled by an R-L circuit and

a voltage source behind an impedance. The fault current (if (t)) contribution of

the synchronous generator can be estimated using (3.1). It comprises a transient

and steady-state component. The transient component is the DC component,

which determines the maximum magnitude at fault time t=0. The fault current

decreases from (3.2) to (3.3).

if (t) =
√
2Vt

[(
1

X ′′
d

− 1

X ′
d

)
e

t
T ′′
d +

(
1

X ′
d

− 1

Xd

)
e

t
T ′
d +

1

Xd

]
sin (ωt+ α− 90)

(3.1)

if (t) =

√
2Vt

X ′′
d

(3.2)

if (t) =

√
2Vt

Xd

sin (ωt+ α− 90) (3.3)

Where:

if (t) : Fault Current Contribution of Synchronous Generator at time (t)

Vt : Terminal V oltage of Synchronous Generator at time (t)

Xd : Synchronous ReactanceF

X ′
d : Transient Reactance

X ′′
d : Subtransient Reactance

T ′
d : Short− Circuit Transient T ime Constant

T ′′
d : Short− Circuit Subtransient T ime Constant
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The fault current of a conventional distribution or transmission line is deter-

mined by the power system impedance, including the generator’s short circuit

impedance and line impedance. The low values of system impedance readily

result in high fault currents in alignment with Ohm’s law. The test system in

Fig. 3.1 is used, and the DFIG is replaced with a synchronous generator; the re-

sult from three fault cases: Three-phase to ground fault, double phase to ground

fault, and single phase to ground fault is analyzed. The phasor representation

of the sequence component of the fault voltage and current are illustrated in

Fig. 3.2 while the magnitude of the phase and sequence component is shown in

Table 3.1; from the phasor plots, it can be seen that the positive sequence and

negative sequence fault characteristics are inductive and capacitive respectively,

for three phases to ground fault, the negative sequence and zero sequence cur-

rent is zero; while for single phase to ground fault, the positive, negative, and

zero sequences are approximately the same value, this aligns with the theoretical

calculation.

(a) (b) (c)

Figure 3.2: SG scenario: Phasor representation of the fault current and voltage se-
quence component (a) ABC-G Fault (b) AB-G Fault (c) A-G Fault

3.3 Fault Characteristics of Double Fed Induction Generators (DFIG)

The DFIG is an inverter-based generator with two converters (the rotor side

controller and grid side controllers). Authors in [89, 90, 91] describe the impact
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Table 3.1: SG Scenario: Magnitude of the Fault Current and Voltage Sequence Com-
ponent

ABCG (P.U.) ABG (P.U.) AG (P.U.)
Imag (faulty phase) 5.5 5.5 3.8
Vmag (faulty phase) 0.38 0.38 0.38
I (positive sequence) 5.5 3.1 1.2
I (negative sequence) 0 0.8 1.3
I (zero sequence) 0 2.3 1.19
V (positive sequence) 0.38 0.6 0.82
V (negative sequence) 0 0.3 0.12
V (zero sequence) 0 0.2 0.3

of DFIG on power systems. The stator of the induction generator is directly

connected to the grid, and the rotor is connected to the grid through a rotor-

side converter (AC-DC) and grid-side converter (DC-AC); both converters have

independent two-level controller; the dq-frame current controller and the ac

voltage reference controller. A large current is expected to flow through the

stator loop during fault events. This will induce a high voltage in the rotor

side, causing a high current flow. The rotor current is limited by the Rotor

Side Control (RSC); the RSC will disconnect if the current goes beyond the

converter rating to avoid damage. At this period, the GSC cannot transmit

rotor power to the grid because the POI voltage is less than the rotor voltage.

However, Low Voltage Real Time (LVRT) can be implemented on DFIGs using

auxiliary hardware or modifying the control strategy. The common auxiliary

hardware solution is the introduction of a crowbar to reduce the rotor’s current,

which also allows the GSC to operate as a static VAR compensator. Other aux-

iliary hardware solutions include the use of a dynamic voltage restorer, which

is a voltage source inverter [92]; it incorporates a Passive Resistance Network

(PRN) in series with the stator side to damp synchronous frame stator flux

oscillations. The authors in [93, 94] proposed the modification of the control ar-

chitecture: [92] presented a feedforward transient compensation control method
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to limit transient rotor current, while [93] implemented a virtual impedance to

control the stator current during fault the virtual impedance was implemented

in the rotor side current control loop.

To illustrate the fault characteristics of DFIGs, Figure 3.3 is the block diagram

of the DFIG model that was integrated with the single line diagram in Fig. 3.1;

it is a common type of DFIG with crowbar implementation. This DFIG model is

described in [95]. During a fault, the GSC operates as a static VAR compensator

to satisfy the LVRT requirement. Typically, the fault behavior of a DFIG is

determined by both the control system and the electrical parameters of the

machine. Equations (3.4) and (3.5) are used to compute an approximation of

the negative-sequence impedance Z−
WTG [96].

Figure 3.3: Block diagram of a DFIG showing the control blocks

|Z−
WTG| =

2√
|Y SFR

ds |2 + |Y SFR
qs |2 − 2|Y SFR

ds ||Y SFR
qs | sin(ϕSFR

Y ds − ϕSFR
Y qs )

(3.4)
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̸ ϕZ−
WTG

≈
|Y SFR

qs | sin(ϕSFR
Y qs ) + |Y SFR

ds | sin(ϕSFR
Y ds )

|Y SFR
ds | sin(ϕSFR

Y ds ) + |Y SFR
qs | sin(ϕSFR

Y qs )
(3.5)

Where:

Z−
WTG : Negative sequence component impedance of the DFIG

ϕZ−
WTG

: Phase angle of Z−
WTG

Y SFR : A function of the machine electrical parameters, the RSC

parameters, and the measurement filter parameters

ϕSFR : Phase angle of Y SFR

Y SFR
ds : d component of Y SFR

Y SFR
qs : q component of Y SFR

ϕSFR
Y ds : d component of ϕSFR

ϕSFR
Y qs : q component of ϕSFR

Table 3.2 shows the magnitude of the phase current, phase voltage, and the mag-

nitude of its sequence component during AG, BCG, and ABCG fault conditions.

Figure 3.4 displays the phasor representation of the sequence components. The

fault characteristics of a DFIG are similarly inductive to an SG, but the cur-

rent amplitude is much lower, and the post-fault voltage phase and frequency

deviate more from pre-fault when compared to SG. The magnitude of the neg-

ative and zero sequence components is smaller than SG but significant during

an unbalanced ground fault; the relative phase angle between the voltage and

current sequence component is like SG.
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(a) (b) (c)

Figure 3.4: DFIG Scenario: Phasor representation of the fault current and voltage
sequence component (a) ABC-G Fault (b) AB-G Fault (c) A-G Fault

Table 3.2: DFIG Scenario: Magnitude of the Fault Current and Voltage Sequence
Component

ABCG (P.U.) ABG (P.U.) AG (P.U.)
Imag (faulty phase) 1 1.05 1.6
Vmag (faulty phase) 0.05 0.2 0.25
Ipos (I1) 1 1.18 1.2
Ineg (I2) 0 0.55 0.39
Izero (I0) 0 0.6 0.8
Vpos (V1) 0.05 0.3 0.7
Vneg (V2) 0 0.28 0.2
Vzero (V0) 0 0.2 0.3

3.4 Fault Characteristics of Full-Scale Converters (FSC) Genertors

Typically, the type-IV Wind Turbine Generator (WTG) and PV/battery inverter-

based generator are similar setups shown in Fig 3.5; they both comprise two

converters: the grid side converter (DC-AC converter) and the second converter

varies for WTG and PV/battery-based generator. It is an AC-DC converter for

type IV WTG and DC-DC for PV/battery-based inverter generators. The grid-

side control’s architecture determines the behavior of the FSC generators, and

the FSC generator’s impedance can be estimated using (3.6).
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Figure 3.5: A simplified block diagram for an FSC-based generator

|Z−
WTG| =

R + jX +Hfilter(H
g
PI −R + jX)

1−Hfilter

(3.6)

Where:

Z−
WTG : Negative sequence component impedance of the DFIG

R : Resistance of the choke filter

X : Ractance of the choke filter

Hfilter : Complex gain of the measurement filter at the network frequency

Hg
PI : Complex gain of the PI controller at twice the grid frequency

The grid side controls the architecture of a grid-following inverter and comprises

the current controller; current-controlled VSI can be classified into Coupled Se-

quence Control (CSC) and Decoupled Sequence Control (DSC) controlled in-

verters. The CSC controls the phase currents, while the DSC independently

controls positive or negative sequence currents injected at the Point of Inter-

connection (POI). The control architecture varies for different inverter manu-

facturers. Four control architectures are considered in this study.
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3.4.1 Coupled Sequence Control (CSC) Architecture

Figure 3.6 presents a simplified block diagram of the CSC section of a Grid Side

Controller (GSC); the phase current (Iabc) is measured and transformed to the

DQ rotating reference frame without decoupling the sequence component, this

measured DQ is compared with a reference DQ value based on a defined control

objective such as reactive power control, voltage control, power factor controls,

etc. To illustrate the fault characteristics of a CSC, the IBDG in Fig. 3.1 is

changed to an FSC with a CSC architecture (FSC-CSC).

Figure 3.6: A simplified block diagram of the CSC section of a GSC

Table 3.3 shows the magnitude of the phase current, phase voltage, and se-

quence component during AG, BCG, and ABCG fault conditions of an FSC-

CSC. Fig. 3.7 displays the phasor representation of the sequence components.

The magnitude of the phase voltage and current are similarly small, like a DFIG.

The magnitude of the negative and zero sequence components is smaller com-

pared to DFIG and SG during an unbalanced ground fault. The difference in

phase angle of the voltage and current sequence components are representations

of a non-inductive system because I1 does not lag V1 by approximately 90, and

I2 does not lead V2 by approximately 90 during fault conditions.

3.4.2 Decoupled Positive Sequence Control (DPSC) Architecture

The Decoupled Positive Sequence Control (DPSC) Architecture is a decoupled

sequence control in which only the positive sequence is extracted from the mea-
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(a) (b) (c)

Figure 3.7: FSC-CSC Scenario: Phasor representation of the fault current and voltage
sequence component (a) ABC-G Fault (b) AB-G Fault (c) A-G Fault

Table 3.3: FSC-CSC Scenario: Magnitude of the Fault Current and Voltage Sequence
Component

ABCG (P.U.) ABG (P.U.) AG (P.U.)
Imag (faulty phase) 1.18 2 1.6
Vmag (faulty phase) 0.05 0.3 0.3
Ipos (I1) 1.18 1.15 1.15
Ineg (I2) 0 0.1 0.08
Izero (I0) 0 0.72 0.75
Vpos (V1) 0.05 0.45 0.7
Vneg (V2) 0 0.4 0.3
Vzero (V0) 0 0.25 0.28

sured PCC signal and controlled, while the negative sequence component of

the POI signals is filtered. Figure 3.8 shows a simplified block diagram of the

DPSC section of a Grid Side Controller (GSC). The POI voltage and current

are measured and then transformed to the DQ rotating reference frame. The

positive sequence components are extracted from the DQ frame before feeding

to the controllers. This ensures the inverter current injection remains balanced

irrespective of the grid or grid fault condition imbalance. This control is seldom

used for WTG to avoid using a large capacitor required to absorb ripples caused

by the unbalanced POI current [97]. However, the current’s balanced nature

suppresses the injected current’s negative sequence component.



32

Figure 3.8: A simplified block diagram of the DPSC section of the GSC architecture

To illustrate the fault characteristics of a DPSC, the IBDG in Fig. 3.1 is changed

to an FSC with a DPSC architecture (FSC-DPSC). Fig. 3.9 displays the phasor

representation of the sequence component by the DPSC type inverter during

a Single line-to-ground (SLG) fault. The simulation is done using a Typhoon

virtual simulator. The injected current at the POI is balanced and has only a

positive sequence component, while the voltage remains unbalanced.

(a) (b) (c)

Figure 3.9: Phasor representation of the fault current and voltage sequence component
for FSC with DPSC architecture (a): ABC-G Fault, (b): AB-G Fault, (c) A-G Fault

3.4.3 Decoupled Positive and Negative Sequence Control (DPNSC)

Architecture

The Decoupled Positive and Negative Sequence Control (DPNSC) Architec-

ture is a type of decoupled sequence control in which the positive and negative

sequence components of the PCC current are decoupled and controlled indepen-

dently. Figure 3.10 shows a block diagram of the DPNSC section of the GSC; the
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decoupling is achieved by generating an oscillating signal from a combination of

a low-pass filter (LPF) with double line frequency park transform (P−2
dq ,P+2

dq ),

which is then subtracted from single line frequency park (P+1
dq ,P−1

dq ) transformed

signal [95]. The output is a positive and negative sequence component of the

POI current, which is then controlled independently.

Figure 3.10: A simplified block diagram of the DPNSC section of the GSC architecture

To illustrate the fault characteristics of a DPNSC, the IBDG in Fig. 3.1 is

changed to an FSC with a DPNSC architecture (FSC-DPNSC).Table 3.4 shows

the magnitude of the phase current, phase voltage, and the magnitude of its

sequence component during AG, BCG, and ABCG fault conditions. Fig. 3.11

displays the phasor representation of the sequence component. The magnitude

of the phase voltage and current are similar to a DFIG. The magnitude of the

negative and zero sequence components is more than an FSC-CSC but less

than DFIG and SG during an unbalanced ground fault. The difference in phase

angle of the voltage and current sequence component is not inductive during

fault conditions.

3.4.4 Modified-Decoupled Positive and Negative Sequence Control

(M-DPNSC) Architecture

The Modified Decoupled Positive and Negative Sequence Control (M-DPNSC)

architecture is achieved by modifying DPNSC with the incorporation of the

German VDE-AR-N 4120 grid code [2]; the German grid code aims to mimic
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(a) (b) (c)

Figure 3.11: FSC-DPNSC Scenario: Phasor representation of the fault current and
voltage sequence component (a) ABC-G Fault (b) AB-G Fault (c) A-G Fault

Table 3.4: FSC-DPNSC Scenario: Magnitude of the Fault Current and Voltage Se-
quence Component

ABCG (P.U.) ABG (P.U.) AG (P.U.)
Imag (faulty phase) 1.2 1.7 1.7
Vmag (faulty phase) 0.05 0.3 0.3
Ipos (I1) 1.18 1 1.05
Ineg (I2) 0 0.32 0.32
Izero (I0) 0 0.75 0.8
Vpos (V1) 0.05 0.44 0.72
Vneg (V2) 0 0.4 0.22
Vzero (V0) 0 0.25 0.25

the traditional synchronous generator such that the inverter injects a negative

sequence current and the injected current is proportional to a change in the

negative sequence voltage using (3.7). Figure 3.12 shows the K-factor slope,

which defines the relationship between the negative sequence component of in-

jected current and the negative sequence component of the POI voltage [2].

The simplified block diagram of the implementation of (3.7) in the inverter

GSC architecture is described in Fig. 3.13

K =
∆I−

∆V − (3.7)
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Figure 3.12: Plot of the relationship between POI voltage and current negative se-
quence component

Figure 3.13: Implementation of German grid code in the GSC control [2]

To illustrate the fault characteristics of an M-DPNSC, the IBDG in Fig. 3.1 is

changed to an FSC with an M-DPNSC architecture (FSC-M-DPNSC). Table 3.5

shows the magnitude of the phase current, phase voltage, and its sequence

component during AG, BCG, and ABCG fault conditions. Figure 3.14 displays

the phasor representation of the sequence component. The magnitude of the

phase voltage and current are similar to DFIG. The magnitude of the negative

and zero sequence components is greater than an FSC-DSC-1N but less than

an SG during an unbalanced ground fault. The difference in phase angle of the

voltage and current sequence component is also inductive.
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(a) (b) (c)

Figure 3.14: FSC-M-DPNSC Scenario: Phasor representation of the fault current and
voltage sequence component (a) ABC-G Fault (b) AB-G Fault (c) A-G Fault

Table 3.5: FSC-M-DPNSC Scenario: Magnitude of the Fault Current and Voltage
Sequence Component

ABCG (P.U.) ABG (P.U.) AG (P.U.)
Imag (faulty phase) 1.2 1.3 1.5
Vmag (faulty phase) 0.05 0.3 0.3
Ipos (I1) 1.18 0.7 0.9
Ineg (I2) 0 0.5 0.4
Izero (I0) 0 0.65 0.78
Vpos (V1) 0.05 0.44 0.7
Vneg (V2) 0 0.38 0.22
Vzero (V0) 0 0.25 0.28

3.5 Summary of Investigation and Future Direction

This chapter explored the dynamic behavior of fault characteristics in Inverter-

Based Distributed Generators (IBDGs). The investigation highlighted that

IBDGs demonstrate a distinct fault behavior, especially regarding their fault

current contributions compared to traditional generators like synchronous and

induction types, potentially causing traditional protection schemes to misoper-

ate.

Furthermore, the insights gained into the fault characteristics of IBDGs under-

score the importance of a holistic approach to power system protection. This

entails adapting existing protection schemes and embracing advanced technolo-

gies and methodologies to ensure that the protection architecture evolves in
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tandem with the integration of IBDGs. As we continue to integrate more re-

newable and inverter-based resources into the power system, the lessons gleaned

from this chapter will prove invaluable in steering the direction of future research

and development efforts in power system protection.

The analysis pointed out that inverter-based generators could compromise the

performance of conventional protection systems by highlighting the difference

in fault characteristics of IBDG and synchronous generators. The uniqueness

of IBDG fault characteristics can be attributed to its restricted short circuit

current capacity, which results from the limited thermal capacity of the power

electronic component. This current limitation and lack of inertia make IBDG a

weak generating source. The main findings can be summarized as follows:

– For full-scale converters, IBDG fault current characteristics are determined

by the grid side control architecture;

– For doubly fed induction generator, the characteristics of the fault current

are determined by the electric parameters of the machine and the rotor

side control architecture;

– The limited magnitude of phase current can lead to the misoperation of

phase-based elements such as the phase overcurrent element;

– The limited magnitude of the current sequence component can cause misop-

eration of sequence-based elements, such as the mho distance element,

negative and zero sequence overcurrent element;

– The power factor and phase angle of the sequence component of an inverter-

based generator can be inductive, capacitive, or resistive, depending on

the inverter control architecture. This non-inductive characteristic can

misoperate the polarization of fault in traditional directional element, mho

distance element, and misclassification of faults
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Addressing these misoperations involves two main strategies:

– Modification of the Inverter Control Architecture -This includes implemen-

tation of virtual impedance, virtual inertia, and control of injected current

sequence component

– Modification of the Protection Scheme - This includes modification of re-

lay parameters, adoption of traveling wave-based protection schemes, high

frequency-based protection schemes, and application of machine learning

in protection systems

To harness the full potential of IBDGs, more effort should be focused on mod-

ifying the inverter control architecture such that its fault characteristics can

mimic those of a conventional synchronous generator. The rise time of the con-

trol architecture should also be considered, as it can influence the response time

of the relay protection element.

In addition, more studies should be performed on adopting a traveling wave-

based protection scheme and applying artificial intelligence (AI) to power system

protection. The adoption of AI should be aided by advanced computing pro-

cessors and metering technology such that the input data required for machine

learning can be distort-less.

In summary, enhancing the integration of IBDGs into the power grid requires

a comprehensive grasp and effective management of their fault characteristics.

The obstacles outlined in this chapter serve not as mere hindrances but rather as

catalysts for innovation, driving us toward a future where the synergy between

clean energy and grid reliability is achieved.



CHAPTER 4: NEGATIVE SEQUENCE VOLTAGE POLARISED (NSVP)

DIRECTIONAL SCHEME MIS-OPERATION IN THE PRESENCE OF

IBDG: INSIGHTS AND PREVENTION

As outlined in chapter 3, the fault behavior of an IBDG differs from that of a

traditional synchronous generator, consequently impacting the performance of

conventional protection schemes. This chapter focuses on the negative sequence

voltage polarized directional scheme, commonly employed in bidirectional power

flow networks, to determine either forward or reverse fault direction.

A directional element is fundamental and indispensable to other protection

schemes because it is typically combined with other protection elements. Exist-

ing directional elements include phase directional elements, Positive-Sequence

Voltage Polarized (PSVP) directional elements, Negative-Sequence Voltage Po-

larized (NSVP) directional elements, and zero-sequence directional elements.

For the phase directional element, the operating quantity is the phase current

(IA, IB, and IC) while the polarizing quantity is the phase-phase voltage (VBC ,

VCA and VAB) of the un-faulted phases. The phase directional is susceptible

to misoperation during a Single Line-to-Ground (SLG) fault because the three

phases’ directional elements are independent. Equation (4.1) to (4.3) shows the

phase directional torque (TA, TB and TC) for the phase directional elements.

TA = |VBC ||IA| × cos [(̸ VBC)− ( ̸ IA)] (4.1)

TB = |VCA||IB| × cos [(̸ VCA)− (̸ IB)] (4.2)
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TC = |VAB||IC | × cos [(̸ VAB)− (̸ IC)] (4.3)

For the zero sequence directional element, the operating quantity is the zero

current (I0), while the polarizing quantity can be zero sequence voltage (V0) or

a current from an external source (IPOL). The main setback is the presence of

zero sequences mutual coupling, which can cause misoperation. Equations (4.4)

and (4.5) show the torque equation for zero sequence voltage polarized (T32V )

and zero sequence current (T32I) polarized directional element. ̸ Z0 is the zero

sequence line impedance angle. A positive torque value depicts forward direc-

tional fault, while a negative torque depicts reverse directional fault.

T32V = |3V0||3I0| × cos [̸ −3V 0 − (̸ 3I0 + ̸ Z0)] (4.4)

T32I = |3IPOL||3I0| × cos [̸ −3IPOL − (̸ 3I0 + ̸ Z0)] (4.5)

The Positive Sequence Voltage Polarized (PSVP) directional element operates

based on the positive sequence current (I1) as the operating quantity and the

positive sequence voltage (V1) as the polarizing quantity. However, while the

PSVP directional element performs effectively for three-phase faults, it may

experience misoperation during unbalanced faults due to the proximity of nom-

inal load and fault current values. Equation (4.6) presents the torque (T32P )

equation for the PSVP directional element, where Z1 represents the positive

sequence line impedance. A positive torque value depicts forward directional

fault, while a negative torque depicts reverse directional fault.

T32P = |3V1||3I1| × cos [̸ 3V 1 − (̸ 3I1 + ̸ Z1)] (4.6)

In the Negative Sequence Voltage Polarized (NSVP) directional element, the
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negative sequence current (I2) serves as the operating quantity, while the nega-

tive sequence voltage (V2) acts as the polarizing quantity. Unlike the PSVP, the

NSVP directional element demonstrates reliable performance for unbalanced

faults because the negative sequence fault contribution during fault is signifi-

cantly higher than the nominal load. The torque (T32Q) equation for the NSVP

directional element, presented in (4.7), incorporates the negative sequence line

impedance (Z2). The NSVP stands out as the most efficient option, as it is un-

affected by the limitations of PSVP and zero sequence directional elements. A

positive torque value depicts forward directional fault, while a negative torque

depicts reverse directional fault.

T32Q = |3V2||3I2| × cos [̸ 3V 2 − (̸ 3I2 + ̸ Z2)] (4.7)

For some instances of remote faults when the polarizing quantity (V2) might

be low, a compensating quantity can be introduced to increase the polarizing

quantity reducing (4.7) yield (4.10) [98]

T32QC = Re [(V2 − α× Zline×

I2) ×(Zline × I2)
∗(4.8)

Further simplifying (4.10) yield (4.11) [98]

Z2 =
Re[V2 × (I2 × ̸ Zline)

∗]

|I2|2
(4.9)

Where:

Zline : Angle of the line impedance which is known as the Minimum

Torque Angle (MTA)

Positive Z2 : Forward fault
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Negative Z2 : Reverse fault

Forward fault : Z2 < Forward threshold

Reverse fault : Z2 > Reverse threshold

Forward threshold < Reverse threshold

4.1 Main Contribution

Although the NSVP directional element excels compared to other directional

elements, its effectiveness can be compromised when fault characteristics deviate

from the traditional fault characteristics. Therefore, this chapter delves into its

performance when integrated with IBDGs. The investigation and outcomes of

this chapter were published in 2021 at the Applied Power Electronics Conference

and Exposition (APEC) conference [73], and the contributions are as follows:

– Investigated the misoperation of NSVP directional element in the presence

of IBDG, validating the unique fault behaviors of IBDGs

– Presented a prevention approach to address the identified misoperation

issues of the NSVP directional element

– Conducted a Hardware-in-the-Loop (HIL) case study to validate the misop-

eration of the NSVP directional element and verify the effectiveness of the

proposed prevention approach

4.2 Problem Formulation: Misoperation of NSVP Directional Element in

the Presence of IBDG

The NSVP is tailored for conventional fault characteristics. In a standard net-

work, an ideally balanced system produces negligible negative sequence com-

ponent values, with slight increases occurring as network imbalances increase.

Typically, power systems are maintained with balanced phases, resulting in

minimal negative sequence components during normal operation. However, in
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asymmetrical fault scenarios, the negative sequence experiences significant ele-

vation depending on the fault type. Equations 4.10 and 4.11 show the equation

for estimating the voltage and current negative sequence component.

V2 =

(
Va + (Vb · ej·240

◦
) + (Vc · ej·120

◦
)
)

3
(4.10)

I2 =

(
Ia+ (Ib · ej·240

◦
) + (Ic · ej·120

◦
)
)

3
(4.11)

Where:

Va : Phase A V oltage

Vb : Phase B V oltage

Vc : Phase C V oltage

V2 : Negative Sequence V oltage

Ia : Phase A Current

Ib : Phase B Current

Ic : Phase C Current

I2 : Negative Sequence Current

For a balanced normal operation, Assume:

Va = 120̸ 0◦

Vb = 120̸ 240◦

Vc = 120̸ 120◦

Ia = 5̸ 0◦

Ib = 5̸ 240◦

Ic = 5̸ 120◦

Substituting Va, Vb, Vc, Ia, Ib, Ic in (4.10) and (4.11) respectively will yield a

value of zero (V2 = 0, I2 = 0)

In the case of a Single-Line-to-Ground fault (Phase A to a ground fault), the analysis
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is conducted in both forward and reverse directions.

Assume a forward direction Phase A to Ground (AG) fault:

Va = 2̸ 0◦

Vb = 120̸ 240◦

Vc = 120̸ 120◦

Ia = 900̸ 270◦

Ib = 5̸ 150◦

Ic = 5̸ 30◦

Figure 4.1 illustrates the negative sequence component after substituting Va, Vb, Vc,

Ia, Ib, and Ic into equations (4.10) and (4.11). The resulting phasor values are as

follows:

V2 = 39.333̸ 180◦

I2 = 298.333̸ − 90◦

Figure 4.1: Forward direction SLG fault: Negative sequence component

Now, considering the reverse direction Phase AG fault:

Ia = 900̸ 90◦.

In the reverse fault direction, Va, Vb, Vc, Ib, and Ic remain consistent with the forward

direction AG. However, the current of the faulty phase (Ia) varies in terms of the

phasor angle due to the change of fault direction. Figure 4.1 illustrates the negative

sequence component after substituting Va, Vb, Vc, Ia, Ib, and Ic into equations (4.10)

and (4.11). The resulting phasor values are as follows:
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V2 = 39.333̸ 180◦

I2 = 301.667̸ 90◦

Figure 4.2: Reverse direction SLG fault: Negative sequence component

As depicted in Fig.4.1 and 4.2, representing conventional SLG fault characteristics,

during a forward SLG fault, the negative sequence leads the negative voltage sequence

by 90◦, while during a reverse SLG fault, the negative current lags the voltage sequence

by 90◦. However, the presence of IBDG can cause misoperation of the directional

element due to its unconventional angular relationship between the negative sequence

voltage phase and the negative sequence current phase.

4.3 Simulation Setup and Case study

The simulation was conducted in two enviroment: firstly, on a virtual Typhoon HIL

603 simulator, where the network schematics were compiled on the virtual simula-

tor, and secondly, on a physical Typhoon HIL real-time simulator, with the network

schematic compiled on a physical simulator and integrated with a Device Under Test

(DUT). According to Typhoon Inc [99], the virtual simulator isn’t merely an offline

simulator; it replicates the functionality and limitations of a physical HIL simulator.

4.3.1 Virtual Setup

In the virtual setup, the directional element is emulated using the Typhoon schematic

editor, with a virtual HIL603 simulator utilized [99]. The NSVP directional Logic of

the relay is delineated as a flow chart in Fig.4.3. Symmetrical components of the
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voltage and current measurements are extracted, and these symmetrical values serve

as the basis for all subsequent calculations and comparisons. The NSVP directional

element is activated by an enable logic (32QE), depicted in Fig.4.4, which incorpo-

rates a restraining factor to prioritize the activation of the NSVP directional element

over the PSVP and ZSP directional elements. Following the successful initiation of

NSVP, the negative sequence impedance is calculated using (4.11), and this calcu-

lated impedance is subsequently compared against forward and reverse thresholds to

determine fault directionality, as illustrated in Fig. 4.5.

Figure 4.3: A flow chart of the NSVP directional element logic

Figure 4.4: Block diagram of the enable logic (32QE)
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Figure 4.5: Block diagram of the fault direction determination

4.3.2 HIL Setup

The Real-time Hardware in the Loop (HIL) configuration, depicted in Fig. 4.6, con-

sists of several components: a physical protection relay, which is the Sevice Under

Test (DUT), a Typhoon HIL 603 simulator, a HIL device input/output Interface

board, and associated software platforms comprising the schematic editor interface,

the SCADA interface, relay configuration, and monitoring interface.

Figure 4.6: A simplified representation of the HIL real-time setup

The HIL 603 simulator is an intermediary between the virtual model within the soft-

ware and the DUT. The test system, designed within the schematic editor interface,

is compiled on the simulator, and input/output signals are configured through the

software’s SCADA interface. The digital signal (Trip and breaker status) and analog

signal (voltage and current signals) are transmitted to the DUT via the input/output

interface.

A TRIP logic is established on the DUT (physical protection relay) to detect over-
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current directional faults (67). The 67 element asserts if directional Logic (32QR and

32QF) and phase overcurrent (50P) logic are asserted.

4.3.3 Description of Test System

The simulation was done on a modified IEEE 13 bus model. The modification in-

cludes the addition of node 676 and node 677, integrating DG at node 677, and

removing the capacitor bank, as shown in Fig. 4.7. The distribution generator Point

of Interconnection (POI) is at node 677. In addition, the load located after node 675

in the original IEEE 13 bus was instead distributed equally: half of the load is located

before node 675, and the other half is after node 675.

Figure 4.7: Modified IEEE 13-bus system

Regarding the protection configuration, the forward direction is oriented toward the

IBDG, while the reverse direction is aimed away from the IBDG. A Single Line-to-

Ground (SLG) fault is applied before and after node 675 for reverse and forward fault,

respectively, as illustrated in Fig. 4.7.

Fig. 4.8 shows the IBDG grid side control block diagram; a 0.5MVA voltage source

inverter was implemented, about 10% of the total network. As noted in chapter 3,

IBDG fault characteristic is determined by Grid Side Control (GSC); Fig. 4.9 shows

the model of the GSC. The measurement block includes a Phase-Locked Loop (PLL)
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driven reactive power calculation, done by evaluating the fundamental positive se-

quence component of the POI voltage and current over a running window of one

cycle. This eliminates the harmonic components and ensures the positive sequence

drives the voltage control loop. The FRT was implemented with a dynamic volt-var

control using the curve in Fig. 4.10.

Figure 4.8: A simplified block diagram of IBDG grid side control

4.4 Results and Analysis

Forward and reverse SLG faults were simulated for an IBDG and synchronous-based

distribution generator (SDG), the SDG is modeled as a voltage source. Node 675

is the node of interest for protection; hence its voltage and current were measured.

The result presented for the virtual simulation is depicted on a SCADA interface;

it displays the sequence component phasor, fault direction indicator, fault direction

switch, the Minimum Torque Angle (MTA) value, and the phase waveform. The HIL

real-time simulation results include the relay front panel and the Event Records (ER).

The front panel displays the trip signal and other bit assertions, whereas the (ER)

shows the relay bit that was asserted during the fault.
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Figure 4.9: Detailed diagram of the inverter control block

Figure 4.10: Dynamic volt-var curve

4.4.1 Virtual Simulation: NSVP Misoperation

SDG Virtual Simulation Results: Figure 4.11 is the SCADA interface for a nor-

mal operating condition with an SDG; the presence of negative sequence components

(I2 and V2) can be attributed to the unbalanced nature of the distribution network.

The power flow at node 675 will reverse since power flows from IBDG towards the

grid. In addition, I2 lags V2, which signifies that the current is in reverse flow, as
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noted in section 4.2. In Fig. 4.12(a), the SCADA interface for a forward fault condi-

tion has been demonstrated, where I2 leads V2. It signifies the current is in forward

flow; the forward fault logic was activated. Figure 4.12(b) shows the measurement

interface for a reverse fault condition. In this scenario, I2 lags V2, which signifies a

reverse flow, and the reverse fault logic was activated as expected.

Figure 4.11: Virtual simulation SCADA interface for an SDG scenario: Normal op-
erating condition

(a) (b)

Figure 4.12: Virtual simulation SCADA interface for an SDG Scenario: (a) Forward
fault condition, (b) Reverse fault condition

IBDG Virtual Simulation Results: Figure 4.13(a) is the SCADA interface for

a forward fault condition; the measurement is the same as the SDG scenario in

Fig. 4.12(b) because the direction of fault current in node 675 is only from the grid.
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Fig. 4.13(b) shows the SCADA interface for a reverse fault condition; unlike the IBDG

scenario, I2 leads V2, causing the forward fault logic to be activated. This is a mis-

behavior because the measurement is forward-characterized, hence the forward fault

logic was activated during a reverse fault condition.

(a) (b)

Figure 4.13: Virtual simulation SCADA Interface for an IBDG Scenario: (a) Forward
fault condition, (b) Reverse fault condition

4.4.2 HIL Simulation: NSVP Misoperation

As described earlier, the HIL setup requires software, hardware simulators, and DUT.

The relay front-panel display and Event Record (ER) indicate the logic asserted

during fault and normal conditions. Similar to the virtual simulation, forward and

reverse fault conditions are tested and analyzed when the protection relay is configured

with forward (F32Q) and reverse direction (R32Q) settings.

SDG Forward Fault Condition: In this scenario, a forward fault is applied when

a synchronous-based generator is integrated;

When the relay trip logic is configured with a forward element, the front panel in

Fig. 4.14 reveals that a trip signal was asserted; this is because the trip logic was

configured with a forward directional element, the ER in Fig. 4.15 also reveals that

the forward direction element (F32Q) and the overcurrent directional element (67)

was asserted.
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Figure 4.14: Front panel display: Forward directional element setting during forward
fault - SDG scenario

Figure 4.15: Event record display: Forward directional element setting during forward
fault - SDG scenario

However, when the relay trip logic is configured with a reverse element, the ER in

Fig. 4.17 reveals that the overcurrent element (50P1) was asserted, and the forward

directional element (F32Q) was asserted, but the trip logic was not asserted as shown

in the front panel in Fig. 4.16 because it was configured to assert for a reverse fault;

hence the relay configurations behaved as expected during forward fault condition in

the presence of SDG.

Figure 4.16: Front panel display: Reverse directional element setting during forward
fault - SDG scenario
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Figure 4.17: Event record display: Reverse directional element setting during forward
fault - SDG scenario

SDG Reverse Fault Condition: In this scenario, a reverse fault is applied when

a synchronous-based generator is integrated;

The front panel in Fig. 4.18 reveals that a trip signal was asserted; this is because

the trip logic was configured with a reverse directional element; the ER in Fig. 4.19

also reveals that the reverse direction element (R32Q) and the overcurrent directional

element (67) was asserted.

Figure 4.18: Front panel display: Reverse directional element setting during reverse
fault - SDG scenario

However, when the relay trip logic is configured to operate during a forward fault,

the ER in Fig. 11(d) reveals that the overcurrent element (50P1) was asserted. The

reverse directional element (R32Q) was asserted, but the trip logic was not asserted

as shown in the front panel in Fig.11(b) because it was configured to assert for a

forward fault; hence the relay configurations behaved as expected during reverse fault

condition in the presence of SDG.

However, when the relay trip logic is configured with a forward element, the ER in
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Figure 4.19: Event record display: Reverse directional element setting during reverse
fault - SDG scenario

Fig. 4.21 reveals that the overcurrent element (50P1) was asserted, and the reverse

directional element (R32Q) was asserted, but The trip logic was not asserted as shown

in the front panel in Fig. 4.20 because it was configured to assert for a reverse fault;

hence the relay configurations behaved as expected during reverse fault condition in

the presence of SDG.

Figure 4.20: Front panel display: Forward directional element setting during reverse
fault - SDG scenario

Figure 4.21: Event record display: Forward directional element setting during reverse
fault - SDG scenario
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IBDG Reverse Fault Condition: The forward fault condition for the IBDG sce-

nario is the same as the SDG scenario. Hence, the IBDG forward fault condition

will not be discussed. In a reverse fault condition scenario, a reverse fault is applied

when an inverter-based generator is integrated; Note that the logic of interest is the

direction element logic(32Q)

When the relay trip logic is configured with reverse direction settings, the front panel

in Fig. 4.22 shows that a trip signal was not asserted. The ER in Fig. 4.23 shows that

the reverse directional element (R32Q) was de-asserted while a forward directional

element (F32Q) was asserted during a reverse fault condition. This is a misoperation

as it mistakes a reverse direction fault for a forward fault. Hence, the mis-operation

experienced during the virtual simulation was replicated in the HIL real-time simu-

lation.

Figure 4.22: Front panel display: Reverse directional element setting during reverse
fault - IBDG scenario

Figure 4.23: Event record display: Reverse directional element setting during reverse
fault - IBDG scenario

It is worth noting that the overcurrent element (50P) and the directional overcurrent
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(67) were not of interest as the direction element is the goal of this study. The 50P

and 67 elements were not asserted due to the limited fault contribution of the IBDG.

The results from both virtual and HIL simulations are consistent; the directional

element performs well for synchronous distributed generators and misoperated for

inverter generators. The main reason for the misoperation is the deviation of the

IBDG fault characteristics from the conventional synchronous generator. During

a reverse fault condition, The negative sequence current contribution of the IBDG

leads to the negative sequence voltage (capacitive characteristics), a characteristic

specific to forward fault conditions. In reverse fault conditions, the negative sequence

component is expected to be inductive, i.e., the current should lag the voltage by an

angle between 10◦ and 90◦.

4.4.3 NSVP prevention Approach (Virtual and HIL Simulation)

Identifying the cause of the misoperation as the angular difference between the current

and voltage sequence components provides insight into the required modification of

the parameters of the protection scheme to ensure that it can operate normally in

the presence of IBDG. As noted in Fig yy, (I2) leads (V2) by approximately 62◦.

the impedance phase angle (̸ Zline) which is the MTA value, was configured as a

conventional inductive line with ̸ Zline or MTA value of 90◦. substitute the values

in (4.11) yield a negative Z2 value as shown in (4.12), which is a characteristic of

forward fault:

cos(62◦ + 90◦) = −0.883 (4.12)

To prevent misoperation, it’s essential for the Z2 value to have a positive sign during

the reverse operation of the directional element. This can be accomplished by ensuring

that the sign of cos (̸ Zline −Θ) is positive, which occurs when (̸ Zline − Θ) lies in
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the first or fourth Cartesian plane where cosine is always positive.

Modifying the setting configuration by biasing the MTA ( ̸ Zline) to reduce the value

from 90◦ to a value that will result in a positive value, thus leading to the proper

operation of the direction element. setting the value of the MTA to less than 28◦ will

result in a positive Z2 shown in (4.13) which is a viable solution:

cos(62◦ + 25◦) = +0.052 (4.13)

Simulation results confirmed the effectiveness of this prevention measure; the MTA

(Z1ang) is configured to 15◦. Figure 4.24 is the SCADA interface showing the proper

operation of the directional element after modifying the MTA (Z1ang) to 15◦. As

shown in the SCADA interface, the forward and reverse directional elements operated

reliably for forward and reverse faults accordingly in Fig. 4.24(a) and Fig. 4.24(b),

respectively.

(a) (b)

Figure 4.24: prevention approach validation: Virtual simulation SCADA interface for
an IBDG scenario: (a) Forward fault condition, (b) Reverse fault condition

Similarly, the event record shows that the forward element (F32Q) and the reverse

element (R32Q) asserted for forward and reverse faults accordingly in Fig. 4.25 and

Fig. 4.26, respectively.
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Figure 4.25: prevention approach validation: Event record display for forward direc-
tional element setting during forward fault - IBDG scenario

Figure 4.26: prevention approach validation: Event record display for reverse direc-
tional element setting during reverse fault - IBDG scenario

4.5 Conclusion

The findings validate the misoperation of the NSVP directional scheme in the presence

of IBDG. This misoperation is attributed to the fault characteristics of the IBDG

during fault conditions, which deviate from the conventional fault characteristics.

Specifically, the negative sequence current of the IBDG leads to the negative sequence

voltage during reverse faults, contradicting the expected behavior for conventional

synchronous distributed generators (SDGs). As a result, the directionality of the

NSVP scheme is affected, as it is tailored for conventional SDGs where the negative

sequence current typically lags the negative sequence voltage during reverse faults.

The proposed prevention strategy involves adjusting the MTA of the NSVP directional

element, effectively preventing misoperation in the presence of IBDGs.

In addition, the proposed solution approach was validated considering bolted faults;

it is important to highlight that while this solution is effective for non-bolted faults,

the maximum MTA for bolted faults is lower than for non-bolted faults due to the
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higher resistive nature of non-bolted faults.

Considering that directional elements are used to supervise other protection elements,

they pose a significant risk to the reliability of the power system if they misoper-

ate, while specific schemes, such as communication-based solutions and differential

schemes, do not require directional elements and are immune to these fault charac-

teristics, they tend to be considerably more costly compared to schemes that utilize

directional elements.

The adopted solution approach modifies the protection element setting; further re-

search should prioritize enhancing inverter controllers to emulate the fault charac-

teristics of conventional synchronous generators. Moreover, protection engineers and

inverter manufacturers must collaborate to establish a standardized control archi-

tecture for IBDGs that will work with conventional protection schemes. This joint

endeavor will play a pivotal role in ensuring grid protection and, consequently, the

seamless integration of IBDGs, which is crucial for grid modernization efforts.



CHAPTER 5: ENHANCED PROTECTION COORDINATION APPROACH: A

COMPARATIVE ANALYSIS

Given the evolving nature of power grids towards greater decentralization and inter-

connectedness, an efficient protection coordination approach is necessary to uphold

overall system reliability. Such coordination of overcurrent relays can be realized

through graphical methods, numerical iteration techniques like Newton-Raphson or

gradient descent, and optimization approaches. The coordination aims to minimize

the operating time of protective devices while ensuring seamless coordination among

them. An effective relay coordination approach enhances system reliability, main-

tains continuity of service to customers, and prevents cascading failures by ensuring

that protective devices operate selectively and cohesively to isolate faults while min-

imizing unnecessary tripping of healthy system components. As the grid transitions

towards a network of microgrids and nanogrids, the performance evaluation of diverse

protection coordination strategies becomes paramount.

5.1 Main Contribution

The transition towards a more dynamic grid, characterized by bidirectional power

flow, underscores the significance of Directional Overcurrent Relay (DOCR) schemes.

By discerning fault direction, DOCRs play a pivotal role in reducing customer out-

ages. Consequently, the coordination of DOCRs must be managed to achieve the

desired levels of reliability and selectivity. This chapter focuses on the performances

of the coordinating approaches of DOCRs. An enhanced Particle Swarm Optimiza-

tion (PSO) is developed to improve protection coordination outcomes, and the work

is conducted on two test systems. The investigation and outcomes of this chapter
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were published in 2023 at the Texas Power and Energy Conference (TPEC) [100],

and the contributions are as follows:

– Presented an enhanced PSO algorithm for DOCR coordination

– Validated the superiority of the enhanced PSO algorithm against different

coordination approaches: numerical iteration, Genetic Algorithm (GA),

and conventional PSO

– Implemented three variations of the PSO coordination approach; the per-

formance of the three variations is based on total operating time and CTI

5.2 Overview and Methodology

This section describes the protection coordination formulation for Directional Over-

current Relays (DOCR) and discusses the coordination approaches, including numer-

ical iteration, Genetic Algorithms (GA), and Particle Swarm Optimization (PSO).

5.2.1 Protection Coordination Formulation

Coordination of protective devices involves configuring appropriate operating charac-

teristics and response times for devices such as relays, circuit breakers, fuses, and other

protective elements to minimize the system outage. The protection device nearest to

the fault zone operates faster than other protection farther away.

The DOCR can be configured to operate in three ways: instantaneous operation when

the line current exceeds a threshold value, operation of the relay after a predetermined

time when the line current exceeds a threshold value, and the operation of the relay

based on an inverse-time current relationship, this operational feature aids in DOCR

coordination. Equations (5.1) and (5.2) describe the inverse-time current relationship

of DOCRs for the IEC standard and US standard, respectively. t(j,i)op is the operating

time of primary relay j for a fault in zone i, TDSj is the Time Dial Setting for relay j,

A,B, and β are set of constants that determine the curve types, there are five types
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of curve for both IEC standard and US standard [101] as shown in Table 5.1 and

Table 5.2. The very inverse curve in the U.S. standard is used for the coordination

study in this chapter.

t(j,i)op = TDSj ×

B +
A(

If
Ip

)β
− 1

 (5.1)

t(j,i)op = TDSj ×

 A(
If
Ip

)β
− 1

 (5.2)

Table 5.1: IEC Inverse-Time Current Curve (TCC) Equation Parameters

Curve Type β A
Standard Inverse 0.02 0.14
Very Inverse 1 13.5
Extremely Inverse 2 80
Long-Time Inverse 1 120
Short -Time Inverse 0.04 0.05

Table 5.2: U.S. Inverse-Time Current Curve (TCC) equation parameters

Curve Type β A B
Moderately Inverse 0.02 0.0104 0.0226
Inverse 2 5.95 0.18
Very Inverse 2 3.88 0.0963
Extremely Inverse 2 5.64 0.0243
Short-Time Inverse 0.02 0.00342 0.00262

In power system protection, each protection zone is protected by a coordination pair

of relays consisting of a primary and backup protection relay. The primary protection

relay is positioned closest to the Zone of Protection (ZOP) and is designed to operate

faster than the backup protection relays. The duration between the operation of the

primary and backup relays is termed the Coordination Time Interval (CTI), which is

typically within the range of 0.2 to 0.5 seconds [102] to accommodate factors such as

circuit breaker delays, transducer errors, and relay safety margins. To achieve optimal
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coordination, two objectives must be met: firstly, ensuring that each relay operates

within the shortest possible time frame as shown in (5.3), and secondly, ensuring that

the coordination interval is not less than the minimum CTI value as shown in (5.4),

min
∑

Tpr = min

 φ∑
i=1

ϕ∑
j=1

t(j,i)op

 (5.3)

tibc − tipr ≥ CTI (5.4)

Where:

Tpr : Total operating time of all the relays

t(j,i)op : Operating of each relay j for a i− th fault zone

φ : Number of fault zones

ϕ : Number of relays

tbc : Backup operating time of fault zone i backup protection relay

tpr : Primary operating time of fault zone i primary protection relay

The conventional approach to protection coordination commonly employed in the

industry is the graphing method, where the pickup current and TDS are obtained by

graphically tracing the time-current curve. However, the methodologies proposed in

this paper use the inverse-time current equations to calculate the pickup current and

TDS.

5.2.2 Numerical Iteration Method

The Gauss-Seidel iterative method is employed in this study to address the coor-

dination problem, wherein variables are iteratively updated with the latest values.

The coordination problem is formulated as a linear equation, as detailed in (5.5) In

this formulation, the only variable to solve for is the Time Dial Setting of relay j
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(TDSj
pr(x)) which is updated every x− th iteration, while the relay pickup currents

are predefined by multiplying the nominal current by a factor of 1.25. The constant

Kj
Ii
f
Ip

remains fixed for each iteration x, and it is a function of the pickup current and

fault current for fault at zone i (primary and backup fault current) of each relay as

described by (5.6).

tjpr(x) = TDSj
pr(x)×Kj

Ii
fpr

Ip
(5.5)

Kj
Ii
f
Ip
=

B +
A(

Ii
f

Ip

)β

− 1

 (5.6)

Below is the description of the pseudocode for numerical iteration. This process is

repeated for each iteration. However, only the first iteration necessitates initialization;

subsequent iterations utilize the values from the most recent iteration.

Iteration 1: (x=1)

Relay j

∗ Select a starting relay j

∗ Determine the load current and the minimum fault current seen by

relay j

∗ Calculate the pickup current of relay j (Ijp) by multiplying the nominal

current seen by relay j by a factor of 1.25 (1.25× Ijnom)

∗ Initialize a value for the Time Dial Setting of relay j (TDSj
pr(x))

∗ Calculate the primary operating time of relay j (tjpr(x)) using the

initialized TDS

Relay j-1

∗ Calculate the backup operating time of relay j−1 using (tj−1
pr (x)) with

(tj−1
bc (x) = tjpr(x) + CTI), where CTI is a predetermined constant.
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∗ Calculate the TDS of relay j − 1 using (TDSj−1
bc (x) =

tj−1
bc

(x)

Kj−1
(IfbcIp)

).

∗ Calculate the primary operating time of relay j−1 (tj−1
pr (x)) using the

newly calculated TDS (TDSj−1
bc (x)).

Relay j-2

∗ Calculate the backup operating time of relay j−2 using (tj−2
pr (x)) with

(tj−2
bc (x) = tj−1

pr (x) + CTI), where CTI is a predetermined constant.

∗ Calculate the TDS of relay j − 2 using (TDSj−2
bc (x) =

tj−2
bc

(x)

Kj−2
(IfbcIp)

).

∗ Calculate the primary operating time of relay j−2 (tj−2
pr (x)) using the

newly calculated TDS (TDSj−2
bc (x)).

Relay j-3

.

.

Relay J-(ϕ+ 1)

Relay J-(ϕ)

∗ Calculate the backup operating time of relay j−ϕ using (tj−ϕ
pr (x)) with

(tj−ϕ
bc (x) = tj+ϕ+1

pr (x) +CTI), where CTI is a predetermined constant.

∗ Calculate the TDS of relay j − ϕ using (TDSj−ϕ
bc (x) =

tj−ϕ
bc

(x)

Kj−ϕ
(IfbcIp)

).

∗ Calculate the primary operating time of relay j−ϕ (tj−ϕ
pr (x)) using the

newly calculated TDS (TDSj−ϕ
bc (x)).

Iteration 2: (x=2)

Relay j

∗ Calculate the backup operating time of relay j using (tjpr(x)) with

(tjbc(x) = tϕpr(x) + CTI), where CTI is a predetermined constant.

∗ Calculate the TDS of relay j using (TDSj
bc(x) =

tj
bc
(x)

Kj
(IfbcIp)

).
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∗ Calculate the primary operating time of relay j (tjpr(x)) using the newly

calculated TDS (TDSj
bc(x)).

The convergence criteria are:

Convergence criteria A: Number of iterations (x) > maximum number of iterations

Convergence criteria B: Check if the magnitude of (tjpr(x−1)−tjpr(x)) < tolerance

value

In summary, Equation (5.7) through (5.9) are utilized to compute both the TDS and

the operating time of the relays for each iteration in the pseudocode.

tjpr(x) = TDSj
pr(x)×Kj

Ii
fpr

Ip
(5.7)

tj−1
bc (x) = tjpr(x) + CTI (5.8)

TDSj−1
bc (x) =

tj−1
bc (x)

Kj−1
(IfbcIp )

(5.9)

5.2.3 Optimization Algorithms

The objective is to minimize the relay’s operating time (Tpr) with a CTI equality

constraint while ensuring that the TDS, pickup current (Ip), and operating time are

constrained by predefined limits. Equation (5.10) describes the objective function

while (5.11) through (5.15) are the constraints. The results of the Genetic Algorithm

(GA) and Particle Swarm Optimization (PSO) are compared in this chapter.

min
∑

Tpr = min
φ∑

i=1

ϕ∑
j=1

tj,ipr (5.10)

tbc − tpr ≥ CTI (5.11)

TDSmin ≤ TDSj ≤ TDSmax (5.12)

Ipmin ≤ Ijp ≤ Ipmax (5.13)
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tmin ≤ tj,ipr ≤ tmax (5.14)

tmin ≤ tj,ibc ≤ tmax (5.15)

Genetic Algorithm: A Genetic Algorithm (GA) is a population-based metaheuristic

optimization technique inspired by natural selection and genetics principles. In a GA,

the variables are typically represented as chromosomes, which evolve over successive

generations. Through the process of selection, crossover, and mutation, individuals

with better fitness (i.e., optimal objective function) are more likely to survive and

produce offspring, gradually improving the overall population. A typical flowchart of

GA is shown in Fig. 5.1; the parameters include population size, crossover rate and

method, mutation rate and method, and selection method.

Figure 5.1: A flowchart of genetic algorithm



69

Particle Swarm Optimization: Similarly to GA, Particle Swarm Optimization (PSO)

is a population-based metaheuristic optimization algorithm inspired by animal bio-

logical behavior. It emulates animal swarming, such as a flock of birds searching for

food. In a swarm, individual movement in the search space is influenced by individual

and group intelligence. Figure 5.2 is a flowchart of the PSO.

Equations (5.16) and (5.17) are the major components of the algorithm, the constant

cp and cg are the acceleration that pushes the particle towards the individual best

position and the group best position respectively. To increase the global convergence

solution, the social acceleration coefficient cg will be decreased linearly during the

iteration using (5.18). Similarly to global acceleration, the value of inertia weight is

modified to improve the algorithm’s explorative and exploitative search ability. It has

been shown that it is best to use an inertia weight between 0.9 and 0.4 [103].

Figure 5.2: A flowchart of particle swarm optimization
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v(i+1)
n = ωi

1 × vin + (cP × rp × (P i
nbest − xi

n) + Ci
g × rg × (ginbest − xn)) (5.16)

xi+1
n = xi

n + vi+1
n (5.17)

Ci
g = 0.8− (0.5/maxitera)i (5.18)

Where:

v(i+1)
n : V elocity of particle n at (i+ 1)th iteration

ωi : Inertial weight of velocity at iteration i

vin : V elocity of particle n at ith iteration

cP : Cognitive acceleration coefficients

cg : Social acceleration coefficients

rP and rg : Random numbers sampled from a uniform distribution

P i
nbest : Individual best position of particle n with respect to its position at

ith iteration

gibest : Global best position with respect to its position at ith iteration

xn : Position of particle n at ith iteration

To further improve the performance of PSO, three variations of inertia weight de-

scribed in (5.19) were used: Constant Inertia Weight (CIW-PSO) value of 0.5, linear

Inertia Weight (LIW-PSO), which decreases the velocity linearly from 0.9, and Expo-

nential Inertia Weight (EIW-PSO) which exponentially decrease the value from 0.9.

The EIW-PSO is expected to perform better than the LIW-PSO variation because

EIW-PSO has a higher value of inertia weight at latter iterations, as shown in Fig. 5.3,

making it explore more solution search space to obtain a global solution.
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ωi =



CIW = 0.5 ifi = 0

LIW = 0.9− 0.5
maxitera

× i if0 < i < maxitera

EIW = 0.82×
(
e
− i

maxitera

)
+ 0.20 otherwise

(5.19)

Figure 5.3: Plot of three variations of inertia weight

5.3 Result and Analysis

The methodologies presented in section 5.2 were validated using two test systems sim-

ulated on a typhoon virtual Hardware-in-the-Loop (HIL) simulator. Nominal power

flow and short circuit simulations were conducted to obtain the nominal load cur-

rent and short-circuit current, respectively. Additionally, a model of the Directional

Overcurrent Relay (DOCR) was created within the virtual HIL simulator. The per-

formance criterion for comparing the three methodologies - numerical iteration, GA,

and PSO is the total operational time of both primary and backup relays.

5.3.1 Description of Test System

The research study used two test systems: a 9-bus test system and a modified IEEE

33-bus system. Figure 5.4 illustrates the 9-bus system microgrid, a 24.9kV radial sys-

tem comprising two DGs located at buses 6 and 9. The rating of each DG is 10 MVA,
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with a total load of 15.4 MVA. Each branch is protected by both forward and reverse

relays, as depicted in Fig. 5.4. The forward protection relays at busn are denoted

as Fn, while the reverse protection relays at bus n are labeled as Rn in Fig. 5.4.

The test system comprises 18 relays and 18 pairs of coordinated relays, as depicted

in Table 5.3, including the fault current seen by the primary and backup protection

relay. The nominal current of the 9-bus system is presented in Appendix A.1.

Figure 5.4: 9-bus system: A single line diagram

Figure 5.5 is the modified IEEE 33-bus system used for this study; it is a 12.15kV

system comprising one 2MVA DG located at bus 29. Each branch is protected by

both forward and reverse relays, as depicted in fig. 5.5. The forward protection relays

at bus n are denoted as Fn, while the reverse protection relays at bus n are labeled

as Rn in Fig. 5.5. The test system comprises 32 relays and 36 pairs of coordinated

relays, as depicted in Table 5.4, including the fault current seen by the primary and
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Table 5.3: 9-Bus System: Relay Coordination Pairs and Fault Current Characteristics

Relay Coordination
Pair number

Primary Protection Backup Protection

Relay Fault
Current (A) Relay Fault

Current (A)
Pair 1 F1 1978 F2 2605
Pair 2 F2 1425 F3 1365
Pair 3 F3 1000 F4 880
Pair 4 F4 839 F5 812
Pair 5 F5 812 F6 798
Pair 6 F1 1978 F7 2530
Pair 7 R2 624 F7 2530
Pair 8 F7 1633 F8 1616
Pair 9 F8 1616 F9 1578
Pair 10 R7 903 F2 2605
Pair 11 R2 624 R1 1620
Pair 12 R3 660 R2 624
Pair 13 R4 868 R3 839
Pair 14 R5 1155 R4 1091
Pair 15 R6 2016 R5 1981
Pair 16 R7 1108 R1 1620
Pair 17 R8 1501 R7 1479
Pair 18 R9 1943 R8 1851

backup protection relay. The nominal current of the 33-bus system is presented in

Appendix A.6
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Figure 5.5: Modified IEEE 33-bus system: A single line diagram

5.3.2 Result and Analysis for 9-Bus System

The initial comparison involves numerical iteration, Genetic Algorithm (GA), and

Constant Inertia Weight-Particle Swarm Optimization (CIW-PSO), while the subse-
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Table 5.4: IEEE-33-Bus System: Relay Coordination Pairs and Fault Current Char-
acteristics

Relay Coordination
Pair number

Primary Protection Backup Protection

Relay Fault Current
(A) Relay Fault Current

(A)
Pair 1 F2 70583.89 F1 70610.08
Pair 2 F2 70583.89 R21 83.91
Pair 3 R3 165.00 R6 166.00
Pair 4 F3 10991.36 F2 10991.28
Pair 5 R6 830.50 R29 204.90
Pair 6 R6 830.50 R8 680.00
Pair 7 F6 3098.00 F3 2780.00
Pair 8 F6 3098.00 R29 334.80
Pair 9 R8 1048.20 R9 254.90
Pair 10 F8 2890.00 F6 1883.00
Pair 11 R9 460.12 R12 460.96
Pair 12 F9 1737.25 F8 1737.25
Pair 13 R12 767.00 R15 166.00
Pair 14 F12 1966.50 F9 1043.60
Pair 15 F15 944.30 F12 945.60
Pair 16 F33 501.00 F29 521.80
Pair 17 F3B 11756.41 R6 830.40
Pair 18 F3B 11756.41 F2 10991.57
Pair 19 F25 2106.40 F3B 2115.50
Pair 20 F29B 2000.00 F6B 1400.00
Pair 21 F29B 2000.00 R33 369.80
Pair 22 F6B 3802.00 F3 2780.74
Pair 23 F6B 3802.00 R8 1050.00
Pair 24 R29 341.00 R33 105.12
Pair 25 F29 1622.00 F6B 1383.27
Pair 26 F15B 1442.00 F12 946.00
Pair 27 F9B 2503.00 F8 1737.00
Pair 28 F9B 2503.00 R12 766.00
Pair 29 F2B 70733.88 F1 70577.13
Pair 30 F2B 70733.88 R3 161.31
Pair 31 F21 3283.00 F2B 2418.01
Pair 32 F12B 416.00 F9 257.80
Pair 33 F12B 416.00 R15 166.00
Pair 34 F21B 2832.00 F2B 2418.01
Pair 35 F8B 866.35 F6 1132.10
Pair 36 F8B 866.35 R9 254.90
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quent comparison focuses on three different versions of Particle Swarm Optimization.

As detailed in section 5.2, these methodologies yield solutions in the form of Time

Dial Settings (TDS) and Pickup current (Ip), which are subsequently utilized to cal-

culate the relay operating time and CTI. The TDS and Ip values obtained from the

numerical iteration, GA, and the three PSO variations are presented in Appendix A.2

and A.3

Table 5.5 illustrates the performance of the numerical iteration, GA, and CIW-PSO

for the 9-bus system; the performance is based on CTI, minimum total operating time

for the primary (PR Time), and backup (BR Time) relays. In the numerical iteration

approach, the relay operating time is 5.524s and 16.286s for both primary (PR) and

backup (BR) protection relays, respectively, higher than that achieved by the GA

and the 3 PSO variations. However, the CIW-PSO method demonstrates a lower

total operating time compared to GA, and the computational time and convergence

rate of GA were consistently higher over 25 executions than those of CIW-PSO.

Since the CIW-PSO performed better than GA, the comparison delves into improving

the PSOs by developing three variations of PSOs. Table 5.6 presents a summary

of Constant-Inertia Weight (CIW), Linear-Inertia Weight (LIW), and Exponential-

Inertia Weight (EIW) PSO methods for the 9-bus system.

Comparing the total primary operating time (PR Time) of LIW and EIW with CIW-

PSO, we observe that LIW and CIW exhibit slightly better primary relay operating

Table 5.5: 9-Bus System: Performance Summary of the Numerical Iteration, GA,
CIW-PSO Variation

Coordination
Approach

Total
BR Time

(Sec)

Total
PR Time

(Sec)

CTI
(Sec)

Sum of
BR and PR
Time (Sec)

Number
of CTI

Violations
Numerical
Iteration 16.186 5.524 10.662 21.71 0

GA 10.418 3.275 7.144 13.693 0
CIW-PSO 9.872 2.585 7.286 12.457 0
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Table 5.6: 9-Bus System: Performance Summary of the CIW-PSO, LIW-PSO, and
EIW-PSO variation

Coordination
Approach

Total
BR Time

(Sec)

Total
PR Time

(Sec)

CTI
(Sec)

Sum of
BR and PR
Time (Sec)

Number
of CTI

Violations
CIW-PSO 9.872 2.585 7.286 12.457 0
LIW-PSO 7.268 2.559 4.710 9.827 0
EIW-PSO 6.690 2.761 3.928 9.451 0

time (PR Time), while EIW demonstrates the lowest CTI and backup operating time

(BR Time). By summing up the primary and backup operating times for each of

the three variations, we find that EIW yields the lowest value of 9.451s, compared

to 9.827s and 12.457s for LIW-PSO and CIW-PSO, respectively. Therefore, EIW is

the optimal PSO variation due to its minimal sum of primary and backup operating

times. More detail of the performance metric showing the operating and CTI of each

coordination pair is presented in Appendix A.3 - A.4.

5.3.3 Result and Analysis for the IEEE 33-Bus System

Similarly to the analysis conducted on the 9-bus systems, the key performance indi-

cators are the total operating time and Coordination Time Interval (CTI). The initial

comparison involves three methods: numerical iteration, GA, and CIW-PSO, while

the subsequent comparison focuses on three variations of Particle Swarm Optimiza-

tion. As detailed in section 5.2, the Time Dial Settings (TDS) and the pickup current

(Ip) obtained from the optimization solution are presented in Appendix A.7.

Table 5.7 presents the summary of the performance of the numerical iteration, GA,

and CIW-PSO for the IEEE 33-bus system. Similar to the 9-bus system analysis

findings, the numerical iteration method results have a higher relay operating time

for both primary (PR Time) and backup (BR Time) relays compared to GA and

CIW-PSO in the IEEE 33-bus system. However, the performance of GA and CIW-

PSO exhibits similarities, but the computational time of GA is consistently higher
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Table 5.7: IEEE 33-Bus System: Performance Summary of the Numerical Iteration,
GA, CIW-PSO Variation

Coordination
Approach

Total
BR Time

(Sec)

Total
PR Time

(Sec)

CTI
(Sec)

Sum of
BR and PR
Time (Sec)

Number
of CTI

Violations
Numerical
Iteration 36.012 5.057 30.955 41.069 0

GA 29.106 4.575 24.531 33.681 0
CIW-PSO 29.005 4.541 24.514 33.546 0

and has lower convergence rates across 25 executions compared to CIW-PSO.

Table 5.8 presents the performance of the three variations of PSO for the IEEE 33-bus

system. The result matches the findings of the 9-bus system analysis; the primary

(PR Time) operating time of CIW-PSO and LIW-PSO demonstrates a lower primary

operating time compared to EIW-PSO. However, EIW-PSO exhibits the least CTI

and backup operating time. When summing up the backup and primary operating

times for each of the three variations, EIW-PSO yields the lowest value of 24.821s,

which is less than 28.279s and 3.596s. Hence, EIW-PSO, with the least sum of primary

and backup operating time, emerges as the superior PSO variation. More detail of

the performance metric showing the operating and CTI of each coordination pair for

the IEEE 33-bus system is presented in Appendix A.8 - A.10.

The relay settings obtained from the coordination approach were configured and vali-

dated on the test system; for instance, in Fig. 5.6, a simulation showcases the results:

a Single Line to Ground (SLG) fault was applied between BRK3 and BRK4 in the

Table 5.8: IEEE 33-Bus System: Performance Summary of the CIW-PSO, LIW-PSO,
and EIW-PSO Variation

Coordination
Approach

Total
BR Time

(Sec)

Total
PR Time

(Sec)

CTI
(Sec)

Sum of
BR and PR
Time (Sec)

Number
of CTI

Violations
CIW-PSO 29.005 4.541 24.514 33.546 0
LIW-PSO 23.766 4.513 19.253 28.279 0
EIW-PSO 20.193 4.628 15.565 24.821 0
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9-bus system single line drawing described in Fig. 5.4, the fault was isolated by for-

ward primary protection relay F3 at 0.05s and reverse primary protection relay R4

at 0.2s which initiated a forward and reverse overcurrent trip signal to breaker at bus

3 and bus 4 respectively. Backup protection relays F2 and R5, which are the forward

and reverse backup relays, did not operate. As the breaker remains closed during

post-fault, there is a current flow during the post-fault condition.

Figure 5.6: Simulation of the fault Isolation by the branch primary protection relays

5.4 Conclusion

As demonstrated in the analysis, achieving optimized relay coordination and operat-

ing time depends on the coordination approach adopted. The coordination outcomes

from the numerical iteration approach, GA, and PSO were compared across two test

systems. While the results of GA and PSO were similar for the IEEE 33-BUS Sys-

tem, GA exhibited longer computational times than PSO. Three PSO variations were

developed and evaluated to enhance PSO performance further, focusing on adjusting

the velocity inertia weight as detailed in section 5.2. Among these variations, the EIW

variation yielded the most favorable outcomes for both test systems, resulting in the

shortest operating time. To corroborate the consistent superiority of EIW in mini-

mizing relay operating time, statistical analyses of the four optimization approaches,
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including the three PSO variations, are presented in the box plots shown in Fig.5.7

and Fig.5.8 for the 9-bus system and the IEEE 33-bus system, respectively. Notably,

the results across 25 executions consistently reaffirmed the superiority of EIW-PSO.

Figure 5.7: 9-bus system: Total operating time of the optimization approaches for 25
executions

Figure 5.8: Modified IEEE 33-bus system: Total operating time of the optimization
approaches for 25 executions

In summary, this chapter presents an optimization approach to achieve optimal relay

coordination. It emphasizes the importance of employing optimization algorithms for

relay coordination and suggests the adoption of more efficient algorithms for improved

outcomes. The subsequent chapter will explore enhancing protection coordination’s

reliability by identifying and addressing miscoordination issues. This aims to fortify

relay coordination, ensuring robustness and reliability amidst increased interconnec-

tivity and the growing penetration of Distributed Generators (DGs).



CHAPTER 6: ADDRESSING OVERCURRENT RELAY MISCOORDINATION

CAUSED BY CHANGES IN FAULT CURRENT DURING FAULT ISOLATION

As the power system network evolves, its interconnectivity increases, characterized by

bidirectional power flow and unintentional reconfiguration. This characteristic often

leads to the miscoordination of Directional Overcurrent Relays (DOCRs). Miscoor-

dination occurs when the backup relay operates faster than the primary protection

relay or when the interval between the primary and secondary relay operating time

falls below the Coordination Time Interval (CTI). The CTI represents the difference

in operating time between the primary and backup relays, providing a safety margin

accounting for delays caused by the primary circuit breaker and the primary relay’s

transducer errors.

6.1 Main Contribution

To prevent miscoordination and minimize relay operations, an optimized coordination

solution and formulation are essential. As depicted in chapter 5, achieving coordi-

nation among DOCRs involves optimizing the Time Dial Setting, pickup current,

and curve type of multiple relays to ensure minimal operating time while main-

taining coordination. The work in Chapter 5 demonstrated that the optimization

approach results in coordinated DOCRs with reduced total operating time than

non-optimization approaches; this was also established in [104] - [105]. The au-

thors in [49, 50, 51, 52, 104, 106, 105] focused on optimizing relay operating times

while ensuring coordination under the assumption of a static power system network.

[61, 62, 63, 75] are centered on adaptable coordination immune to non-transient topo-

logical changes such as line outages, varying DG penetrations, and network reconfig-
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uration during maintenance.

In [107]-[108], the miscoordination of DOCR caused by transient changes in fault cur-

rent during fault isolation was analyzed, and solutions to resolve the miscoordination

were proposed; [107, 109] uses the maximum fault current seen by the relay during

fault isolation for its CTI constraint to prevent the miscoordination, leading to a sig-

nificant increase of relay operating time, while [108] introduced an equality constraint

that forces all the forward and reverse-direction primary relay protecting a fault zone

to operate at the same time. However, this constraint caused a significant increase in

relay operating time, and there is no guarantee of obtaining a feasible optimization

solution. This chapter presents a dynamic non-linear formulation integrated with an

optimization approach to prevent relay miscoordinations while maintaining minimal

operating time, thus enhancing system reliability. The investigation and outcomes

of this chapter were published in 2023 at the North-American Power Symposium

(NAPS) [110] and submitted to Electric Power Systems Research (EPSR) [111], and

the main contributions are as follows.

– Presented the critical issue of directional overcurrent relay miscoordination

in mesh networks resulting from transient changes in fault current vis-avis

network topology changes during fault isolation. This miscoordination

arises due to the assumption of a static network in traditional protection

coordination formulation.

– Proposed a dynamic non-linear optimization formulation to prevent the

potential miscoordination of directional overcurrent relays resulting from

transient changes in fault current during fault isolation. This formulation

can be incorporated into any optimization algorithm to minimize the op-

erating time of the protection relays while maintaining coordination and

ensuring the reliability of the power system.
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6.2 Problem Statement and Formulation

In a mesh network with a bidirectional power flow, fault currents can flow in either

forward or reverse directions. Hence, every Zone of Protection (ZOP) in such a net-

work must be protected by forward and reverse protection relays. In this chapter, the

pair of forward and reverse-direction protection relays protecting each zone of protec-

tion are described as adjacent relays; that is, for each ZOP, the forward-directional

relay is adjacent to the reverse-directional relay and vice versa.

Figure 6.1 is a simple 4-bus mesh network employed to illustrate the cause of increased

fault current and miscoordination during fault isolation; the 4-bus network consists

of two fault sources and two protection zones, one between Bus 2 and Bus 3 (ZOP1),

and the other between Bus 3 and Bus 4 (ZOP2). Protection relay R4 serves as

the reverse-direction protection relay for the zone of protection ZOP2 and is also

referred to as the adjacent relay to forward-direction protection relay R3. If the

reverse protection relay R4 operates faster than the forward protection relay R3,

then during the brief interval between the operation of reverse relay R4 and forward

relay R3, the fault current flowing through R3 and R2 will increase, as all the fault

current contributions from SRC2 and SRC1 will pass through R2 and R3 within

this short timeframe. Figure 6.2 illustrates this increased fault current from the fault

current (Ifcl) observed by R2 and R3 when the adjacent breaker operated by reverse

relay R4 is closed to the fault current (Ifop) when the adjacent breaker operated by

reverse relay R4 is open. This increase in fault current reduces the CTI between

the primary forward-direction relay R3 and the backup forward-direction relay R2,

as depicted in Fig.6.3. Should the CTI decrease below the required threshold, it will

result in miscoordination.
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Figure 6.1: A simple mesh network showing ZOP and relays

Figure 6.2: Two levels of fault current during fault isolation

Figure 6.3: Overcurrent TCC for R1 and R2 showing CTI changes during fault iso-
lation

6.3 Proposed Dynamic Formulation

Equation (6.1) is the conventional Time Current Curve (TCC) equation; it is designed

for static power system networks such that the fault current is fixed. However, the

formulation is compromised when the fault current changes during fault isolation, as

illustrated in section 6.2. To address this compromise, the conventional formula is
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modified to account for the variation in fault current relative to the transient changes

in network topology during fault isolation.

tj,ipr = TDSj ×

B +
A(

Ij
fi

Ijp

)β

− 1

 (6.1)

Where:

tj,ipr : Operating time of relay j for fault at ZOP i

TDS : Time Dial Settings

Ijfi : Fault current seen by relay j for fault at ZOP i

Ijp : Pickup current seen by relay j

A,B, β : Inverse time overcurrent coefficients that determines the curve type

According to [112], the operating time of an inverse-time overcurrent relay can be

estimated by solving for the operating time when the integral of (6.1) is equated to

1 as shown in (6.2), this emulates the dynamics of the induction disk inverse-time

overcurrent relay which will ensure the coordination of DOCRs even with varying

fault current.

∫ tj,ipr

0

1

TDSj ×

B + A(
I
j
fi

I
j
p

)β

−1


dt = 1 (6.2)

Using Fig. 6.1 as a reference to derive a coordination formulation for the forward-

direction primary relay R3 and reverse-direction backup relay R2. As illustrated in

section 6.2, there are two levels of fault current seen by relay R3 and relay R2: firstly,

when the adjacent beaker R4 is closed (If 3
cl) and second, when it is open (If 3

op). For

forward-direction relay R3, equation (6.2) can be rewritten as (6.3)
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∫ t
3,(ZOP2)
pr

0

1

TDS3 ×

B + A(
I3
fZOP2

I3p

)β

−1


dt = 1 (6.3)

The integral in (6.3 can be split into two integrals to account for the two fault levels

(If 3
cl and If 3

op) seen by forward-direction primary relay R3 before and after reverse-

direction relay R4 operates at time t4 respectively, shown in (6.4). In this equation,

the operating time (t3,(ZOP2)
pr ) of forward-direction primary relay R3 is split consider-

ing the time interval before and after reverse-direction relay R4 operates at time t4.

Solving for the operating time (t3,(ZOP2)
pr ) of relay R3 through (6.4) yields (6.6); simi-

larly, the operating time (t2,(ZOP2)
bc ) of forward-direction backup relay R2 is formulated

as a dynamic equation in (6.7).

∫ t
3,(ZOP2)
pr

0
dt =

∫ t4

0

1

Kf3(cl)

dt+
∫ t

3,(ZOP2)
pr

t4

1

Kf3(op)

dt = 1 (6.4)

Where:

Kf3(cl) = TDS3 ×

B + A(
If3(cl)

IZOP2
p3

)β

−1



Kf3(op) = TDS3 ×

B + A(
If3(op)

IZOP2
p3

)β

−1



t4

Kf3(cl)

+
t3,(ZOP2)
pr − t4

Kf3(op)

= 1 (6.5)
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t3,(ZOP2)
pr = t4 +

(KZOP2
f3(op) ×KZOP2

f3(cl) )− (KZOP2
f3(op) × t4)

KZOP2
f3(cl)

(6.6)

t
2,(ZOP2)
bc = t4 +

(KZOP2
f2(op) ×KZOP2

f2(cl) )− (KZOP2
f2(op) × t4)

KZOP2
f2(cl)

(6.7)

Equation(6.6) and(6.7) aim to prevent the miscoordination due to transient fault cur-

rent during fault isolation when the adjacent reverse relay operates faster than the

primary operating relay (t4 < t3,(ZOP2)
pr ). However, this equation is not feasible for

situations when the forward-direction primary relay operates faster than the adja-

cent reverse-direction relay (t4 > t3,(ZOP2)
pr ); hence the formulation was amended to

give (6.8)- (6.10) such that the conventional static network equation in (6.1) is used

when the primary relay operates faster than the adjacent relay (KZOP2
f4(cl) > KZOP2

f3(cl) ),

while the dynamic equations in (6.6) and (6.7) are used when the adjacent breaker

responds faster than the primary operating relay (KZOP2
f4(cl) < KZOP2

f3(cl) ).

t3,(ZOP2)
pr = M ×

t4 + (KZOP2
f3(op) ×KZOP2

f3(cl) )− (KZOP2
f3(op) × t4)

KZOP2
f3(cl)

 + (1−M)×KZOP2
f3(cl)

(6.8)

t
2,(ZOP2)
bc = M ×

t4 + (KZOP2
f2(op) ×KZOP2

f2(cl) )− (KZOP2
f2(op) × t4)

KZOP2
f2(cl)

 + (1−M)×KZOP2
f2(cl)

(6.9)

M =


1, ifKZOP2

f4(cl) < KZOP2
f3(cl) .

0, ifKZOP2
f4(cl) ≥ KZOP2

f3(cl)

(6.10)
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Where:

t3,(ZOP2)
pr : Primary operating time of relay 3 for fault at ZOP 2

t
2,(ZOP2)
bc : Backup operating time of relay 2 for fault at ZOP 2

KZOP2
f3(cl) : K function of forward direction primary relay 3 when

adjacent breaker is closed for fault at ZOP 2

KZOP2
f3(op) : K function of forward direction primary relay 3 when

adjacent breaker is opened for fault at ZOP 2

KZOP2
f2(cl) : K function of forward direction backup relay 2 when

adjacent breaker is closed for fault at ZOP 2

KZOP2
f2(op) : K function of forward direction backup relay 2 when

adjacent breaker is opened for fault at ZOP 2

KZOP2
f4(cl) : K function of reverse direction primary relay 4 when

adjacent breaker is closed for fault at ZOP 2

6.4 Case Study and Simulation Results

The miscoordination due to transient changes in fault current during fault isolation

is illustrated, and the proposed solution approach is validated using the IEEE 8-bus

and a modified IEEE 33-bus system. To Validate the performance of the proposed

approach in section 6.3, two coordination formulation approaches are compared with

the proposed approach. The first approach is the traditional formulation approach

described in chapter 5 and equation( 6.11), and the second approach is described as

a modified traditional approach; the difference between the modified traditional ap-

proach and the traditional approach is the fault current used to evaluate the DOCR

operating time. The traditional approach assumes a static network, meaning the fault

current is constant during fault isolation. Hence it uses the fault current seen by the

DOCR when the adjacent breaker is closed (Ifcl), while the modified traditional for-

mulation approach uses the fault current seen by the DOCR when the adjacent circuit
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breaker is open (Ifop). The formulation for the traditional and modified traditional

approach, including the difference, is described in (6.11) - (6.16).

min
∑

Tpr(Ifx) = min
φ∑

i=1

ϕ∑
j=1

tj,ipr(Ifx) (6.11)

tibc(Ifx)− tjpr(Ifx) ≥ CTI (6.12)

TDSmin ≤ TDSj ≤ TDSmax (6.13)

Ipmin ≤ Ijp ≤ Ipmax (6.14)

tmin ≤ tj,ipr(Ifx) ≤ tmax (6.15)

Where : Ifx =


Ifcl, T raditional formulation.

Ifop, Modified traditional formulation
(6.16)

6.4.1 Description of Test System

Figures 6.4 and 6.5 show the single-line diagram of the IEEE 8-bus system and the

modifiedIEEE 33-bus system, respectively, illustrating the location of the DOCRs.

The IEEE 8-bus system is structured as a mesh network comprising a single substa-

tion and two DGs. Within this configuration, there are 14 DOCRs and 20 pairs of

coordinated relays, as detailed in Table 6.1. The modified IEEE 33-bus system in-

cludes one substation and four DGs (G1, G2, G3, G4 located at buses 29, 33, 8, and 21

respectively). Among these, three DGs are switched ON, while DG (G3) at bus 8 is

switched OFF, with all inter-tie switches (depicted by dashed lines) connected. The

test system comprises 32 relays and 56 coordinated relay pairs, including correspond-

ing adjacent relays, as detailed in Table 6.2.
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Figure 6.4: IEEE 8-bus system: Single line diagram

Table 6.1: IEEE 8-Bus System: Relay Coordination Pairs

Pair Primary
Relay

Backup
Relay

Adjacent
Relay Pair Primary

Relay
Backup
Relay

Adjacent
Relay

1 R1 R6 R8 11 R7 R13 R14
2 R2 R1 R9 12 R8 R7 R1
3 R2 R7 R9 13 R8 R9 R1
4 R3 R2 R10 14 R10 R11 R3
5 R4 R3 R11 15 R11 R12 R4
6 R5 R4 R12 16 R12 R13 R5
7 R6 R5 R13 17 R12 R14 R5
8 R6 R14 R13 18 R13 R8 R6
9 R7 R5 R14 19 R14 R9 R7
10 R14 R1 R7 20 R9 R10 R2
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Figure 6.5: Modified IEEE 33-bus system: Single line diagram
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Table 6.2: Modified IEEE 33-Bus System: Relay Coordination Pairs

Pair Primary
Relay

Backup
Relay

Adjacent
Relay Pair Primary

Relay
Backup
Relay

Adjacent
Relay

1 F2 F1 R3 29 F3B F2 R25
2 F2 R21 R3 30 R25 F29B F3B
3 R3 R25 F2 31 F25 F3B F29B
4 R3 R6 F2 32 F29B F6B F25
5 F3 F2 R6 33 F29B R33 F25
6 F3 R25 R6 34 F6B F3 R29
7 R6 R29 F3 35 F6B R8 R29
8 R6 R8 F3 36 R29 F25 F6B
9 F6 F3 R8 37 R29 R33 F6B
10 F6 R29 R8 38 F29 F25 R33
11 R8 F21B F6 39 F29 F6B R33
12 R8 R9 F6 40 R33 F15 R33
13 F8 F21B R9 41 F15B F12 F9B
14 F8 F6 R9 42 F15B F33 F9B
15 R9 R12 F8 43 F9B F8 F15B
16 R9 F15B F8 44 F9B R12 F15B
17 F9 F15B R12 45 F2B F1 R21
18 F9 F8 R12 46 F2B R3 R21
19 R12 R15 F9 47 R21 F12B F2B
20 R12 F22 F9 48 R21 F8B F2B
21 F12 F9 R15 49 F21 F2B F12B
22 F12 F22 R15 50 F21 F8B F12B
23 R15 F9B F12 51 F12B F9 F21
24 R15 F33 F12 52 F12B R15 F21
25 F15 F12 F33 53 F21B F2B F8B
26 F15 F9B F33 54 F21B F12B F8B
27 F33 F29 F15 55 F8B F6 F21B
28 F3B R6 R25 56 F8B R9 F21B
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Table 6.3 further provides insights into the variation of primary and backup fault

currents observed by the relay in the IEEE 8-bus systems, considering open and

closed adjacent breakers. The status of these adjacent breakers controlled by the

corresponding adjacent relays is significant for the proposed dynamic formulation

and modified traditional formulations described in section 6.2. As detailed in the

table, the fault current is higher when the adjacent breaker is open than when it is

closed. This variation in fault current is the cause of the miscoordination and needs

to be considered in coordination formulations. The variation in the fault current

based on adjacent breaker status is also similar in the IEEE 33-bus system as shown

in Appendix B.2

Table 6.3: IEEE 8-bus System: Fault Current Considering Adjacent Breaker Status

Pair Closed Adjacent Breaker Opened Adjacent Breaker
Primary

Fault
Current

(A)

Backup
Fault

Current
(A)

Primary
Fault

Current
(A)

Backup
Fault

Current
(A)

1 3232 3232 5650 5650
2 5924 996 7300 1150
3 5924 1890 7300 2500
4 3556 3556 5500 5500
5 3783 2244 4600 4600
6 2401 2401 4500 4500
7 6109 1197 7300 1250
8 6109 1874 7300 2900
9 5223 1197 7100 1250
10 5199 996 7100 2123
11 5223 987 7100 2150
12 6093 1890 7400 2800
13 6093 1165 7400 1230
14 3883 2344 4900 4800
15 3707 3707 5750 5750
16 5899 987 7400 1150
17 5899 1874 7400 2500
18 2991 2991 5600 5600
19 5199 1165 7100 1230
20 2484 2484 4400 4400
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6.4.2 IEEE 8-Bus: Coordination Simulation Results and Analysis

The performance metrics of the three solution formulation approaches are presented

for the IEEE 8-bus and the modified IEEE 33-bus system. Table 6.4 shows the CTI for

each coordinated relay pair for the IEEE 8-bus system, comprising the three solution

formulations discussed in section 6.4 (Traditional formulation, modified traditional

formulation, and the proposed formulation).

Table 6.4: IEEE 8-bus System: Coordination Time Interval

Pair
Traditional
Formulation
CTI (Sec)

Modified
Traditional
Formulation
CTI (Sec)

Proposed
Formulation
CTI (Sec)

1 0.254 0.209 0.201
2 0.040 0.202 0.201
3 0.091 0.226 0.288
4 0.006 0.223 0.225
5 0.040 0.202 0.201
6 0.217 0.200 0.342
7 0.206 0.226 0.200
8 0.041 0.357 0.201
9 0.277 0.432 0.297
10 0.301 0.220 0.206
11 0.080 1.987 0.312
12 0.020 1.692 0.204
13 0.187 0.373 0.202
14 0.211 0.215 0.210
15 0.205 0.206 0.205
16 0.124 1.962 0.206
17 0.040 0.944 0.210
18 0.202 0.209 0.206
19 0.329 0.205 0.201
20 0.201 0.219 0.228

TOTAL
CTI 3.071 10.508 4.546

The salient points from this table are:

– Only the traditional formulation scenario exhibited miscoordination be-
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cause 10 coordinated relay pairs violated the 0.2 thresholds.

– The CTIs in both the modified traditional formulation and the proposed

formulation did not violate the 0.2 threshold.

– The sum of CTI in the modified traditional formulation is greater than the

proposed formulation, making the proposed formulation a better solution

approach.

Table 6.5 shows the summary of the performance metric (total operating time, sum

of CTIs, and number of CTI violations) of the three formulation approaches. The

traditional formulation gives the least total operating time but has the highest number

of CTI violations, and the operating time (Tpr) of the modified traditional formulation

is greater than both the traditional formulation and proposed formulation approach.

The detailed performance result for the three formulation approaches is presented in

Appendix B.1.

Table 6.5: IEEE 8-Bus System: Summary of Total Operating Time and Coordination
Time Interval (CTI)

Formulation
Approach

Total
Operating
Time (Sec)

Sum of
CTI (Sec)

Number of
CTI Violations

(each)
Traditional
Formulation 1.2065 3.071 10

Modified
Traditional
Formulation

2.0844 10.498 0

Proposed
Formulation 1.2034 4.546 0

In addition, since PSO, which is a metaheuristic optimization model, was used to solve

the protection coordination problem, the consistency of the PSO optimization model

result was confirmed over 23 executions to avoid convergence to a local minimum; the

statistics of the 23 executions are shown in the boxplots in Fig. 6.6.
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Figure 6.6: IEEE 8-bus system: Statistics of the total operating time from each
formulation approach across 23 executions

6.4.3 IEEE 33-Bus Coordination Simulation Results and Analysis

Table 6.6 shows the results of the IEEE 33-bus system in terms of the performance

metrics: the total operating time, the sum of CTI, and the number of CTI violations.

The detailed performance result for the three formulation approaches is presented in

Appendix B.3 and Appendix B.4.

Table 6.6: Modified IEEE 33-bus system: Summary of Total Operating Time and
Coordination Time Interval (CTI)

Formulation
Approach

Total
Operating
Time (Sec)

Sum of
CTI (Sec)

Number
of CTI

Violations (each)
Traditional
Formulation 3.894 9.771 44

Modified
Traditional
Formulation

5.696 21.647 0

Proposed
Formulation 4.175 12.396 0

The results and the salient points are quite similar to the results from the IEEE 8-bus
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system and are:

– Total Operating Time and Sum of CTI Comparisons: The modi-

fied traditional formulation has a higher total operating time and sum of

CTIs than both the traditional and proposed formulation approaches. This

highlights its relatively inefficient timing despite its coordination benefits.

– Traditional Formulation Coordination Issue: While the traditional

formulation exhibits the lowest total operating time, it faces significant

coordination challenges. Specifically, 44 out of 56 relay pairs failed to meet

the coordination threshold, demonstrating a high rate of miscoordination.

– CTI Threshold Compliance: Both the modified traditional and pro-

posed formulations successfully adhere to the CTI threshold criteria, with

no instances of violation noted. This indicates a strong coordination per-

formance for these approaches.

– Performance of Proposed Formulation: The proposed formulation

achieves an acceptable trade-off between the reduction of total operating

time and relay coordination by complying with CTI thresholds while main-

taining a total operating time that is lower than the modified traditional

approach but slightly higher than the traditional formulation.

Similarly to the IEEE 8-bus system, the consistency of the PSO optimization model

result was confirmed over 23 executions to avoid convergence to the local minimum.

Figure 6.7 is a box plot describing the statistics of the total operating time of the

DOCR considering the 23 PSO executions. The statistics are consistent with the

observed takeaways.
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Figure 6.7: Modified IEEE 33-Bus System: Statistics of the total operating time from
each formulation approach across 23 executions

6.5 Conclusion and Future Work

In this chapter, the miscoordination caused by transient changes in fault current dur-

ing fault isolation was analyzed, leading to the presentation of a dynamic non-linear

formulation integrated with optimization approaches to prevent miscoordination while

maintaining minimal operating time. The proposed formulation ensures coordination

even with varying fault currents, as validated through case studies on IEEE 8-bus and

33-bus systems. Results indicate superior performance of the proposed formulation

over the traditional and modified traditional approaches. The proposed formulation

offers an acceptable trade-off between reduced operating time and DOCR coordina-

tion, thus enhancing overall system reliability.

In conclusion, the coordination formulation presented in this chapter addresses a crit-

ical issue in power system protection: the miscoordination of Directional Overcurrent

Relays (DOCRs) in evolving network topologies. The practical implications of this

contribution offer a coordination formulation that ensures the reliability of the power

system protection considering the increasingly complex and interconnected networks.
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Looking ahead, further validation of the proposed dynamic non-linear optimization

approach is necessary, potentially through real-world field trials. Additionally, ex-

ploring the integration of more advanced optimization algorithms could reduce the

relays’ operating time.

Subsequent chapters expanded upon the proposed formulation by adapting it to create

a coordination strategy resilient to changes in network operation and topology, such

as line outages. Furthermore, the formulation was broadened to encompass relay

coordination and ensure the stability of Distributed Generation (DG) within a mesh

network.



CHAPTER 7: A ROBUST DIRECTIONAL OVERCURRENT RELAY

COORDINATION STRATEGY: IMMUNE TO NETWORK OPERATION AND

TOPOLOGY RECONFIGURATION, ENSURING DISTRIBUTED

GENERATION STABILITY

The modernization of the traditional grid is characterized by the integration of dis-

tributed generating resources, the introduction of microgrids, and frequent reconfig-

uration of the network topology and operations. While this modernization aims to

enhance grid reliability and resilience, it brings forth challenges such as power quality

issues, relay misoperation, and protection relay miscoordination. Chapters 3 and 4

focused on the misoperation of traditional protection elements, chapter 5 and chap-

ter 6 focus on enhancing the relay coordination and preventing miscoordination due

to transient changes in fault current during fault isolation, This chapter addresses

miscoordination challenges arising from network reconfiguration and also investigates

the stability issues of Distributed Generator (DG) during post fault conditions.

7.1 Main Contribution

Building upon the proposed formulation in chapter 6, which targets mesh networks,

the strategy proposed in this chapter inherently resolves miscoordination due to tran-

sient fault current changes. This chapter presents a strategy for enhancing overcur-

rent relay coordination to prevent the challenges posed by network operation and

topology changes. These changes include line outages, network reconfigurations, and

varying DG penetration. This strategy identified the appropriate clustering technique

by evaluating the performance of each clustering method using the silhouette score

metric; it leveraged this metric to determine the clustering variable that would yield
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superior optimization results and validated that the choice of the variable selected for

clustering significantly influences the outcome of the optimization solution.

The paper’s contributions are centered around investigating DG stability issues and

DOCR miscoordination due to changes in network topology and generation short

circuit capacity. Some parts of the investigation and outcomes of this chapter were

published in 2024 at the North-American Power Symposium (NAPS) [113] and sub-

mitted to Industry Applications Society (IAS) [114] and Electric Power Systems Re-

search(EPSR) [111] for peer reviewing, and the contributions are categorized into two

main sections as follows:

– Illustrated the instability of DGs when their Critical Clearing Time (CCT)

is not considered in the coordination formulation and proposed a CCT-

constrained coordination formulation to prevent DG instability

– Illustrated the miscoordination due to network operation and topology

changes

– Proposed a clustering-based DOCR coordination optimization strategy to

prevent miscoordination due to network operation and topology changes

– Illustrated importance of clustering variable type in enhancing the opti-

mization outcome

7.2 Stability of Distributed Generator

The transient stability of a power system network is the generators’ ability to maintain

stable operation when subjected to large disturbances such as faults. The generators

considered are synchronous machine-based machines. Figure 7.1 is a simplified equiv-

alent of a synchronous machine; the real power delivered to the grid is given by (7.1).

Pelec =
V E

Xs

sin δ (7.1)
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Figure 7.1: A simplified equivalent circuit of a synchronous machine

where

– Pelec is the electrical generated power

– V is bus (terminal) voltage

– E is stator-induced emf

– Xs is the equivalent reactance between the generator and the bus

– δ is the angle between V and E or between the rotor axis and stator flux

axis (both rotating at synchronous speed).

Neglecting all losses, during the normal operation, the generated electrical power

(Pelec) is equal to the mechanical power (Pm); however, upon disturbance, the swing

equation in (7.2) relates the generated electrical power and the mechanical power; this

equation estimates the network’s transient behavior. The maximum time to clear the

disturbance (fault) is the critical clearing time (tcr) to maintain the system’s stability.

The critical clearing time is evaluated by solving the swing equation (7.2)

M
d2δ

dt2
+D

dδ

dt
= Pm − EV sin(δ)

Xs

(7.2)

Estimating the Critical Clearing Time for a multimachine system requires complex

calculations for different fault disturbances at different locations on the network. Since

the scope of this study is limited to optimizing relay coordination and ensuring DG

stability, the critical clearing times used in this study are evaluated using time-domain

dynamic simulation. This is achieved by varying the fault-clearing time until any of
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the DGs loses synchronism; this is repeated for all the network buses. To ensure

stability and avoid nuisance tripping of the DGs, the obtained CCT values should be

greater than the operating time of the relays required to isolate the corresponding

fault.

7.2.1 Solution Approach to Prevent Generator Instability

To obtain an optimized DOCR coordination solution that ensures that the CCT is

greater than the relay operating time, authors [115]-[116] addressed DG stability by

incorporating CCT considerations in developing relay settings. [115] uses a graphical

method to coordinate the relays because the focus is on showing how to prevent

the instability of DG that might occur when the critical clearing time is neglected.

Hence, the graphical coordination approach will not result in an optimal solution.

Authors [117]-[116] proposed a double inverse curve to cater to both the CCT and

CTI constraints, [116] incorporating the instantaneous operation of relays to ensure

relays operate before CCT. However, these solutions will treat temporary faults as

permanent faults because of the instantaneous operation of relays. In addition, the

solution approach in [115]-[116] primarily focuses on static networks and DG stability

without considering the dynamic nature of the mesh network during fault isolation.

This chapter presents a co-optimization of the relay coordination and the DG CCT

requirement; the critical clearing time associated with every fault condition is incor-

porated as a constraint for the relays assigned to isolate the fault. Equations (7.3)

to (7.8) show the objective function and constraints used for the DOCR coordination.

The constraint in the optimization formulation includes the critical clearing time (tjicr)

constraint for relay j when there is a fault at zone i as shown in (7.7) and (7.8). The

performance metric is the total operating time of relays and the presence of CTI or

CCT violations.
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min
∑

Tpr = min
φ∑

i=1

ϕ∑
j=1

tj,ipr (7.3)

tibc − tipr ≥ CTI (7.4)

TDSmin ≤ TDSj ≤ TDSmax (7.5)

Ipmin ≤ Ijp ≤ Ipmax (7.6)

tmin ≤ tj,ipr ≤ tj,icrt (7.7)

tmin ≤ tj,ibc ≤ tj,icrt (7.8)

7.3 Network Topology and Operational Changes

The integration of distributed generation units, the increased interconnectivity, and

the adoption of innovative grid technologies have changed the dynamic operation of

the power system; the need for fault isolation and service restoration in the face of

disruptive events highlights the complexity of relay coordination in terms of adapt-

ability and robustness because the changes in the network topology and generation

short circuit capacity impact the conventional DOCR coordination resulting from the

changes in nominal current and fault current.

7.3.1 Solution Approach to Prevent Miscoordination due to Changes in Network

Topology and Operational Changes

[118] - [119] proposed adaptive relay coordination that uses a communication-assisted

approach that devised a distinct set of settings for each network topology. While

this approach effectively addressed the issue, it requires a central control station

for the continuous reconfiguration of the relay amidst changes in network scenarios.

The drawbacks of this method are the cost implications tied to the communication

infrastructure and the potential risk of incorrect settings configuration stemming from
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regular adjustments to align with changes in scenarios. In addition, another limitation

is related to the restricted number of setting groups that a typical numerical protection

relay can accommodate [101].

References [55], [120], and [121] propose an approach to reduce the number of setting

groups by enabling a single setting to accommodate multiple network scenarios. This

eliminates the necessity for a central control point and frequent changes in relay

settings, as the relay settings are pre-configured. The setting group can be changed

through communication between relays or by employing a machine learning technique,

enabling the relay to adjust its setting group dynamically, [55], [120] developed a

multi-objective optimization algorithm that includes setting the desired number of

setting groups and ensuring that there is no miscoordination in each group, [120]

developed a multiobjective optimization algorithm that includes the risk of having

many settings changes during system operational changes, while [121] uses a linear

optimization approach to coordinate the relays, it also uses a clustering approach that

aligns with the linear formulation to determine the different settings group; the index

used in the clustering is the average and standard deviation of relay operating time

in each network scenario considering a unity value of TDS. The approach in [55],

[120], and [121] solves the problem of miscoordination due to operational changes

and also prevents the disadvantage of having a distinct relay setting for each network

scenario in [118] and [119] by reducing the number of settings group; however, this

compromises the optimal operating time of the relay.

Given the compromise in the relay’s operating time, it is crucial to identify alter-

native aspects where improvements in coordination formulation could offset these

limitations, thereby enhancing the relay’s operational performance. Unlike [121], this

chapter presents a non-linear formulation, and the index used for the clustering is

the operating time of individual relay and the coordination time interval in each

network scenario obtained using this non-linear optimization formulation; this mit-



106

igates the compromise by reducing the total operating time of the relays while the

CTI is maintained. The superiority of the proposed approach over the approach

in [121] is presented; the proposed strategy establishes a robust relay coordination

scheme that addresses the complexities introduced by network topological changes

and changes in generation short circuit capacity, including DG stability constraint

and transient changes in current during fault isolation described in chapter 6. In

doing so, it presents a comprehensive solution to enhance the coordination of power

system protection, thereby bolstering the reliability and effectiveness of the protection

mechanisms.

7.3.1.1 Description of Clustering Technique

Clustering is an unsupervised learning technique that groups similar data points based

on their characteristics. Thus, data points in the same group are more similar than

those in other groups.

In this study, three clustering algorithms: K-means, Hierarchical, and Spectral clus-

tering algorithm was selected [122]. Each algorithm offers unique strengths depending

on the dataset’s complexity, ensuring a thorough exploration of clustering solutions

and making them suitable options for analyzing power system coordination data.

K-means excels with large numerical datasets by segmenting based on Euclidean

distances. Hierarchical clustering is ideal for exploring unknown data relationships

without predefined groupings. Spectral clustering is adept at uncovering complex,

non-linear feature relationships, using eigenvalues to reduce dataset dimension.

The study employs a dataset encompassing different system operations and network

topology configurations. To investigate and improve the clustering performance on

the coordination dataset, three distinct clustering approaches were applied based on

different dataset variable types.

1. Approach 1: The variable type is the operating time of the relays com-
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puted using the conventional Time Current Curve (TCC) equation refer-

enced in (6.1), with a Time Dial Settings (TDS) value of 1, and a pickup

current calculated by multiplying nominal current by 1.5, Equation (6.1)

is simplified to (7.9), resulting in the same outcome as [121] which uses

the fault current and nominal current seen by the relay. This equivalence

arises because the operating time in (7.9) varies linearly with the ratio of

the fault current to the nominal current.

tj,iop ∝ (
1

(
If
Ip
)− 1

) (7.9)

2. Approach 2: The approach 2 employs each relay’s operating time and

CTI computed using the nonlinear optimization formulation adopted in

chapter 6.

3. Approach 3: In this approach, the network configurations are randomly

grouped, and they are independent of the dataset variables.

The performance of the three clustering techniques on the dataset was evaluated by

estimating the silhouette score [123] to determine which clustering is most suitable for

the coordination of the dataset. The silhouette score measures how similar a dataset

is to its group compared to others. The score ranges from -1 to +1, where a high

value indicates that the dataset is well matched to its group and poorly matched to

other groups. The silhouette score for each point is calculated using the following

formula:

s(i) =
b(i)− a(i)

max{a(i), b(i)}
(7.10)

Where ā(i) is the average distance from the i-th point to the other points in the same

cluster, and b̄(i) is the minimum average distance from the i-th point to points in
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a different cluster, minimized over clusters. The overall silhouette score for a set of

samples is given as the mean of the silhouette score for each sample.

where

– a(i) is the average distance from the i-th point to the other points in the

same cluster

– b(i) is the minimum average distance from the i-th point to points in other

cluster

– The overall silhouette score for the clustering is given as the mean of the

silhouette score of each variable

7.4 Case Study and Simulation Results

The findings are presented in two sections: the first section demonstrates the instabil-

ity issues associated with Distributed Generation (DG) and validates the effectiveness

of the proposed co-optimization strategy in preventing these instabilities. The sec-

ond section demonstrates issues of DOCR miscoordinations arising from changes in

network topology and operations and validates the proposed coordination strategy.

The investigation of the DG stability is comprehensively validated on eleven different

configurations of an IEEE 33-bus, while the miscoordination due to network recon-

figuration is validated on an IEEE 14-bus and an IEEE 33-bus test system.

7.4.1 Description of Test System

Figure 7.2 describes the IEEE 14-bus system showing the location of the DOCRs. The

test system comprises 40 relays and 94 coordinated relay pairs; The relay positioned

at bus 1, which protects the line connecting bus 1 and 2, is referred to as R1_2.

Conversely, the relay positioned at bus 2, which protects the line connecting bus 2

and 1, is identified as R1_2. The distributed generator (DG) is penetrated at buses

1, 3, 6, 8, and 13. The eight distinct operation and network topologies cases used for
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Figure 7.2: Modified IEEE 14-bus system: Single line diagram

the study are detailed in Table 7.1. Cases 1 through 4 are associated with various DG

penetrations (different short circuit ratings) at buses 1, 3, 6, 8, and 13, highlighted in

the first column of Table 3.1. Meanwhile, cases 5 to 8 have the same DG penetration

but different line outages; the lines subject to outages are denoted as dashed lines in

Fig. 7.2. For instance, case 1 involves no line outage, whereas case 5 entails opening

the branch connecting buses 5 and 4 (5-4).

The modified IEEE 33-bus system used to investigate the work in this chapter is the

same in chapet 6 shown in Fig. 6.5. The test system comprises 32 DOCRs and 56

coordinated DOCR pairs. A 1.3MVA DG is penetrated at buses 8,21,29,33. Eleven

distinct operation and network topologies were simulated and detailed in Table 7.2;

each of the cases is associated with different DG status (on or off) at buses 8, 21,
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Table 7.1: IEEE 14-bus system: Network Operation and Topology Configuration
Cases

Network
Case

G1
(MVA)

G2
(MVA)

G3
(MVA)

G4
(MVA)

G5
(MVA)

G6
(MVA)

Open
Branch

Case 1 615 60 60 25 25 0 N/A
Case 2 615 110 110 75 75 50 N/A
Case 3 615 110 160 25 125 0 N/A
Case 4 615 10 160 75 75 50 N/A
Case 5 615 10 160 75 75 50 5-4
Case 6 615 10 160 75 75 50 6-5
Case 7 615 10 160 75 75 50 2-3
Case 8 615 10 160 75 75 50 2-4

29, and 33, highlighted in the first column of Table 7.2. Meanwhile, only cases 7 to

11 correspond to cases with line outages; the lines subject to outages are denoted as

dashed lines in Fig. 6.5. For instance, case 1 involves no line outage, whereas case

10 entails opening the branch connecting buses 25 and 29 (25 − 29) and opening a

branch connecting buses 33 and 18 (33− 18).

Table 7.2: Modified IEEE 33-bus System: Network Operation and Topology Config-
uration Cases

Network
Case

G1
(Status)

G2
(Status)

G3
(Status)

G4
(Status)

Opened
Branch

Case 1 on on off on N/A
Case 2 off off off off N/A
Case 3 off on on off N/A
Case 4 on off on off N/A
Case 5 on off off on N/A
Case 6 off on off off N/A
Case 7 on on off on 25-29
Case 8 off on on off 22-12

Case 9 on off on off 33-18,
25-29

Case 10 on off off off 25-29,
9-15

Case 11 off on off off 25-29,
33-18
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7.4.2 Stability of Distributed Generator

The instability investigation was carried out on all 11 network configuration cases of

IEEE 33-bus in Table 7.2. However, the results of four of the cases are presented

in this chapter. The DG units are modeled as synchronous machines, with their

parameters adjusted to demonstrate instabilities following protection coordination

and to verify the effectiveness of the proposed prevention approach.

Table 7.3 presents the Critical Clearing Time (CCT) of the DG and the corresponding

operating time of relays when the CCT stability constraint is not included in the

optimization formulation. The relays with CCT less than 0.5s are the relays under

scrutiny. The table indicates instances where the CCT is less than 0.5s with the

actual CCT values, while instances where it exceeds 0.5s are marked as >0.5.

CCT violation instances, where the CCT is shorter than the relay operating time,

are highlighted in Table 7.3. For example, in Scenario 1, the critical clearing time

required for faults within the zone protected by the relay (F21) is 0.15s, while the

relay’s operating time is 0.31s. Similarly, for faults within the zone protected by

the relay (F33), the CCT is 0.18s, whereas the operating time is 0.23s. The count

of CCT violation instances in each scenario is 4, 2, 4, and 2 for scenarios 1, 2, 3,

and 4, respectively. To confirm the consistency of the findings, the statistics of CCT

violations across 23 PSO executions are depicted in Fig. 7.3, which shows that the

CCT violation is consistent.
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Table 7.3: Modified IEEE 33-Bus System: Critical Clearing Time and Relay Operat-
ing Time (Without CCT Constraint)

Relay

Critical Clearing Time
in each Network Case

(Sec)

Operating Time in
each Network Case

(Sec)
1 2 3 4 1 2 3 4

F2 0.3 0.20 0.24 0.2 0.049 0.032 0.007 0.090
F3 0.25 0.22 0.24 >0.5 0.168 0.085 0.112 0.135
F6 >0.5 >0.5 0.22 >0.5 0.137 0.332 0.169 0.184
F8 >0.5 >0.5 >0.5 0.17 0.293 0.261 0.008 0.124
F9 >0.5 >0.5 >0.5 >0.5 0.099 0.03 0.002 0.023
F12 >0.5 >0.5 >0.5 >0.5 0.024 0.015 0.103 0.226
F15 >0.5 >0.5 >0.5 >0.5 0.325 0.131 0.025 0.315
F21 0.15 0.13 0.15 >0.5 0.313 0.122 0.182 0.481
F22 0.3 >0.5 >0.5 >0.5 0.183 0.077 0.486 0.136
F25 >0.5 >0.5 >0.5 >0.5 0.010 0.172 0.155 0.170
F29 0.15 0.15 0.18 0.17 0.042 0.015 0.013 0.259
F33 0.18 >0.5 0.18 >0.5 0.228 0.049 0.093 0.183
R3 0.3 >0.5 >0.5 0.2 0.025 0.059 0.338 0.028
R6 0.25 0.22 0.24 >0.5 0.163 0.165 0.258 0.020
R8 >0.5 >0.5 >0.5 0.17 0.003 0.011 0.124 0.022
R9 >0.5 >0.5 >0.5 >0.5 0.123 0.395 0.150 0.019
R12 >0.5 >0.5 >0.5 >0.5 0.165 0.229 0.196 0.150
R15 >0.5 >0.5 >0.5 >0.5 0.120 0.067 0.197 0.057
R21 0.16 0.13 0.17 >0.5 0.061 0.19 0.256 0.163
R25 >0.5 >0.5 >0.5 >0.5 0.144 0.456 0.000 0.000
R29 0.18 0.15 0.18 0.17 0.050 0.029 0.017 0.184
R33 0.18 >0.5 0.16 >0.5 0.153 0.1 0.326 0.000
F21B 0.15 0.13 0.17 >0.5 0.171 0.111 0.107 0.381
F15B >0.5 >0.5 >0.5 >0.5 0.020 0.232 0.213 0.395
F9B >0.5 >0.5 >0.5 >0.5 0.119 0.059 0.366 0.076
F29B 0.15 0.15 0.18 0.17 0.202 0.194 0.085 0.156
F3B 0.25 0.22 0.24 >0.5 0.201 0.062 0.022 0.030
F6B >0.5 >0.5 0.22 >0.5 0.097 0.156 0.037 0.090
F8B >0.5 >0.5 >0.5 >0.5 0.207 0.066 0.025 0.068
F2B 0.3 0.20 0.24 0.2 0.079 0.099 0.075 0.029
F12B >0.5 >0.5 >0.5 >0.5 0.236 0.305 0.293 0.230

Total Operating Time 4.208 4.306 4.442 4.424
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Figure 7.3: Statistics of the CCT violation of the four scenarios across 23 executions

To prevent instability, the co-optimization formulation of relay coordination and CCT

is implemented. Table 7.4 shows the relay operating times after integrating the CCT

constraint into the formulation. It is observed that the introduction of the CCT

constraint effectively prevented CCT violations, as the operating times of the critical

relays (those under observation) are now shorter than the CCT. For instance, the

operating time of relay F21 in scenario 1 reduces to 0.14s, which is lower than the

CCT value of 0.15s. However, the total operating time across all four scenarios has

increased due to the inclusion of the CCT constraint.

The implementation of the simulation results is shown in Fig. 7.4 and Fig. 7.5; Fig-

ure. 7.4 illustrates the instability experienced by DG1 in scenario 1 because relay

F21B operating time (0.171s) is greater than the prescribed CCT of 0.15s. In con-

trast, Figure 7.5 shows the stability of DG1 after implementing the CCT constraint

because the operating time of the relay is reduced to 0.127s, which is lower than the

CCT threshold.
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Table 7.4: IEEE 33-Bus System: Relay Operating Time Considering CCT Constraint

Relay
Operating Time in
each Scenario (s) Relay

Operating Time in
each Scenario (s)

1 5 7 9 1 5 7 9
F2 0.09 0.03 0.09 0.12 R12 0.46 0.1 0.15 0.31
F3 0.16 0 0.21 0.47 R15 0.11 0.09 0.1 0.07
F6 0.05 0.16 0.1 0.2 R21 0.1 0.07 0.15 0.3
F8 0.07 0.03 0.11 0.11 R25 0.45 0.483 0 0
F9 0.1 0.21 0.13 0.13 R29 0.12 0.1 0.16 0.16
F12 0.18 0.297 0.42 0.04 R33 0.16 0.11 0.15 0
F15 0.29 0.15 0.08 0.29 F21B 0.127 0.09 0.16 0.476
F21 0.14 0.07 0.09 0.08 F15B 0.14 0.39 0.33 0.13
F22 0.24 0.15 0.18 0.43 F9B 0.1 0.12 0.21 0.13
F25 0.06 0.23 0.22 0.18 F29B 0.01 0.05 0.17 0.14
F29 0.09 0.11 0.18 0.09 F3B 0 0.17 0.05 0.05
F33 0.01 0.01 0.18 0.19 F6B 0.14 0.2 0.13 0.06
R3 0.07 0.12 0.47 0.16 F8B 0.21 0 0.12 0
R6 0.22 0.16 0.07 0 F2B 0.15 0.15 0.03 0.074
R8 0.32 0.491 0.43 0.15 F12B 0.32 0.29 0.09 0.21
R9 0.2 0.139 0.14 0.39

Total Operating Time 4.907 4.590 4.840 4.757

Figure 7.4: DG1 instability due to CCT violation (Before implementing CCT con-
straint in relay coordination)
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Figure 7.5: Stable DG1 after relay operation (After implementing CCT constraint in
relay coordination)

7.4.3 Network Topology and Operational Changes

The strategy to prevent the miscoordination caused by network topology and oper-

ational changes involves clustering and optimization. The results of both steps are

presented for a Modified IEEE 14-bus and IEEE 33-bus test system.

7.4.3.1 Clustering result

Three clustering techniques; K-means, Hierarchical, and spectral clustering algo-

rithms, are compared. The best clustering technique for miscoordination is deter-

mined by evaluating the performance of each clustering technique using the silhouette

score metric. The performance was analyzed for the two variable types discussed in

section 7.3.1.1. The 8 and 11 network configuration cases in IEEE 14-bus (Table 7.1)

and IEEE 33-bus test system(Table 7.2), respectively, are grouped into three such

that a unique coordination Setting Group (SG) is assigned to each group.

Table 7.5 summarizes the performance of the clustering techniques; clustering ap-

proach 2 consistently demonstrates the highest silhouette scores, indicating superior
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Table 7.5: Summary of Clustering Performance

Test
System

Silhouette Score
Clustering Approach 1 Clustering Approach 2 Clustering

Approach 3K-means/
Hierarchy Spectral K-means/

Hierarchy Spectral

IEEE
14-bus 0.185 0.043 0.372 0.13 -0.12

IEEE
33-bus 0.059 -0.091 0.247 0.023 -0.09

clustering performance. In addition, the K-means clustering algorithm consistently

has a higher silhouette score and outperforms spectral clustering. Therefore, the

grouping of the K-means clustering is adopted for this study. However, an optimiza-

tion framework is devised for all three approaches, and the optimization outcomes

are compared to validate the clustering performance of the three approaches.

The grouping results of the K-means clustering for the three approaches are shown

in Fig. 7.6 and Fig. 7.7; the approaches are based on the variable type as explained

in section 7.3.1.1, each approach is grouped into three Setting Groups (SGs).

Figure 7.6: IEEE 14−bus Clustering Result: (a) Clustering Approach 1 (b) Clustering
Approach 2 and (c) Clustering Approach 3
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Figure 7.7: IEEE 33−bus Clustering Result: (a) Clustering Approach 1 (b) Clustering
Approach 2 and (c) Clustering Approach 3

IEEE 14-bus:

– For approach 1 are SG1A comprising network configuration cases 1, 3, 4,

SG1B comprising network configuration cases 2, and SG1C comprising

network configuration cases 5, 6, 7, 8

– For approach 2 are SG2A comprising network configuration cases 1, 3,

SG2B comprising network configuration cases 2, 4, 7, and SG2C comprising

network configuration cases 5, 6, 8

– For approach 3 are SG3A comprising network configuration cases 1, 2, 6,

SG3B comprising network configuration cases 4, 8, and SG3C comprising

network configuration cases 3, 5, 7

IEEE 33-bus:

– For approach 1 are SG1A comprising network configuration cases 1, 3, 4, 5, 6, 8,

SG1B comprising network configuration cases 2, and SG1C comprising net-

work configuration cases 7, 9, 10, 11

– For approach 2 are SG2A comprising network configuration cases 2, 10,



118

SG2B comprising network configuration cases 1, 3, 5, 8, and SG2C com-

prising network configuration cases 4, 6, 7, 9, 11

– For approach 3 are SG3A comprising network configuration cases 1, 2, 3, 4,

SG3B comprising network configuration cases 5, 6, 7, 8, and SG3C compris-

ing network configuration cases 9, 10, 11

7.4.3.2 Optimization Results

Initially, before optimizing the coordination formulation for Distributed Overcurrent

Relay (DOCR) settings in each setting group outlined Fig. 7.6 and Fig. 7.7, the

attempt to create a single coordination setting capable of functioning without mis-

coordination across all the network cases in the IEEE 14-bus system and the IEEE

33-bus system yielded no feasible solution. Consequently, a tailored DOCR coordi-

nation solution was optimized for each setting group. Since PSO, a metaheuristic

optimization algorithm, is used, the optimization is executed at least 25 times.

Tables 7.6 and 7.7 provide statistical insights into Coordination Time Interval (CTI)

violations, highlighting instances of miscoordination that arise when relay coordina-

tion intended for a specific setting group is applied to a different network case not

belonging to that setting group. The highlighted cases in Tables 7.6 and 7.7 show

no CTI violations; they correspond to network cases assigned to specific groups and

configured with the same setting group.

For instance, In Table 7.6, Setting Group 1B (SG1B), which is tailored solely for

case 2, only case 2 exhibits relay coordination. Similarly, within Setting Group 1A

(SG1A), designated for network cases 1, 3, and 4, coordination was achieved solely

for cases 1, 3, and 4, whereas other cases displayed miscoordination in at least one of

their relay coordinating pairs.

To further validate the most effective approach, each clustering method’s total DOCR

operating time is compared. Table 7.8 presents the optimization outcomes for both the
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Table 7.6: Modified IEEE 14-Bus System: Overview of the Coordination Time Inter-
val Violations in Cases across Setting Groups

Network
Case Statistics SG

1A
SG
1B

SG
1C

SG
2A

SG
2B

SG
2C

SG
3A

SG
3B

SG
3C

Case 1 Median 0 2 4 0 2 4 0 4 3
Minimum 0 2 3 0 2 4 0 3 3

Case 2 Median 3 0 2 3 0 2 0 1 2
Minimum 2 0 1 2 0 1 0 1 1

Case 3 Median 0 4 3 0 2 2 2 3 0
Minimum 0 2 3 0 1 1 2 2 0

Case 4 Median 0 4 2 2 0 1 1 0 3
Minimum 0 2 1 2 0 1 0 0 2

Case 5 Median 5 3 0 5 3 0 4 2 0
Minimum 4 3 0 3 3 0 3 2 0

Case 6 Median 4 2 0 3 3 0 0 1 3
Minimum 2 2 0 2 2 0 0 1 2

Case 7 Median 2 5 0 4 0 3 5 4 0
Minimum 2 4 0 3 0 2 4 2 0

Case 8 Median 5 4 0 5 3 0 5 0 2
Minimum 4 3 0 3 2 0 4 0 1

IEEE 14-bus and 33-bus systems; the total DOCR operating time for each clustering

is estimated using (7.11), it is the sum of all the relay operating time for all the

network cases within each clustering setting group, considering that the configuration

of DOCR coordination settings for each case aligns with the respective setting group

to which they are clustered.

∑
Tclust =

l∑
SG=1

k∑
Case=1

m∑
n=1

tncase (7.11)

To reinforce the consistency of these findings, Figure.7.8 and Figure.7.9 present a box

plot illustrating the total operating time across 25 executions for the three cluster-

ings. This aligns with the results in Table 7.8: clustering approach 3 consistently

yields a higher total operating time than Clustering Approaches 1 and 2, while clus-

tering approach 2 consistently produces the least total operating time. A detailed

total operating time obtained from the three clustering approaches is presented in
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Table 7.7: Modified IEEE 33-Bus System: Overview of the Coordination Time Inter-
val Violations in Cases across Setting Groups

Network
Case Statistics SG

1A
SG
1B

SG
1C

SG
2A

SG
2B

SG
2C

SG
3A

SG
3B

SG
3C

Case 1 Median 0 5 4 4 0 2 0 3 5
Minimum 0 4 3 4 0 2 0 2 4

Case 2 Median 4 0 2 0 6 2 0 4 3
Minimum 3 0 2 0 4 2 0 3 3

Case 3 Median 0 5 3 4 0 5 0 3 5
Minimum 0 4 2 2 0 3 0 1 3

Case 4 Median 0 4 4 3 3 0 0 1 5
Minimum 0 3 2 3 2 0 0 1 4

Case 5 Median 0 3 2 4 0 4 1 0 3
Minimum 0 2 2 2 0 3 1 0 3

Case 6 Median 0 2 3 3 4 0 4 0 2
Minimum 0 2 2 1 3 0 2 0 0

Case 7 Median 3 5 0 3 2 0 2 0 3
Minimum 1 4 0 3 0 0 1 0 0

Case 8 Median 0 2 3 3 0 3 2 0 4
Minimum 0 1 2 2 0 2 2 0 2

Case 9 Median 3 2 0 3 5 0 4 5 0
Minimum 2 2 0 2 2 0 2 3 0

Case 10 Median 3 2 0 0 4 1 3 6 0
Minimum 3 0 0 0 3 0 2 4 0

Case 11 Median 5 2 0 2 4 0 3 5 0
Minimum 4 2 0 1 4 0 2 4 0

Table 7.8: Total Operating Time of each Clustering Approach

Test
System

Clustering 1
(Sec)

Clustering 2
(Sec)

Clustering 3
(Sec)

IEEE 14 -bus 41.51 37.91 46.85
IEEE 33-bus 62.60 58.37 66.11

appendix C.1and C.2.

The result of optimization shows that clustering approach 2, which employs each re-

lay’s operating time and CTI computed using the nonlinear optimization formulation

in chapter 6, has the least total operating time; this optimization result aligns with

the clustering performance result in Table 7.4, which shows that clustering approach

2 has the highest silhouette score (best performance); hence it is the most effective.
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Figure 7.8: Modified IEEE 14-bus system: Total operating time of the three clustering
approach considering 25 executions

Figure 7.9: Modified IEEE 33-bus system: Total operating time of the three clustering
approach considering 25 executions

7.5 Conclusion and Future Work

This study underscores the importance of effectively coordinating directional overcur-

rent relays in power systems considering changes in network topology and generation

short circuit capacity, including Distributed Generators (DG) stability.
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The first part of the investigation showcased the inherent instability within the system

when the CCT of DGs is not considered in coordination formulation, prompting the

adoption of a solution that incorporated the Critical Clearing Time (CCT) constraint.

While this adjustment effectively curbed instances of CCT violation, it also resulted

in a notable increase in the cumulative operating time across all relays. Hence, opti-

mization approaches should be developed to limit the increase in total operating time

due to the inclusion of the CCT constraint.

The chapter also addresses the changes in network topology and generation short

circuit capacity by employing K-means clustering to group distinct operational and

network topology scenarios into specific relay setting groups. Coordination Time

Interval (CTI) violations resulting from changing network topology and varying gen-

eration short circuit capacity were illustrated, underscoring the importance of assign-

ing tailored setting groups to individual cases to achieve effective coordination. In

addition, the comparison of total operating times across the clustering approaches

emphasized the tangible benefits of selecting the appropriate clustering variable to

achieve an optimized grouping of network cases.

While this research provides valuable insights, the proposed methodology’s real-world

validation applicability within diverse power system configurations presents promising

avenues for future research. In conclusion, this study signifies a step forward in

addressing the challenges of relay coordination in modern power systems, offering a

robust framework for improved reliability and resilience in the face of operation and

network reconfiguration, including varying DG short circuit capacity.



CHAPTER 8: CONCLUSIONS AND RECOMMENDATIONS

8.1 Overview

This dissertation addresses and proposes solutions to the challenges of power system

protection posed by modernizing the grid, characterized by increased grid interconnec-

tivity and integration of Distributed Generators (DG). The investigation into power

system protection challenges was approached from two primary perspectives: Misop-

eration of the protection scheme and protection relay coordination challenges posed

by increased interconnectivity, DG integration, and frequent grid reconfiguration such

as line outage and variation in DG short circuit capacity. Chapters 3, and 4 delve

into the misoperation of protection schemes, while Chapters 5, 6, and 7 delve into

Directional Overcurrent Relay (DOCR) coordination challenges. Through rigorous

analysis, these challenges were investigated, and enhanced solution strategies were

proposed; these include the development of dynamic TCC formulation that is im-

mune to variation in fault current during fault isolation, application of optimization,

and clustering techniques to minimize the DOCR operating time while maintaining

coordination standards.

8.2 Summary of Research Contributions

This work advances the understanding of how grid modernization affects the reliability

of traditional power system protection. The contributions can be summarized as

follows:

1. In chapter 3, a comprehensive impact analysis of the effects of Inverter-

Based Distributed Generators (IBDGs) on conventional protection schemes
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was investigated, and it was shown that the power system’s fault charac-

teristic depends on the type of DGs on the network. The chapter revealed

that the fault behavior of the power system correlates with the specific

types of DGs integrated into the network. This research lays the ground-

work for collaboration between manufacturers of inverter-based DGs and

protection engineers, aiming to bolster the reliability of the power grid.

2. In Chapter 4, the prevention strategy for protection scheme misoperation,

particularly focusing on the directional element, is presented. Identifying

the fault characteristics associated with different DG types and investigat-

ing the misoperation of the negative sequence direction element, a preven-

tion strategy was formulated and subsequently validated using a Real-Time

Hardware-in-the-Loop (RT HIL) setup.

3. In Chapter 5, The DOCR coordination approach was explored. The nu-

merical iteration method was compared against optimization algorithms

such as Genetic Algorithms and Particle Swarm Optimization. The analy-

sis revealed the superiority of optimization algorithms over the numerical

iteration method and highlighted Particle Swarm Optimization as particu-

larly advantageous over Genetic Algorithms in addressing DOCR coordina-

tion challenges. The findings further presented how improving the coordi-

nation approach, such as modifying the PSO optimization algorithm, could

minimize the operating time of DOCRs. This chapter presents an oppor-

tunity to develop advanced optimization algorithms to minimize DOCR

operating time while maintaining coordination.

4. In Chapter 6, the impact of an increased interconnected network with a

bidirectional fault contribution on DOCR coordination was presented and

investigated. To prevent DOCR miscoordination, a novel dynamic relay

coordination approach capable of adjusting to variations of fault current
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during fault isolation was presented and validated; the proposed formula-

tion enhances the reliability of DOCR in a mesh network

5. In Chapter 7, we delved into two critical protection coordination chal-

lenges. Firstly, we examined the stability concerns encountered by DGs

within a network featuring DOCRs. Secondly, we investigated the in-

stances of DOCR misoperations resulting from network topology and op-

eration changes. To tackle these issues effectively, we proposed a resilient

co-optimization strategy. This strategy ensured the stability of DGs and

seamlessly adapted to the changes in network topology and changes in

short circuit capacity while minimizing DOCR operating times. We vali-

dated the efficacy of this strategy using the IEEE test system.

8.3 Recommendations and Future Directions

This work introduced formulations and solution strategies to prevent protection scheme

misoperations and address DOCR miscoordination issues. Additionally, this section

explores potential avenues for future research and acknowledges certain limitations

inherent in this study.

1. The investigation and the proposed strategies developed in this dissertation

were investigated and validated on IEEE test systems and HIL setups; how-

ever, real-world implementation and validation of these strategies would

enhance understanding of their practical feasibility.

2. The impact of inverter control architecture on protection scheme was in-

vestigated in this dissertation, but it does not delve into improving or

modifying the inverter control architecture to prevent misoperation or mis-

coordination of relays; hence, more research should be on adapting inverter

controls to address protection misoperations, such as those involving neg-

ative sequence direction element. For instance, exploring the potential for
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inverters to produce inductive negative sequence fault currents while offer-

ing voltage ride-through support during fault conditions could be an ideal

solution.

3. In this dissertation, the DOCR coordination studies were done considering

the presence of synchronous machine-based distributed generators. Given

the prevalence of Inverter-Based Distributed Generators (IBDGs), further

studies are necessary to ensure effective relay coordination that does not

depend on communication-based schemes, thereby reducing cost implica-

tions.

4. This dissertation improved DOCR coordination using advanced coordina-

tion formulations and clustering-based optimization algorithms. Cluster-

ing, an unsupervised machine learning technique, yielded promising re-

sults. Therefore, exploring other machine learning algorithms and hybrid

approaches presents a potential path to enhancing relay coordination.
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APPENDIX A: Chapter 5 Data and Results

This shows the data and results used for the investigation and work in chapter 5

A.1 9-Bus System Data and Results

Table A.1: 9-Bus System: Nominal Current

Relay

Nominal

Current

(A)

Relay

Nominal

Current

(A)

F2 210 R2 0

F3 122 R3 0

F4 0 R4 14

F5 0 R5 100

F6 0 R6 150

F7 0 R7 14

F8 0 R8 43

F9 0 R9 175

Table A.2: 9-Bus System: Relay Settings (Time Dial Setting (TDS) and Pickup
(Ip)) obtained from Numerical Iteration, GA, and CIW-PSO

Relay Numerical Iteration GA CIW-PSO

TDS Ip TDS Ip TDS Ip

F1 3.805 247.000 0.102 1436.130 0.348 792.986

F2 2.822 263.000 0.100 1053.974 0.100 1002.565

F3 2.997 152.000 0.103 785.585 0.100 765.203

Continued on next page
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Table A.2 – continued from previous page

Relay Numerical Iteration GA CIW-PSO

TDS Ip TDS Ip TDS Ip

F4 3.701 17.000 0.721 308.485 0.100 605.176

F5 1.319 125.000 0.101 489.095 1.248 121.108

F6 0.100 187.000 0.100 178.468 0.100 180.041

F7 3.806 218.000 0.100 1307.784 0.101 1390.907

F8 3.908 53.000 0.672 407.909 1.848 118.359

F9 1.000 16.000 0.100 223.318 0.100 210.010

R1 0.100 247.000 0.102 252.674 0.100 237.600

R2 0.330 263.000 0.259 262.901 0.168 301.261

R3 1.721 152.000 0.102 476.153 0.100 472.271

R4 6.158 17.000 0.100 635.098 0.100 610.578

R5 5.714 125.000 0.349 541.230 0.100 857.847

R6 6.555 187.000 0.164 1267.251 0.666 620.962

R7 3.728 218.000 0.100 368.675 0.746 420.283

R8 9.304 53.000 1.850 348.761 0.217 920.921

R9 6.510 16.000 0.100 1627.416 0.118 1395.364

Table A.3: 9-Bus System: Relay Settings (Time Dial Setting (TDS) and Pickup
(Ip)) obtained from LIW-PSO and EIW-PSO (9-Bus System)

Relay LIW-PSO EIW-PSO

TDS Ip TDS Ip

F1 0.100 1265.236 0.100 1349.399

F2 0.100 1005.200 0.100 1016.259

Continued on next page
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Table A.3 – continued from previous page

Relay LIW-PSO EIW-PSO

TDS Ip TDS Ip

F3 0.100 774.584 0.100 774.990

F4 0.594 313.276 0.680 292.366

F5 0.100 489.022 0.100 489.011

F6 0.100 180.000 0.100 180.000

F7 0.100 1469.894 0.100 1310.856

F8 0.100 953.159 0.650 387.590

F9 0.100 210.000 0.100 210.000

R1 0.100 237.603 0.100 237.600

R2 0.252 252.000 0.252 252.000

R3 0.100 471.682 0.100 471.685

R4 0.100 610.173 0.100 610.285

R5 0.100 823.068 0.340 530.783

R6 0.209 1007.378 0.159 1207.787

R7 0.100 351.426 0.100 345.377

R8 0.227 907.114 1.783 332.249

R9 0.100 1395.364 0.100 1510.983

Table A.4: 9-Bus System: Relay Operating Time and CTI obtained from Nu-
merical Iteration Approach

Coordination Pair
Numerical Iteration

BR Time (Sec) PR Time (Sec) CTI (Sec)

Pair 1 0.82 0.385 0.435

Continued on next page
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Table A.4 – continued from previous page

Coordination Pair
Numerical Iteration

BR Time (s) PR Time (s) CTI (s)

Pair 2 0.895 0.435 0.46

Pair 3 0.711 0.46 0.251

Pair 4 0.283 0.251 0.032

Pair 5 0.477 0.032 0.445

Pair 6 0.657 0.445 0.212

Pair 7 0.309 0.212 0.097

Pair 8 0.482 0.097 0.385

Pair 9 0.4 0.385 0.015

Pair 10 0.324 0.015 0.309

Pair 11 0.701 0.309 0.392

Pair 12 0.991 0.392 0.599

Pair 13 1.238 0.599 0.639

Pair 14 0.654 0.639 0.015

Pair 15 0.44 0.015 0.425

Pair 16 0.853 0.425 0.428

Pair 17 5.951 0.428 5.523

Total Time 16.186 5.524 10.662
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Table A.5: 9-Bus System: Relay Operating Time and CTI obtained from Genetic
Algorithm and CIW-PSO

Coordination
Pair

GA CIW-PSO
BR

Time
(s)

PR
Time
(s)

CTI
(s)

BR
Time
(s)

PR
Time
(s)

CTI
(s)

Pair 1 0.473 0.100 0.374 0.292 0.077 0.215
Pair 2 0.665 0.275 0.390 0.390 0.187 0.202
Pair 3 0.761 0.430 0.331 0.558 0.358 0.200
Pair 4 0.617 0.232 0.385 0.430 0.230 0.200
Pair 5 0.325 0.112 0.213 0.230 0.030 0.200
Pair 6 0.399 0.061 0.339 0.292 0.047 0.245
Pair 7 1.307 0.250 1.057 1.042 0.217 0.825
Pair 8 0.507 0.038 0.468 0.217 0.017 0.200
Pair 9 0.613 0.131 0.482 0.277 0.077 0.200
Pair 10 0.468 0.065 0.404 0.215 0.015 0.200
Pair 11 0.526 0.225 0.301 0.417 0.215 0.202
Pair 12 0.515 0.220 0.295 0.390 0.190 0.200
Pair 13 0.661 0.204 0.457 0.487 0.187 0.300
Pair 14 0.633 0.154 0.480 0.335 0.099 0.236
Pair 15 0.490 0.106 0.384 3.272 0.015 3.257
Pair 16 0.660 0.345 0.315 0.529 0.326 0.203
Pair 17 0.797 0.327 0.470 0.499 0.298 0.201

Total Time 10.418 3.275 7.144 9.872 2.585 7.286
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Table A.6: IEEE-33-Bus System: Nominal Current

Relay
Nominal
Current

(A)
Relay

Nominal
Current

(A)
Relay

Nominal
Current

(A)
Relay

Nominal
Current

(A)
F1 163.87 F21 21.8 R9 10.31 F21B 0
F2 108.47 F22 17.69 R12 19.7 F15B 0
F3 58.73 F25 0 R15 9.07 F9B 0
F6 20.97 F29 46.16 R21 0 F29B 0
F8 13.07 F33 0 R22 0 F3B 46.1
F9 10.31 R3 0 R25 0 F6B 29.72
F12 19.8 R6 0 R29 0
F15 9.08 R8 14 R33 0

F12B 0 F8B 0 F2B 50.62
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Table A.7: IEEE 33-Bus System: Relay Settings (Time Dial Setting (TDS) and
Pickup (Ip)) obtained from CIW-PSO, LIW-PSO, and EIW-PSO

CIW-PSO LIW-PSO EIW-PSO
TDS Ip (A) TDS Ip (A) TDS Ip (A)

F1 0.203 1292.415 0.252 1395.556 0.117 1544.123
F2 0.414 1554.294 0.291 1993.332 0.231 1186.638
F3 0.210 1074.041 0.230 897.532 0.160 629.985
F6 0.572 400.141 1.298 93.869 0.289 530.521
F8 0.373 660.736 0.213 668.745 0.101 526.961
F9 1.815 100.507 0.765 23.538 1.133 26.172
F12 0.124 702.866 0.136 485.436 0.100 687.035
F15 1.246 181.960 0.808 211.112 0.803 139.714
F21 0.372 623.374 0.574 430.169 0.538 429.023
F22 0.518 513.196 1.150 193.595 0.401 164.653
F25 0.100 4.066 0.100 1.316 0.100 1.900
F29 0.363 205.012 0.522 409.001 0.869 411.298
F33 0.100 2.789 0.100 5.714 0.100 1.139
R3 0.288 19.611 1.806 10.788 0.846 133.123
R6 0.170 69.594 0.515 36.707 0.885 98.569
R8 0.777 315.899 1.965 147.564 1.161 155.636
R9 0.800 55.033 0.607 39.346 1.081 117.067
R12 1.230 104.899 0.389 309.108 0.609 269.459
R15 0.128 30.018 0.394 53.415 0.748 143.465
R21 0.591 41.384 0.315 41.395 0.890 26.581
R25 0.100 0.411 0.100 3.908 0.100 0.251
R29 0.659 182.191 0.719 121.605 0.543 183.657
R33 0.952 78.418 0.516 81.666 0.516 39.082
F21B 0.100 2.273 0.100 6.158 0.100 0.255
F15B 0.100 4.199 0.100 1.004 0.100 0.549
F9B 0.100 5.501 0.100 0.947 0.100 1.018
F29B 0.100 1.101 0.100 0.592 0.100 0.504
F3B 0.323 678.824 1.160 220.981 0.824 424.633
F6B 0.288 828.637 0.250 759.708 0.106 722.922
F8B 0.100 29.013 0.100 8.765 0.100 1.126
F2B 0.380 891.066 0.357 845.223 0.202 508.289
F12B 0.100 1.914 0.100 2.883 0.100 0.923
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Table A.8: IEEE 33-Bus System: Relay Operating Time and CTI obtained from
Numerical Iteration Approach

Coordination
Pair BR Time (s) PR Time (s) CTI (s)

Pair 1 0.4762308 0.088124 0.3881067
Pair 2 1.9276109 0.0683789 1.8592319
Pair 3 0.4018964 0.0388033 0.3630931
Pair 4 1.2168218 0.4053462 0.8114756
Pair 5 0.7661669 0.1407159 0.625451
Pair 6 0.4235022 0.1873167 0.2361855
Pair 7 0.754029 0.3246092 0.4294198
Pair 8 2.2219923 0.3509788 1.8710135
Pair 9 1.9322385 0.2092733 1.7229652
Pair 10 1.4087139 0.1589097 1.2498042
Pair 11 0.9362765 0.2731555 0.6631211
Pair 12 0.5615539 0.1151514 0.4464025
Pair 13 0.4098425 0.0663843 0.3434582
Pair 14 1.2807593 0.4071932 0.8735661
Pair 15 0.5942773 0.0406317 0.5536456
Pair 16 1.1111904 0.675203 0.4359869
Pair 17 2.4933061 0.176318 2.3169881
Pair 18 0.5282153 0.117494 0.4107218
Pair 19 0.468557 0.035298 0.4332588
Pair 20 0.454688 0.017151 0.4375371
Pair 21 1.7872754 0.016447 1.7708288
Pair 22 0.5497376 0.109288 0.4404492
Pair 23 2.2371199 0.122211 2.1149086
Pair 24 0.967211 0.214502 0.752709
Pair 25 0.6195742 0.005035 0.6145396
Pair 26 0.4970228 0.06269 0.4343326
Pair 27 0.6086462 0.054622 0.5540245
Pair 28 1.0738388 0.080971 0.9928673
Pair 29 0.4419283 0.053751 0.3881775
Pair 30 2.0419128 0.054765 1.9871479
Pair 31 0.6314809 0.118206 0.5132747
Pair 32 0.9854342 0.052367 0.9330677
Pair 33 1.4404598 0.058602 1.3818575
Pair 34 0.4014508 0.034596 0.366855
Pair 35 0.408907 0.0665 0.3424072
Pair 36 0.9522423 0.056477 0.8957652

Total Operating
Time (s) 36.01211 5.057466 30.95464
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Table A.9: IEEE 33-Bus System: Relay Operating Time and CTI obtained from
Genetic Algorithm (GA) and CIW-PSO

Coordination
Pair

GA CIW-PSO
BR

Time(s)
PR CTI

(s)
BR PR

Pair 1 0.647 0.049 0.598 0.287 0.051 0.236
Pair 2 0.339 0.069 0.270 1.904 0.055 1.848
Pair 3 0.523 0.067 0.456 0.430 0.057 0.373
Pair 4 0.463 0.263 0.200 1.012 0.255 0.757
Pair 5 0.980 0.119 0.860 0.799 0.120 0.678
Pair 6 0.823 0.124 0.699 0.303 0.110 0.193
Pair 7 0.292 0.241 0.051 0.673 0.288 0.384
Pair 8 0.685 0.218 0.468 1.592 0.329 1.262
Pair 9 1.417 0.171 1.245 1.448 0.197 1.251
Pair 10 1.685 0.238 1.447 1.029 0.192 0.837
Pair 11 1.171 0.293 0.877 0.719 0.212 0.507
Pair 12 0.655 0.099 0.556 0.446 0.090 0.357
Pair 13 0.415 0.063 0.352 0.466 0.078 0.389
Pair 14 0.735 0.535 0.200 0.885 0.418 0.467
Pair 15 1.175 0.058 1.116 0.441 0.054 0.387
Pair 16 0.654 0.454 0.200 1.328 0.586 0.742
Pair 17 1.303 0.197 1.106 1.479 0.198 1.281
Pair 18 1.689 0.170 1.519 0.503 0.123 0.380
Pair 19 0.594 0.025 0.569 0.304 0.033 0.271
Pair 20 0.379 0.017 0.362 0.380 0.022 0.359
Pair 21 0.399 0.025 0.374 1.337 0.021 1.316
Pair 22 1.279 0.070 1.208 0.404 0.102 0.301
Pair 23 0.551 0.087 0.464 1.549 0.087 1.462
Pair 24 1.460 0.145 1.315 0.707 0.159 0.548
Pair 25 0.682 0.008 0.674 0.499 0.007 0.492
Pair 26 0.585 0.046 0.539 0.505 0.067 0.438
Pair 27 0.473 0.065 0.407 0.569 0.048 0.521
Pair 28 0.513 0.066 0.446 0.903 0.057 0.846
Pair 29 1.001 0.073 0.928 0.265 0.062 0.203
Pair 30 0.511 0.078 0.433 1.842 0.071 1.771
Pair 31 1.580 0.189 1.391 0.589 0.151 0.438
Pair 32 0.579 0.050 0.529 0.967 0.044 0.923
Pair 33 0.825 0.050 0.775 0.997 0.041 0.956
Pair 34 1.268 0.050 1.218 0.365 0.030 0.335
Pair 35 0.287 0.050 0.237 0.374 0.061 0.312
Pair 36 0.491 0.050 0.441 0.757 0.065 0.693

TotalOperating Time 29.106 4.575 24.531 29.055 4.541 24.514

Time(s) Time(s)Time(s)
CTI
(s)
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Coordination
Pair BR

Time(s)
PR CTI

(s)
BR PR

Pair 1
Pair 2
Pair 3
Pair 4
Pair 5
Pair 6
Pair 7
Pair 8
Pair 9
Pair 10
Pair 11
Pair 12
Pair 13
Pair 14
Pair 15
Pair 16
Pair 17
Pair 18
Pair 19
Pair 20
Pair 21
Pair 22
Pair 23
Pair 24
Pair 25
Pair 26
Pair 27
Pair 28
Pair 29
Pair 30
Pair 31
Pair 32
Pair 33
Pair 34
Pair 35
Pair 36

TotalOperating Time

Time(s) Time(s)Time(s)
CTI
(s)

0.324 0.073 0.251 0.264 0.064 0.200
1.095 0.060 1.035 1.120 0.064 1.056
0.281 0.052 0.230 0.254 0.050 0.204
0.573 0.329 0.244 0.645 0.330 0.315
0.606 0.092 0.515 0.491 0.101 0.390
0.327 0.127 0.200 0.211 0.140 0.071
0.702 0.327 0.376 0.511 0.295 0.216
1.319 0.337 0.982 1.295 0.295 1.000
1.192 0.160 1.032 1.035 0.165 0.870
1.048 0.174 0.874 0.770 0.181 0.589
0.552 0.287 0.265 0.453 0.252 0.201
0.342 0.068 0.274 0.292 0.092 0.200
0.341 0.048 0.293 0.274 0.064 0.210
0.781 0.366 0.414 0.680 0.456 0.224
0.416 0.055 0.361 0.287 0.046 0.241
1.161 0.555 0.606 0.776 0.568 0.208
1.223 0.172 1.051 1.255 0.167 1.088
0.387 0.170 0.217 0.367 0.167 0.200
0.320 0.025 0.295 0.229 0.029 0.200
0.271 0.015 0.257 0.246 0.018 0.228
0.989 0.014 0.975 0.908 0.018 0.890
0.459 0.110 0.349 0.320 0.095 0.225
1.155 0.089 1.066 1.082 0.095 0.987
0.559 0.120 0.439 0.512 0.162 0.350
0.509 0.005 0.504 0.379 0.006 0.373
0.328 0.049 0.279 0.294 0.064 0.230
0.475 0.074 0.401 0.337 0.061 0.276
0.699 0.058 0.641 0.621 0.061 0.560
0.291 0.079 0.212 0.265 0.065 0.200
1.645 0.061 1.584 1.149 0.065 1.084
0.529 0.127 0.402 0.403 0.163 0.240
0.755 0.045 0.710 0.643 0.043 0.600
0.828 0.039 0.789 0.755 0.043 0.712
0.232 0.032 0.200 0.231 0.028 0.202
0.339 0.062 0.277 0.256 0.056 0.200
0.709 0.058 0.651 0.583 0.056 0.526

23.766 4.513 19.253 20.193 4.628 15.565

LIW-PSO EIW-PSO

Table A.10: IEEE 33-Bus System: Relay Operating Time and CTI obtained from
LIW-PSO and EIW-PSO
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APPENDIX B: Chapter 6 Data and Results

This shows the data and results used for the investigation and work in chapter 6

B.1 IEEE 8-Bus Data and Results

Table B.1: IEEE 8-Bus System: Relay Operating Time from the Three Formulation
Approach

Relays
Traditional
Formulation

Tpr(Sec)

Modified traditional
Formulation

Tpr(Sec)

Proposed
Formulation

Tpr(Sec)
R1 0.0773 0.0691 0.0117
R2 0.0942 0.3522 0.2195
R3 0.1162 0.4005 0.0686
R4 0.1455 0.2260 0.0258
R5 0.0753 0.0360 0.1232
R6 0.1091 0.2317 0.1790
R7 0.0348 0.0782 0.1130
R8 0.1394 0.0072 0.0014
R9 0.0791 0.0424 0.0652
R10 0.0032 0.1261 0.0011
R11 0.0778 0.0010 0.0431
R12 0.1601 0.0031 0.1342
R13 0.0602 0.1332 0.0597
R14 0.0342 0.3776 0.1577
Total

operating time 1.2065 2.0844 1.2034
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B.2 IEEE 33-Bus Data and Results

Table B.2: Modified IEEE 33-Bus Relay: Fault Current Characteristics Con-
sidering Adjacent Breaker Status

Pair
Closed Adjacent breaker Opened Adjacent breaker

Primary Fault

Current (A)

Backup Fault

Current (A)

Primary Fault

Current (A)

Backup Fault

Current (A)

1 70578.13 70578.13 70590.13 70590.13

2 70578.13 265 70590.13 304

3 454 250 1076.5 366

4 454 207 1076.5 724

5 11267 10986 11600.5 11555.45

6 11267 384 11600.5 666.3

7 725 727 1413 6290

8 725 727 1413 790

9 3406 2603.75 3640 2665

10 3406 822.76 3640 990

11 1197.32 813.02 1462 844

12 1197.32 285.89 1462 620.4

13 3096 1064 3399.9 1272.2

14 3096 2048.52 3399.9 2144.61

15 675.81 398.22 1151 711.26

16 675.81 283.2 1151 446.9

17 2235 439.34 2680 689

18 2235 1805.68 2680 1928.1

19 664.17 26.31 1295 549.4

Continued on next page
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Table B.2 – continued from previous page

Pair
Closed Adjacent breaker Opened Adjacent breaker

Primary Fault

Current (A)

Backup Fault

Current (A)

Primary Fault

Current (A)

Backup Fault

Current (A)

20 664.17 658.92 1295 749.2

21 2020.19 1067.56 2294 1336

22 2020.19 974.1 2294 1004

23 502.27 76.09 972 630

24 502.27 432.1 953 352.07

25 1601.97 680.03 1713 718

26 1601.97 925.12 1713 992

27 649.7 567.88 1600 1428

28 11602 696.64 11758 881

29 11602 10986.08 11758 11759.92

30 383 386 1012 1018

31 1941 1950 2115 2123

32 1585 972 2030 1375

33 1585 441 2030 576

34 3772 2603.63 4044.11 2945

35 3772 1196.44 4044.11 1334.7

36 824 718.75 1201 839

37 824 102 1201 320.4

38 3005 1569 3140 1593

39 3005 1228.23 3140 1333

40 549 384 713 5740

Continued on next page
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Table B.2 – continued from previous page

Pair
Closed Adjacent breaker Opened Adjacent breaker

Primary Fault

Current (A)

Backup Fault

Current (A)

Primary Fault

Current (A)

Backup Fault

Current (A)

41 1322.37 681 1678.97 989

42 1322.37 648.3 1678.97 697

43 925.21 1026 1324 903.68

44 925.21 398.22 1324 422.8

45 70878 70578.27 71122 70578

46 70878 321 71122 710

47 169.61 169.61 999.2 297

48 169.61 169.61 999.2 593

49 3315 2408.17 3870 2421

50 3315 968.54 3870 1191

51 490 283.99 896 627

52 490 215.3 896 282.2

53 3230 2408.17 3405 2435

54 3230 491 3405 781

55 969 1184.99 3038 2085

56 969 285.89 3038 949.4
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Table B.3: Modified IEEE 33-Bus Relay: Coordination Time Interval from the
Three Formulation Approach

Pair
Traditional Formulation

CTI (Sec)

Modified

Traditional Formulation

CTI (Sec)

Proposed Formulation

CTI (Sec)

1 0.194 0.297 0.251

2 0.152 0.564 0.213

3 0.110 0.483 0.202

4 0.183 0.537 0.215

5 0.160 0.430 0.24

6 0.201 0.447 0.202

7 0.139 0.330 0.2

8 0.141 0.487 0.2

9 0.235 0.363 0.242

10 0.192 0.499 0.21

11 0.135 0.227 0.2

12 0.123 0.304 0.2

13 0.134 0.470 0.21

14 0.187 0.354 0.24

15 0.141 0.380 0.22

16 0.151 0.341 0.21

17 0.196 0.356 0.2

18 0.193 0.618 0.26

19 0.156 0.253 0.201

20 0.196 0.378 0.204

Continued on next page
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Pair
Traditional Formulation

CTI (Sec)

Modified

Traditional Formulation

CTI (Sec)

Proposed Formulation

CTI (Sec)

21 0.199 0.474 0.235

22 0.168 0.510 0.23

23 0.131 0.254 0.221

24 0.184 0.316 0.21

25 0.139 0.255 0.218

26 0.190 0.247 0.221

27 0.159 0.320 0.2

28 0.173 0.252 0.2

29 0.172 0.283 0.25

30 0.125 0.371 0.2

31 0.129 0.408 0.2

32 0.226 0.594 0.23

33 0.182 0.327 0.207

34 0.189 0.284 0.25

35 0.192 0.615 0.238

36 0.189 0.363 0.221

37 0.206 0.235 0.21

38 0.143 0.371 0.217

39 0.162 0.312 0.206

40 0.145 0.543 0.2

41 0.217 0.465 0.291

Continued on next page
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Table B.3 – continued from previous page

Pair
Traditional Formulation

CTI (Sec)

Modified

Traditional Formulation

CTI (Sec)

Proposed Formulation

CTI (Sec)

42 0.140 0.429 0.214

43 0.185 0.329 0.223

44 0.147 0.214 0.203

45 0.261 0.266 0.264

46 0.144 0.285 0.219

47 0.147 0.499 0.201

48 0.159 0.231 0.2081

49 0.212 0.326 0.243

50 0.203 0.414 0.212

51 0.217 0.371 0.246

52 0.218 0.357 0.221

53 0.242 0.534 0.245

54 0.196 0.484 0.208

55 0.154 0.425 0.243

56 0.203 0.568 0.271

Total

CTI
9.771 21.647 12.3961
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Table B.4: Modified IEEE 33-Bus Relay: Relay Operating Time from the Three
Formulation Approach

Relays
Traditional
Formulation

Tpr(Sec)

Modified traditional
Formulation

Tpr(Sec)

Proposed
Formulation

Tpr(Sec)
F2 0.087 0.088 0.045
F3 0.158 0.158 0.166
F6 0.040 0.088 0.033
F8 0.300 0.305 0.291
F9 0.093 0.093 0.099
F12 0.028 0.102 0.027
F15 0.314 0.395 0.324
F21 0.236 0.373 0.314
F22 0.215 0.278 0.183
F25 0.009 0.009 0.008
F29 0.120 0.120 0.039
F33 0.312 0.324 0.299
R3 0.042 0.082 0.023
R6 0.083 0.241 0.160
R8 0.013 0.013 0.005
R9 0.014 0.051 0.023
R12 0.234 0.245 0.163
R15 0.197 0.201 0.116
R21 0.034 0.034 0.061
R25 0.105 0.230 0.146
R29 0.108 0.158 0.052
R33 0.047 0.208 0.149
F21B 0.238 0.353 0.299
F15B 0.083 0.114 0.016
F9B 0.063 0.160 0.115
F29B 0.266 0.381 0.206
F3B 0.077 0.245 0.197
F6B 0.044 0.046 0.097
F8B 0.078 0.241 0.204
F2B 0.006 0.013 0.076
F12B 0.249 0.344 0.237
Total

Operating Time 3.894 5.696 4.175
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APPENDIX C: Chapter 7 Data and Results

This shows the data and results used for the investigation and work in chapter 7

Table C.1: IEEE 14-bus system: Total Operating Time of Each Clustering
Approach

Relay
Operating Time (Sec)

Approach 1 Approach 2 Approach 3

R1_2 1.43 1.32 1.78

R1_5 3 2.87 3.15

R2_1 4.42 4.76 4.29

R2_5 2.24 2.12 2.34

R2_4 1.91 1.83 2.1

R2_3 2.28 2.29 2.4

R5_1 0.38 0.32 0.58

R5_2 0.86 0.7 0.98

R5_4 2.91 2.73 2.9

R5_6 1.47 1.41 1.56

R3_2 0.65 0.68 0.85

R3_4 0.62 0.61 0.83

R4_2 0.68 0.67 1.11

R4_3 0.87 0.67 1.15

R4_5 1.27 1.1 1.43

R4_7 0.83 0.76 0.93

R4_9 1.04 0.95 1.01

R7_4 1.52 1.16 1.62

Continued on next page
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Table C.1 – continued from previous page

Relay
Operating Time (Sec)

Approach 1 Approach 2 Approach 3

R7_8 0.73 0.57 0.86

R7_9 0.86 0.76 0.98

R6_5 0.79 0.73 1.08

R6_11 0.66 0.6 0.84

R6_12 0.35 0.23 0.45

R6_13 0.37 0.29 0.48

R9_4 0.36 0.2 0.4

R9_7 1.25 1.19 1.43

R9_10 0.3 0.25 0.51

R9_14 0.44 0.39 0.6

R10_9 0.95 0.91 1.05

R10_11 0.34 0.21 0.53

R11_6 0.46 0.4 0.66

R11_10 0.85 0.7 0.86

R14_9 0.71 0.58 0.97

R14_13 0.57 0.41 0.55

R12_6 0.47 0.35 0.52

R12_13 0.28 0.19 0.29

R13_12 0.35 0.31 0.38

R13_14 0.32 0.22 0.45

R13_6 0.85 0.74 0.97

Total Operating Time 41.51 37.91 46.85
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Table C.2: IEEE 33-bus system: Total Operating Time of Each Clustering

Relay
Clustering
Approach 1

(Sec)

Clustering
Approach 2

(Sec)

Clustering
Approach 3

(Sec)
F2 1.58 1.39 1.41
F3 1.3 1.52 1.52
F6 1.83 1.74 2.86
F8 2.18 1.65 1.92
F9 1.7 1.12 1.64
F12 2.38 2.49 1.7
F15 2.02 2.31 2.2
F21 1.34 1.49 1.9
F22 3.63 2.92 2.14
F25 2.3 1.86 2.95
F29 1.51 1.29 1.69
F33 1.63 1.98 1.69
R3 2.79 1.93 1.78
R6 2.13 1.63 1.69
R8 3.01 2.41 2.48
R9 2.5 3.41 3.54
R12 3.72 2.12 3.59
R15 3.44 1.92 2.32
R21 1.29 1.31 2.9
R25 2.71 3.12 4.96
R29 1.84 1.76 2.19
R33 1.99 1.99 1.61
F21B 1.92 1.78 2.03
F15B 1.34 1.75 2.22
F9B 1.49 1.65 1.62
F29B 1.63 1.59 1.55
F3B 1.71 1.62 1.34
F6B 1.61 1.87 1.39
F8B 1.24 1.01 1.44
F2B 1.09 1.56 1.29
F12B 1.75 2.19 2.54
Total

Operating Time 62.6 58.37 66.11




