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ABSTRACT 

 

 

PRASHANT TAREY.  Numerical Simulations of Single-Phase and Multiphase Reacting Flows 

Under Shock and Detonation Conditions.  (Under the direction of DR. PRAVEEN 

RAMAPRABHU) 

 

Mode transition in Rotating Detonation Engines (RDEs) refers to an abrupt change in the 

number of detonation waves due to a change in inlet conditions such as the injected fuel reactivity 

and total pressure. Previous theories describing mode transition were based on 2D detonation tube 

models, and stipulate that the detonation wave (DW) height should be an integral multiple of the 

detonation cell width for stability. According to this mechanism, with changes in inlet conditions, 

the detonation cell width can change, and along with it the DW height resulting in mode transition. 

Through detailed numerical simulations in a 2D unrolled RDE geometry, an alternate mechanism 

for mode transition is proposed, along with a corresponding quantitative criterion that is validated 

using simulation data. We observed mode transition when the 𝑁2  dilution of the injected fuel 

mixture was reduced, so that the more reactive, fresh mixture injected into the combustion chamber 

triggered a localized, micro-detonation to form. In the simulations, we observe the micro-

detonation to eventually lead to a mode transition when 𝜏𝑀𝐷<𝜏𝐿, where 𝜏𝐿 is the time of revolution 

of the parent DW and 𝜏𝑀𝐷 is the time required for a ‘micro-detonation’ to form. When this criteria 

was not satisfied, the parent DW consumed the fuel mixture in the hot spot, before a daughter wave 

could form. A relationship to predict the number of DWs following mode transition is also 

proposed and verified using simulation data. 

In the second part of this thesis, we describe detailed numerical simulations of a liquid fuel droplet 

impacted by a Mach 5 shock wave, considering the effects of chemical reactions and phase change 

due to evaporation. In our baseline case, a 5 𝜇𝑚 , 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒  fuel droplet is preheated to 

460 𝐾, and surrounded by preheated 𝑂2 gas at 700 𝐾. The fuel droplet undergoes significant 
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deformation and morphological changes following shock impingement, as the droplet surface 

becomes unstable to the Kelvin-Helmholtz instability. The droplet core is also observed to eject a 

thin sheet near the equatorial plane, which is then stretched by the high-speed post-shock gas flow, 

affecting the late-time behavior. We find the observed dominant modes associated with the Kelvin-

Helmholtz instability are in reasonable agreement with linear theory [1, 2], when the local 

conditions at the droplet surface are considered. The production of fuel vapors by the droplet 

impairs the growth of such surface instabilities, leading to reduced growth of the droplet surface 

area when compared with a non-evaporating droplet. Furthermore, an evaporation-induced Stefan 

flow is established which blows off the hot post-shock gasses surrounding the droplet, leading to 

droplet cooling. As the fuel vapors react, a diffusion flame is formed on the droplet-windward side, 

leading to intense droplet heating and enhanced vapor production in this region. In contrast, the 

leeward side of the droplet is occupied by pre-shock gasses entrapped in a low-pressure region 

formed by flow separation, resulting in lower temperatures and vapor production at that site. We 

investigated the effect of the Damkohler number on droplet evolution by varying the fuel 

reactivity, and found the flame thickness decreased with increasing reactivity in agreement with 

trends predicted by laminar diffusion flame theory. In addition, the greater consumption of fuel 

vapor in the region surrounding the droplet at higher reactivities, resulted in increased growth of 

the droplet surface area, and increased expansion rate of the ejected thin sheet structures. At the 

highest reactivity, secondary burning of fuel vapors was observed in the droplet wake, while the 

resulting flame eventually reattached to the droplet surface. Our results show significant spatial 

inhomogeneities are present in the droplet flowfield in all the cases investigated, which must be 

considered in the development of reduced order point-particle models for system-level simulations 

of detonation engines.  
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CHAPTER 1:INTRODUCTION 

In this work, we have investigated using detailed numerical simulations, the properties of 

detonation waves occurring in single-phase rotating detonation engines and the evolution of a 

shock-driven liquid fuel droplet. The studies span vastly different scales from the microscale at 

which the behavior of an isolated liquid fuel droplet has been investigated to device-scale 

simulations of a gas-phase rotating detonation engine. Our simulations of the gas-phase rotating 

engine have highlighted the possibility of a new pathway to mode transition, in which the number 

of detonation waves can change abruptly, along with a discussion of the impact of such a 

phenomenon on engine operation. To address the behavior of an isolated liquid fuel droplet driven 

by a shockwave considering the effects of surface tension, evaporation and chemical reactions, we 

have developed extensive numerical capabilities in our Direct Numerical Simulation code called 

IMPACT.  

1.1 Rotating Detonation Engines 

Rotating Detonation Engines (RDEs) represent a relatively new concept in pressure gain 

combustion, where a detonation wave (DW) formed from injected mixture, travels 

circumferentially within an annular channel. The DW compresses the fuel to much higher 

pressures, resulting in the extraction of additional work and efficiencies not accessible through the 

conventional Brayton cycle. Unlike conventional engine designs, RDEs have no moving parts, 

making their manufacturing simpler, while their compact design increases their payload carrying 

capacity [3]. Conventional combustion engines are limited to operating at subsonic speeds, and 

can only operate at supersonic by decelerating the intake air to subsonic velocities to enable 

combustion, which generates heat and drag. In contrast, detonations in RDEs occur at supersonic 

speeds, which can be achieved without decelerating the intake air resulting in higher efficiencies 
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and reduced heat loss and drag [4]. In recent years, RDEs have gained significant attention [5-8] 

owing to their higher theoretical efficiencies (up to 25% increase over the Brayton cycle), 

including several experimental [9-13] and numerical [6, 7, 11-17] investigations. It has been 

observed that the number of DWs (𝑛𝑊) can abruptly change in an RDE, due to a change in the 

inlet conditions such as the fuel reactivity, mass flow rate or chamber pressure.  This phenomenon 

has been termed mode transition in the RDE literature [18-21]. 

Existing theories of mode transition [12-17] in RDEs are based on fundamental detonation 

tube models and experiments. For a DW to self-propagate in a detonation tube, there should exist 

at least ncrit number of triple points along its height. If this condition is not met (i.e. h<ncrit𝜆), the 

DW can extinguish due to heat loss to the tube walls. A similar phenomenon has been observed 

for detonation waves in RDEs, where it has been observed that when the detonation height is not 

an integer multiple of 𝜆, mode transition can occur as observed in the experiments of [13, 18]. 

However, in practical RDE devices, due to the presence of highly turbulent and inhomogeneous 

flowfield ahead of the detonation wave, the network of triple points can be disrupted. Yet, we find 

from our simulations that mode transition can occur, even in the absence of the detonation cell 

network, suggesting an alternate mechanism at play. Specifically, our simulations show that when 

the reactivity of the inlet mixture was varied, local hot spots can develop first into micro-

detonations, and eventually into detonation waves. A necessary condition for mode transition is 

proposed, based on two timescales of the flow, namely the time of revolution of the parent DW 

𝜏𝐿, and a ‘micro-detonation’ time 𝜏𝑀𝐷  that represents the deflagration-to-detonation (DDT) time 

of a local hot spot.  
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1.2 Shock-Droplet Interaction 

Shock-driven droplet breakup, evaporation, and reaction plays an important role in liquid 

fuel droplet combustion, with applications in scramjets [22-25], Rotating Detonation Engines 

(RDEs) [26, 27] , and several industrial phenomena [28]. Liquid fuels have the advantage of ease 

of storage, higher energy density (defined as energy per unit volume) leading to higher thrust-to-

weight ratios, and the ability to be used as a coolant, making them an attractive energy source for 

engines [29, 30]. Gaseous fuels, such as Liquified Natural Gas (LNG) and Compressed Natural 

Gas (CNG), can provide up to 25% higher specific energy (defined as energy per unit mass) [31, 

32] when compared to liquid fuels like Jet-A and Kerosene. However, gaseous fuels are required 

to be maintained at low cryogenic temperatures (~ -160 °C for LNG [33] at atmospheric pressure) 

or high pressures (~ 250 atm at room temperature for CNG [34]), presenting challenges in their 

handling and storage. Despite their increased specific energy, the energy density remains lower 

than liquid fuels such as Jet-A or Diesel (~60% for LNG [32] and ~25% for CNG [32]). Due to 

these challenges in the storage of gaseous fuels and the high volume they occupy even in their 

liquified or compressed state, there is an increased interest in the use of liquid fuel for detonation 

engines [26, 27].  In a typical detonation engine, the liquid fuel is injected into the combustion 

chamber [26], where the high-speed gas fragments the liquid jet into droplets, called primary 

breakup, while the droplets may undergo further deformation and secondary breakup . As the fuel 

droplets deform, the high temperature environment within the combustion chamber [22, 35, 36] 

also leads to evaporation, a process that is further enhanced by the instability-driven increase in 

the total surface area of the droplets due to its stretching [37, 38]. The fuel vapors produced from 

evaporation undergo combustion, thereby generating thrust and energy; thus, the overall efficiency 

of the engine is closely linked to the rate of droplet conversion to fuel vapors involving stretching, 
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breakup and evaporation. For typical scramjet operation, the combustor flow will have Mach 

numbers in the range 2 - 3 [22, 25], while detonation waves in RDEs are expected to operate at 

even higher Mach numbers. For a typical combustor section of length ~1 𝑚  [22, 39], the 

corresponding residence time of fuel droplets will be 𝒪(𝑚𝑠) [22], during which the droplets will 

have to disintegrate, evaporate and burn. 

While significant progress has been made in our understanding of gaseous fuel-air mixing 

and combustion phenomena, the fundamentals of liquid fuel combustion are still poorly understood 

[40, 41]. For efficient combustion in detonation engines, fuel droplets must undergo rapid 

conversion to vapor through instability, breakup and phase change. This has motivated several 

experimental [42-48] and numerical [49-54] studies that have focused extensively on droplet 

breakup mechanisms and their dependence on different operating parameters. A significant source 

of uncertainty remains however in the coupling between the evaporation, reactions and droplet 

surface instabilities. Thus, the primary focus of this numerical work is to investigate the evolution 

of a shock-driven fuel droplet under the combined effects of surface tension mediated deformation, 

evaporation and reactions. In this section, we first summarize some previous investigations of non-

evaporating, evaporating and reacting droplets using experiments and simulations. 

Over the past century, theoretical and experimental work on liquid jets and droplet breakup 

has laid the foundation for detailed droplet breakup theories [55-57]. For large liquid-to-gas 

density ratios, shock-driven droplet breakup characteristics are influenced by the Weber number, 

𝑊𝑒 =
𝜌𝑝𝑠𝑢𝑝𝑠

2 𝐷

𝜎
 (where 𝜌𝑝𝑠 , 𝑢𝑝𝑠 , 𝐷 and 𝜎 are the density, relative velocity, droplet diameter and 

surface tension respectively, and the subscript ‘𝑝𝑠’ denotes post-shock gas conditions), and the 

Ohnesorge number 𝑂ℎ =
√𝑊𝑒

𝑅𝑒
. For 𝑂ℎ <  0.1, viscous effects are insignificant, so that the droplet 
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breakup regimes are governed primarily by the Weber number [42, 43, 57]. For a liquid droplet 

under a gas flow, the different breakup regimes observed experimentally [58-60] are: vibrational 

modes (𝑊𝑒 <  10), bag breakup (10 ≤  𝑊𝑒 < 30), multi-bag (30 ≤  𝑊𝑒 < 80), shear breakup 

(80 ≤  𝑊𝑒 < 350), and catastrophic (𝑊𝑒 > 350). The recent experiments of Theofanous [42-

44] have highlighted the existence of two dominant modes of droplet breakup, namely Rayleigh 

Taylor (RT) piercing (𝑊𝑒 < 102) stemming from the growth of RT instability at the front face of 

the droplet, resulting in bag and multi-bag droplet breakup, and Shear Induced Entrainment (SIE) 

for 𝑊𝑒 >103 due to the formation of KHI instabilities at the droplet equator, with a mixed RTI 

and SIE regime for intermediate Weber numbers ~102 to 103. Further experimental studies [47, 

48] have supported these findings, including the existence of mixed RT and SIE regimes. 

Droplet breakup has also been investigated using 2D and 3D simulations over a wide range 

of Weber numbers. The authors of [35, 36] studied the effect of the Ohnesorge and Weber numbers 

on droplet breakup at liquid-to-gas density ratios of 10.0 and 1.15. Jalaal and Mehravaran [61] 

performed 2D and 3D shock-droplet simulations at 𝑊𝑒 = 50 −  200 , that showed KH 

instabilities form at the equator and are pulled downstream by the gas flow to create an 

axisymmetric sheet, which is then punctured by azimuthal RT instabilities, disintegrating the liquid 

sheet into child droplets. More recently, the 3D simulations by Meng and Colonius [50] reached 

similar conclusions about the formation of liquid sheets due to KH instabilities, although only 

broadband wavelengths were observed. For a more detailed discussion of droplet breakup 

mechanisms, please see recent review article by [62]. 

In spite of their relevance to several high-speed engine designs and concepts, there have 

been relatively few studies of evaporating or reacting droplets that have been impacted by a shock 

or high-speed background gas flow. Jeng and Deng [63] simulated an 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 evaporating 
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droplet developing in a convective flow at 𝑅𝑒 = 100 and Weber numbers ranging from 1.33 −

 298, and found that the evolution of droplet deformation was largely unaffected by evaporation. 

They further observed that the evaporation rate per unit area decreased as the droplets underwent 

deformation, due to the formation of recirculation regions behind the droplets where the 

evaporation rate was significantly lower. The evaporation and reaction of a 230 𝜇𝑚, aluminum 

particle pre-heated to 2750K, and driven by 𝑀 = 2 − 4  shocks (𝑊𝑒 =  200 − 2800 ) were 

simulated by Houim and Kuo [38]. They observed that as the surface area of the droplet increased 

due to deformation, the evaporation rate of the droplet exceeded that of a droplet in a quiescent 

environment. Similarly, Das and Udaykumar [64] varied the Mach number (𝑀 = 1.1 − 3.5) and 

Reynold number (𝑅𝑒 = 100 − 1000) in their simulations of a shock-impacted aluminum droplet, 

and observed a transition from an attached flame at low Damkohler numbers to a droplet-detached 

flame at high Damkohler numbers. 

More recently, Redding and Khare [65] simulated vaporization of a 100 𝜇𝑚  𝑛 −

𝑑𝑜𝑑𝑒𝑐𝑎𝑛𝑒 droplet impacted by 𝑀 = 2.4 and 𝑀 = 6.5 shock waves. With the increase in shock 

Mach number, the evaporation rate was found to decrease, due to the higher post-shock pressures 

surrounding the droplets at higher 𝑀 . Furthermore, higher droplet evaporation rates led to 

suppression of the hydrodynamic instabilities at the droplet-gas interface. Recently, Boyd and 

Jarrahbashi [66] numerically studied using 2D axisymmetric simulations, the transcritical shock-

droplet interaction (TSDI) problem involving a 5 𝑐𝑚, 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 droplet. They noted that for 

a diverging TSDI, where the fuel is in a liquid-like state, a behavior similar to a classical subcritical 

liquid shock-droplet interaction (SDI) is observed; in contrast, a converging TSDI where the fuel 

is in a gas-like state, exhibited behavior similar to the classical shock-bubble interaction (SBI) 

problem. Strotos et al. [67] simulated droplet evaporation and breakup of a 100 𝜇𝑚 , 2D 
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axisymmetric n-heptane droplet, and found that droplet heating and evaporation played a minor 

effect on breakup, due to the short time scales of droplet deformation compared to the heating time 

scales. 

The majority of experimental studies of shock-droplet interactions [43-45, 47, 48, 68] have 

addressed, due to diagnostic limitations, droplets of 1 −  5 𝑚𝑚 diameter, at density ratios of 

𝒪(1000) and near-atmospheric conditions (0.1 − 1 𝑎𝑡𝑚). Similarly, full-scale 3D simulations 

are challenged by the need to resolve the most unstable KHI wavelengths, with the dominant 

wavenumbers and the number of mesh points per droplet diameter scaling as ~ 𝑊𝑒. In this work, 

we report on detailed, 2D axisymmetric simulations that fully resolve interfacial instabilities on 

the droplet surface, and investigate the coupling between droplet evaporation, gas phase reaction 

and deformation due to instability growth. To the best of our knowledge, this is the first such study 

on the combined effects of droplet deformation, evaporation and reactions on the evolution of a 

shock-driven hydrocarbon fuel droplet, under conditions relevant to detonation engines.  

The rest of this dissertation is organized as follows: Details of the numerical setup, including 

governing equations and discretization method are described in Chapter 2, for both FLASH (§ 2.1) 

and IMPACT (§ 2.2). The results from simulations of RDEs are discussed in Chapter 3, and include 

the Simulation setup (§ 3.1) and Initial conditions (§ 3.2.1), followed by phenomenological 

description of mode transition using several cases simulated (§ 3.2.2, § 3.2.3, § 3.2.4). We present 

a simple model to predict mode transition in RDEs in § 3.3, followed by thrust analysis for RDEs 

in § 3.4. In Chapter 4, simulation results from the shock-droplet interaction problem for a liquid 

fuel droplet are presented. The problem setup for 2D simulations is given in § 4.1. Results from 

the simulations include 1D simulations of an evaporating and reacting liquid-gas interface (§ 4.2), 

2D shock-droplet interaction of a notional 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 fuel droplet considering the effects of 
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surface tension, evaporation and reactions (§ 4.3), and an investigation of the effect of varying the 

droplet Damkohler number (§ 4.4). Finally the Conclusions are presented in Chapter 5, for both 

mode transition phenomenon in RDEs (§5.1) and evolution of shock impinged liquid fuel droplet 

(§ 5.2).  
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CHAPTER 2:NUMERICAL SETUP 

The gas phase RDE simulations were performed using a modified version of the astrophysical 

FLASH code [69], where reacting flow capabilities including detailed chemistry, multi-species 

EOS and temperature-dependent transport and thermal properties were added as described in [70]. 

The microscale simulations of the liquid fuel droplet were investigated using IMPACT, an in-

house Direct Numerical Simulation code, with multi-material and multi-physics capabilities as 

detailed in § 2.2 below.  

2.1 FLASH 

2.1.1 Governing Equations 

In this section, we describe the governing equations used in FLASH for the gas-phase RDE 

simulations. The inviscid, compressible reacting multispecies 2D Euler equations were solved, as 

shown below: 

𝜕𝜌

𝜕𝑡
+ ∇. (𝜌𝐯) = 0 (2.1) 

𝜕𝜌𝑌𝑖
𝜕𝑡

+ ∇. (𝜌𝑌𝑖𝐯) = �̇�𝑖,𝑟𝑥𝑛 (2.2) 

𝜕𝜌𝐯

𝜕𝑡
+ ∇. (𝜌𝐯𝐯) + ∇𝑃 = 0 (2.3) 

𝜕𝜌𝐸

𝜕𝑡
+ ∇. [(𝜌𝐸 + 𝑃)𝐯] = 0 (2.4) 

where, 𝜌, 𝐯, 𝑌𝑖 ,�̇�𝑖,𝑟𝑥𝑛 and 𝑃 represents density, velocity, mass fraction of 𝑖𝑡ℎ species, volumetric 

source term due to reactions for 𝑖𝑡ℎ species, and pressure respectively, while 𝐸 represents the sum 

of internal energy 𝜖 and kinetic energy per unit mass, 

𝐸 = 𝜖 +
1

2
|𝐯|2 (2.5) 
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An ideal gas Equation of State (EOS) is used in this work, where the pressure is obtained 

from density and internal energy as follows: 

𝑃 = (𝛾 − 1)𝜌𝜖 (2.6) 

𝜖 = 𝐸 −
1

2
|𝐯|2 (2.7) 

where 𝛾 is a ratio of specific heat capacity at constant pressure and constant volume. However, in 

regions where the kinetic energy is the dominating term in the total energy, obtaining internal 

energy 𝜖, using eq. (2.7) can lead to significant errors in pressure and temperatures. Therefore, to 

avoid this problem in FLASH, the internal energy (𝜖) is separately evolved in time using eq. (2.8), 

while the pressure and temperature are calculated using the internal energy (𝜖) obtained directly 

from eq. (2.8). In addition, in regions where the internal energy (𝜖) falls below 10−4 of the kinetic 

energy (
1

2
|𝐯|2), the total energy (𝐸) is recalculated using eq. (2.5), with the internal energy from 

eq. (2.8), and velocities from momentum equations. 

𝜕𝜌𝜖

𝜕𝑡
+ ∇. [(𝜌𝜖 + 𝑃)𝐯] − 𝐯. ∇𝑃 = 0 (2.8) 

 

2.1.2 Numerical method 

The numerical simulations were performed using FLASH [69], a finite volume Eulerian 

code, which includes capabilities such as Adaptive Mesh Refinement (AMR), split and unsplit 

hydrodynamic solvers, WENO [71, 72] and Piecewise Parabolic Method (PPM) [72, 73], and 

approximate Riemann solvers. For this work, the inviscid Euler equations (eqs. (2.1)-(2.4) and 

(2.8)) were solved numerically, without mass diffusivity and thermal conductivity effects, using 

an unsplit solver, coupled with an HLLC Riemann solver. Reaction libraries were developed as 

described in [70], and capable of solving multi-species and multistep reaction networks, with 
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variable specific heat capacities modeled using NASA temperature polynomials [74]. Finally, to 

simulate the solid objects, used to model discrete injectors in RDE, a 2𝑛𝑑 order accurate, immersed 

boundary method [75] was implemented in FLASH. 

2.2 IMPACT 

Multi-material compressible flows occur in several applications of practical importance such as 

combustion [22, 26, 28], cavitation [76] and shock lithotripsy [77, 78]. In order to solve such flows 

numerically with improved efficiency and accuracy, the use of Ghost Fluid Method (GFM) [79, 

80]  and its derivatives [38, 81-86] have been widely used. Our in-house code, IMPACT [87] is a 

sharp interface, multi-material shock-physics code, capable of solving numerically challenging 

problems such as high Mach number (~ > 5) shock-droplet interaction under reaction conditions 

and shock-bubble interaction. In IMPACT, the interface between the liquid and gaseous phase is 

tracked using the Level Set method [88, 89], and a Riemann Solver based Ghost Fluid Method 

(RS-GFM) [85, 86] integrated with a multi-medium exact Riemann solver [38, 85, 86] is used to 

couple the two phases. In order to achieve higher order accuracy, a 5𝑡ℎ order WENO [71, 90] 

scheme is used along with Adaptive Mesh Refinement (AMR) capabilities on a block-structured 

mesh (implemented using an Open MPI AMR library PARAMESH [91, 92] ). In addition, 

IMPACT incorporates temperature-dependent correlations to model the thermodynamic [93, 94] 

and transport properties [93, 95] of multispecies gases, multiple Equation of State (EOS) such as 

the ideal gas equation for the gas phase and the Stiff Gas equation [86] and Tait's equation [38] for 

the liquid phase, Schrage-Knudsen evaporation law [96] for interphase mass transfer and one step 

gas phase reaction [93]. Additional details of the numerical methods used in IMPACT are given 

below.  
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2.2.1 Governing Equations 

For both the gas and liquid phases, the 2D axisymmetric inviscid equations given below 

were solved. The details of the governing equations for each phase are described below eq. (2.9): 

Gas Phase Equations 

The gas phase is represented by the multispecies Euler equations, with thermal and mass 

diffusion effects, as shown in eq. (2.9): 

𝜕(𝜌𝑌𝑖)

𝜕𝑡
+
𝜕(𝜌𝑢𝑌𝑖)

𝜕𝑥
+
𝜕(𝜌𝑣𝑌𝑖)

𝜕𝑦
+ 𝜂

𝜌𝑣𝑌𝑖
𝑦
= −

𝜕𝐽𝑥,𝑖
𝜕𝑥

−
1

𝑦𝜂
𝜕(𝑦𝜂𝐽𝑦,𝑖)

𝜕𝑦
+ �̇�𝑖,𝑒𝑣𝑎𝑝 + �̇�𝑖,𝑟𝑥𝑛 , 

𝑖 = 𝑂2, 𝐶12𝐻26, 𝑃𝑟 
𝜕(𝜌𝑢)

𝜕𝑡
+
𝜕(𝜌𝑢2 + 𝑝)

𝜕𝑥
+
𝜕(𝜌𝑣𝑢)

𝜕𝑦
+ 𝜂

𝜌𝑣𝑢

𝑦𝜂
= 0 

𝜕(𝜌𝑣)

𝜕𝑡
+
𝜕(𝜌𝑢𝑣)

𝜕𝑥
+
𝜕(𝜌𝑣2 + 𝑝)

𝜕𝑦
+ 𝜂

𝜌𝑣2

𝑦𝜂
= 0 

𝜕(𝜌𝐸)

𝜕𝑡
+
𝜕(𝑢(𝜌𝐸 + 𝑝))

𝜕𝑥
+
𝜕(𝑣(𝜌𝐸 + 𝑝))

𝜕𝑦
+ 𝜂

𝑣(𝜌𝐸 + 𝑝)

𝑦𝜂

= −
𝜕𝑞𝑥
𝜕𝑥

−
1

𝑦𝜂
𝜕(𝑦𝜂𝑞𝑦)

𝜕𝑦
+ �̇�𝑒𝑣𝑎𝑝 

(2.9) 

 

where, 𝑌𝑖 , 𝑢, 𝑣, 𝑝 and 𝐸 are the species mass fractions, axial and radial velocities, pressure 

and specific total energy. The species source terms due to evaporation, reactions and energy source 

term are represented by �̇�𝑖,𝑒𝑣𝑎𝑝 , �̇�𝑖,𝑟𝑥𝑛  and �̇�𝑒𝑣𝑎𝑝  in eq. (2.9). The variable 𝜂  denotes the 

coordinate system for the problem, where 𝜂  = 0 or 1 select 2D Cartesian or axisymmetric 

coordinates respectively. The gas phase is composed of three species, 𝑂2, 𝑛 −

𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 (𝐶12𝐻26) and 𝑃𝑟𝑜𝑑 which represents the mixture-averaged single species of 𝐶12𝐻26 −

𝑂2 combustion products based on the JetSurF-2.0 [97] detailed reaction mechanism outlined in 

[93]. Specific heat capacity (𝐶𝑝,𝑖) for all the species were modeled using NASA7 temperature 

polynomials [93, 94]. Sutherland's law [93] was used to represent the temperature-dependent 

thermal conductivity (𝜆𝑖) of 𝑂2 and 𝑃𝑟𝑜𝑑, while 𝐶12𝐻26 was modeled using a three-coefficient 
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polynomial for thermal conductivity [93]. The mass diffusion coefficient (𝐷𝑖,𝑚𝑖𝑥 ) for each species 

was taken to be that of the 𝑂2 − 𝐶12𝐻26  binary system (𝐷𝑂2,𝐶12𝐻26 ), evaluated here using the 

Chapman-Enskog approach [95]. Additional details of the temperature-dependent correlations for 

𝐶𝑝,𝑖, 𝜆𝑖 and 𝐷𝑖,𝑚𝑖𝑥  can be found in [93]. 

We model the evaporation of liquid fuel into the gas phase using the Schrage-Knudsen evaporation 

law [96]: 

�̇�𝑙,𝑒𝑣𝑎𝑝
′′ =

2𝑎

2 − 𝑎
√
𝑀𝑤𝑙
2𝜋𝑅𝑢 

(
𝑝𝑠𝑎𝑡(𝑇𝑙,𝑖𝑛𝑡)

√𝑇𝑙,𝑖𝑛𝑡
−
𝑝𝑣𝑎𝑝,𝑖𝑛𝑡

√𝑇𝑔,𝑖𝑛𝑡  
) (2.10) 

where �̇�𝑙,𝑒𝑣𝑎𝑝
′′ , 𝑀𝑤𝑙 , 𝑅𝑢 , 𝑝𝑠𝑎𝑡(𝑇𝑙,𝑖𝑛𝑡), 𝑝𝑣𝑎𝑝,𝑖𝑛𝑡 , and 𝑇𝑔,𝑖𝑛𝑡  are the evaporation mass flux, 

fuel molecular weight, universal gas constant, saturation pressure of the liquid at the interfacial 

liquid temperature 𝑇𝑙,𝑖𝑛𝑡, vapor partial pressure at the interface and gas temperature at the interface 

respectively. The condensation coefficient 𝑎 in eq. (2.11) is given by, 

𝑎 = (1 − (
𝜌𝑔,𝑖𝑛𝑡 

𝜌𝑙,𝑖𝑛𝑡
)

1
3

)exp

(

 
 
−

1

2 (
𝜌𝑙,𝑖𝑛𝑡
𝜌𝑔,𝑖𝑛𝑡

)

1
3
− 2

)

 
 

 (2.11) 

while 𝜌𝑔,𝑖𝑛𝑡 and 𝜌𝑙,𝑖𝑛𝑡 are the gas and liquid densities at the interface. In Appendix § A, we 

present results from validation of the evaporation model using data from molecular dynamics 

simulations. 

A single-step, irreversible reaction mechanism as described in [93] is used to model the 

gas phase (𝐶12𝐻26 − 𝑂2) combustion process: 

𝐶12𝐻26 +  18.5 𝑂2 → 32.9 𝑃𝑟𝑜𝑑 (2.12) 

The rate of reaction is determined using the Arrhenius law, leading to the following 

equation for the fuel (𝐶12𝐻26) consumption rate: 



14 

 

𝑑𝑌𝐶12𝐻26
𝑑𝑡

= −
𝜌(𝑎+𝑏)

𝑀𝑤𝐶12𝐻26
𝑎 𝑀𝑤𝑂2

𝑏 𝐴 𝑒𝑥𝑝 (−
𝐸𝐴
𝑅𝑢𝑇

)𝑌𝐶12𝐻26
𝑎 𝑌𝑂2

𝑏  (2.13) 

In eq. (2.13), 𝑎 and 𝑏 are the rate constants corresponding to the 𝐶12𝐻26 and 𝑂2  species, 

and 𝑀𝑤𝐶12𝐻26 and 𝑀𝑤𝑂2 the molecular weights. The coefficients of the above reaction rates are 

given in Table 1. 

Table 1: Arrhenius rate law parameters for 𝐶12𝐻26 − 𝑂2 single step reaction mechanism. 

𝐸𝐴(𝑐𝑎𝑙 𝑚𝑜𝑙⁄ ) 𝐴 𝑎 𝑏 

46500 1.21 × 1010 1.0 0.75 

 

Liquid phase Equations 

For the liquid phase, the single species, inviscid Euler equations were solved with thermal 

diffusion effects by setting 𝑌𝑖 = 1 for liquid 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 in eq. (2.9), while the mass diffusion 

and source terms were set to zero. The liquid fuel is modeled as a stiff fluid using Tait’s EOS (eq. 

(2.14)), with the relevant coefficients listed in Table 2. 

𝑝 + 𝐵

𝑝∞ + 𝐵
= (

𝜌

𝜌∞
)
𝑁

 (2.14) 

The liquid fuel properties were taken to be constant, independent of Temperature variations 

within the liquid, and were evaluated as the 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 properties at 𝑇𝑎𝑣𝑔 = 0.5(𝑇0 + 𝑇𝑐𝑟𝑖𝑡), 

where 𝑇0 = 460𝐾 is the initial temperature of the liquid phase used in all the simulations. For 

liquids, ℎ = 𝑒 + 𝑝𝑣 ≈ 𝑒, therefore following [38] the energy transport in the liquid phase due to 

thermal diffusion and fluid motion is handled by modeling the liquid phase energy equation as an 

advection-diffusion equation of the sensible energy 𝑒 given by 𝑒 = 𝑒𝑟𝑒𝑓 + 𝐶𝑣(𝑇 − 𝑇𝑟𝑒𝑓). 
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Table 2: List of liquid phase 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 properties. 

𝐵 (𝑃𝑎) 𝑝∞(𝑃𝑎) 𝜌∞  (
𝑘𝑔

𝑚3
) 𝑁 𝐶𝑣  (

𝐽

𝑘𝑔𝐾
) 𝜆  (

𝑊

𝑚𝐾
) 𝑀𝑤  (

𝑘𝑔

𝑘𝑚𝑜𝑙
) 

1.0

× 105 

1.99

× 108 
516.50 7.15 3275.0 0.08387 170.33 

 

2.2.2 Numerical method 

The governing equations described above eq. (2.9) are solved using IMPACT [87], a finite 

volume, multiphase, shock physics code. For the hyperbolic terms, a 5𝑡ℎ order WENO method 

[90] is applied in a direction-by-direction manner to reconstruct cell-face quantities from their cell-

centered counterparts, while the Lax-Fredrich (LF) method [98] is used to compute intercell fluxes. 

In contrast, the parabolic terms are discretized using a 2𝑛𝑑  order central differencing scheme 

similar to [38]. The above discussed spatial discretization is applied to each phase independently, 

following the ghost cell interpolation step described in § 2.3. 

The governing equations for each phase are advanced in time, using an operator splitting 

method similar to [38], using a third-order TVD-RK method [99]. The time steps ∆𝑡 were chosen 

according to 𝛥𝑡 = min(𝛥𝑡ℎ𝑦𝑝, 𝛥𝑡𝑝𝑎𝑟) , where 𝛥𝑡ℎ𝑦𝑝  is the timestep obtained from the CFL 

condition associated with the hyperbolic operator, while 𝛥𝑡𝑝𝑎𝑟  is the timestep dictated by the 

parabolic operator (for the micron-sized droplets studied here, we typically obtained 𝛥𝑡𝑝𝑎𝑟~
𝛥𝑡ℎ𝑦𝑝

10
 

to ensure numerical stability). Finally, the source terms (�̇�𝑖,𝑒𝑣𝑎𝑝) due to evaporation, were added 

in a single time step, without requiring any inner time iterations (sub-stepping). 
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2.2.3 Interface treatment 

Levelset 

The interface between the liquid and gas phase is tracked through the level set method, by 

solving the following level set (LS) equation: 

𝜕𝜙

𝜕𝑡
+ �⃗� . 𝛻𝜙 = 0 (2.15) 

where 𝜙  is the level set function, which in this case is taken as a signed distance function. 

Thus, 𝜙 = 0 represents the interface, while negative (positive) values correspond to the liquid 

(gas) regions. The interface velocity �⃗�  in eq. (2.15) is obtained by solving a 1D interface-normal, 

multi-medium Riemann problem [38, 85, 87]. As described in [87], a reinitialization procedure is 

applied to ensure the LS function remains a signed distance function, while the fast local level set 

method of Peng et al. [88] is used, in which the LS calculations are performed over a narrow band 

of thickness 6𝑑𝑥 on either side of the interface. 

 

Fig. 2.1: (a) Construction of interfacial Riemann problem by extracting liquid (𝑊𝐴) and gas 

(𝑊𝐵) flow field values, using numerical probes of length 𝛥𝜂 = 1.5𝑑𝑥 (dashed lines) extending 

into each medium; point “C” represents the cell center of the cut cell, point “I” is on the 

interface, while cells marked in red are the interfacial cells (b). Area-weighted averaging of star 
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(𝑊𝐵,∗) and current time step (𝑊𝐶) values is performed to obtain a new state 𝑊𝐶,𝑛𝑒𝑤 in the cut 

cell 𝐶. 

Interface coupling 

The coupling between the two phases is established through the Riemann solver based 

ghost fluid method (RS-GFM) [85, 86] (Fig. 2.1), where the ghost cells are populated with the 

solution to the interfacial Riemann Problem (𝑊𝐴,∗,𝑊𝐵,∗). The RS-GFM is a variation of the 

general Ghost Fluid Method [79, 80] in which the interface between two media is represented by 

a layer of fictitious or ghost cells (Fig. 2.1a), which are populated according to the interface 

boundary conditions and EOS properties in each medium. A cut cell version [100] of the RS-GFM 

approach is implemented, in which the cut cell values (shown as cell C in Fig. 2.1) are obtained as 

the area-weighted average of their star state (𝑊𝐵,∗) and current time step values (𝑊𝐶): 

𝑊𝐶,𝑛𝑒𝑤 = 𝛼𝑊𝐵,∗ + (1 − 𝛼)𝑊𝐶 (2.16) 

In eq. (2.16), 𝛼 is the fraction of the cut cell in the ghost region. The above defined cut cell 

modification in eq. (2.16) implicitly includes the information of the interface shape in the flow 

field, and results in a smooth representation of the interface [100]. 

The boundary conditions for the interface-normal mass diffusion fluxes 𝐽𝑖,𝜂
′′ (

𝑘𝑔

𝑚2𝑠
) resulting 

from evaporation, on the gas phase side of the interface are given by [38, 101] 

𝐽𝑖,𝜂
′′ = −𝑌𝑖�̇�𝑙,𝑒𝑣𝑎𝑝

′′ + �̇�𝑖,𝑒𝑣𝑎𝑝
′′  , (2.17) 

where �̇�𝑖,𝑒𝑣𝑎𝑝
′′  is the mass production rate due to the 𝑖𝑡ℎ  gas phase species. Since the 

interface is not always aligned with the cartesian grid, the flux terms 𝐽𝑖,𝜂
′′  are converted into 

volumetric mass source terms �̇�𝑖,𝑒𝑣𝑎𝑝 (
𝑘𝑔

𝑚3𝑠
) and added to the gas phase equations eq. (2.9): 
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�̇�𝑖,𝑒𝑣𝑎𝑝 = {  
𝐽𝑖,𝜂
′′ 𝑑𝑥⁄ , 𝜙 ≤ 𝑑𝑥

0, 𝜙 > 𝑑𝑥
 (2.18) 

 

Defining species source terms �̇�𝑖,𝑒𝑣𝑎𝑝 using eq. (2.19) , adds species mass in a layer of 

thickness 𝑑𝑥  adjacent to the interface (0 < 𝜙 ≤ 𝑑𝑥) , and in the real gas phase region. 

Consequently, the energy source terms �̇�𝑒𝑣𝑎𝑝 (
𝐽

𝑚3𝑠
) due to evaporation can be estimated as: 

�̇�𝑒𝑣𝑎𝑝 =∑�̇�𝑖,𝑒𝑣𝑎𝑝ℎ𝑖 (2.19) 

In the rest of the paper, the subscript ′𝑒𝑣𝑎𝑝′ will be dropped, so that �̇�𝑙,𝑒𝑣𝑎𝑝
′′  and �̇�𝑖,𝑒𝑣𝑎𝑝

′′  

will be represented by �̇�𝑙
′′ and �̇�𝑖

′′. 

A static partial differential equation (PDE) based approach [102] implemented using a fast-

sweeping method, is used to extrapolate the flow field variables from interfacial cells into the ghost 

region. Further implementation details about the interface coupling are given in Appendix § B. 

Finally, note that specifying the corresponding interfacial properties using the RS-GFM 

approach [85] by extracting values along an interface normal (Fig. 2.1) can lead to errors in the 

interface temperatures 𝑇𝑙,𝑖𝑛𝑡 and 𝑇𝑔,𝑖𝑛𝑡, particularly during the early stages of droplet evolution. 

We attribute this to the presence of large temperature gradients between the hot post-shock gasses 

and the liquid phase, immediately following shock impact. Instead, we compute the evaporation 

rate in eq. (2.10) by taking 𝑇𝑙,𝑖𝑛𝑡 = 𝑇𝑔,𝑖𝑛𝑡 = 𝑇𝑓 at the interface, where the film temperature 𝑇𝑓 was 

obtained from: 

𝑇𝑓 =
𝑇𝑙,𝑖𝑛𝑡√𝜆𝑙,𝑖𝑛𝑡𝜌𝑙,𝑖𝑛𝑡𝐶𝑣,𝑙,𝑖𝑛𝑡 + 𝑇𝑔,𝑖𝑛𝑡√𝜆𝑔,𝑖𝑛𝑡𝜌𝑔,𝑖𝑛𝑡𝐶𝑣,𝑔,𝑖𝑛𝑡 

√𝜆𝑙,𝑖𝑛𝑡𝜌𝑙,𝑖𝑛𝑡𝐶𝑣,𝑙,𝑖𝑛𝑡 +√𝜆𝑔,𝑖𝑛𝑡𝜌𝑔,𝑖𝑛𝑡𝐶𝑣,𝑔,𝑖𝑛𝑡
 (2.20) 

The above equation represents the instantaneous film temperature that is realized at an 

interface, as two materials at different temperatures are brought in contact [103]. In eq. (2.20), the 
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interfacial liquid properties, (subscripts 𝑙, 𝑖𝑛𝑡) are extracted using the numerical probe labeled 𝐴 

in Fig. 2.1, while the interfacial gas properties (subscripts 𝑔, 𝑖𝑛𝑡) are extracted using probe 𝐵. 
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CHAPTER 3:MODE TRANSITION IN ROTATING DETONATION ENGINES  

3.1 Simulation setup 

A 2D unrolled geometry of an RDE was modeled as shown in Fig. 3.1, with a uniform 

mesh resolution of 0.025cm in both directions. Discrete injectors were modeled as the negative 

space between solid objects represented using an Immersed Boundary Method, with a 

corresponding open area ratio for fuel-air mixture injection of 1/3. The region below the inlet 

plenum was modeled as a thick layer of a viscous zone, to damp reflected shocks from reentering 

the chamber and influencing the formation of micro-detonations. A 7-species, 16-step, H2-O2 

reaction mechanism [104] suitable for high pressure combustion, was used to simulate chemical 

reactions, while the working fuel was diluted with Nitrogen in the simulations. All the RDE 

simulations were initialized with the ‘fundamental’ mode (1 DW) established by inlet conditions 

of 5 moles of N2 dilution. The simulations were run for several cycles before data collection, to 

ensure that the RDE was operating at a steady state. The plenum pressure was kept constant at 5 

atm for all the cases simulated, and mode transition was triggered by varying the N2 dilution in the 

injected mixture. Due to a decrease in N2 dilution, the reactivity of the injected mixture increases, 

which can result in the formation of micro-detonation (MD) in the combustion chamber, triggering 

mode transition. 
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Fig. 3.1 2D unrolled RDE geometry employed in FLASH simulations. 

 

3.2 Qualitative results 

Mode transition in RDE can occur due to a change in fuel reactivity, mass flow rate or 

plenum pressure. Variations in fuel reactivity can occur due to changes in nitrogen dilution or the 

equivalence ratio; similarly, the mass flow rate can vary due to changes in the plenum pressure. In 

this study, a stoichiometric mixture of H2 and O2 was chosen as the working fuel with N2 as the 

diluent, while mode transition was initiated by varying the fuel reactivity, which can be achieved 

by changing the number of moles of N2 per mole of O2 in the injected fuel mixture. All the 

simulations were performed in a 2D unrolled geometry with premixed fuel mixture. A total of ten 

cases were simulated and are outlined in Table 3. In cases 1 - 9, the N2 concentration was changed 

from an initial value of 5.0 moles to the different terminal values listed in Table 3 through a single, 

large perturbation; In case 10, starting from the same initial value, the [N2] perturbation was 

increased gradually and incrementally, thus representing an approximation of a continuous 

trajectory in [N2] space. Thus, the perturbation path applied in this case mimics the variation of 

[N2] in experiments, while also serving to examine if the mode transition observed in our 
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simulations was sensitive to the specific trajectory along which the perturbations were varied. The 

rest of the article is organized as follows: First, a description of the simulation setup and initial 

conditions is presented in § IVA, followed by a detailed discussion of mode transition for a single 

case discussed in § IVB. Results from cases 1 - 9 are presented in sections IVC, while case 10 is 

summarized in IVD. Quantitative results describing changes to the performance of the RDE are 

presented in § V, while the findings are summarized in § VI. 

Table 3 Variation in Nitrogen concentration [N2] and number of detonation waves nW observed 

in cases 1 - 10. 

𝐶𝑎𝑠𝑒 𝑁𝑜. 
𝐶ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 

[𝑁2] 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑡𝑜𝑛𝑎𝑡𝑖𝑜𝑛 

𝑤𝑎𝑣𝑒𝑠 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑, 𝑛𝑊 
𝑃ℎ𝑎𝑠𝑒 𝑅𝑒𝑣𝑒𝑟𝑠𝑎𝑙 

1 5.0 → 3.5 1 𝑁 

2 5.0 → 3.0 1 𝑌 

3 5.0 → 2.5 2 𝑌 

4 5.0 → 2.0 2 𝑌 

5 5.0 → 1.5 3 𝑁 

6 5.0 → 1.0 3 𝑁 

7 5.0 → 0.75 4 𝑁 

8 5.0 → 0.5 5 𝑁 

9 5.0 → 0.0 5 𝑌 

 

 

 

 

10 

5.0 → 3.5 1 𝑁 

3.5 → 3.0 1 𝑁 

3.0 → 2.5 2 𝑁 

2.5 → 2.0 2 𝑁 

2.0 → 1.5 2 𝑁 

1.5 → 1.0 2 𝑁 

1.0 → 0.5 4 𝑁 

0.5 → 0.0 4 𝑁 

 

3.2.1 Initial conditions/ Base case 

Fig. 3.2 shows results from a baseline simulation, and represents an RDE operating in one 

detonation wave mode under the following conditions: a plenum pressure 𝑃0  of 5 atm, total 
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temperature 𝑇0 of 300 K, stoichiometric H2-O2 fuel mixture at the inlet with 5.0 moles of N2 per 

mole of O2 used as a diluent. The results are presented in terms of temperature, pressure and energy 

release rate contours, while the array of blocks between y = 2.0cm and y = 3.0cm, represents the 

solid objects used to model nozzle injectors. Fig. 3.2(d) is a lineout of pressure at y = 3.25cm, 

where the detonation wave is visible as the pressure spike at x ~ 18 cm. From Fig. 3.2(a), the region 

containing the cold, unreacted mixture has a reaction rate that is nearly zero, so that no energy is 

released in the cold mixture region (Fig. 3.2 (c)). The rate of reaction is highest at the DW, which 

is marked by a thin red line in the contours of the energy release rate and the several blue thin lines 

in Fig. 3.2(c) represents a mild negative energy release rate, which usually happens due to reverse 

reactions in a multi-step reaction mechanism. Immediately behind the DW front, the high pressures 

(~20 atm) prevents cold mixture from entering the chamber. At an additional distance of 

approximately the height of DW (ℎ), the pressure falls below the plenum pressure. Eventually, at 

a distance  2ℎ behind DW, the pressure drops below the choking pressure, resulting in choked flow 

in over ~70% of the fuel injectors. Therefore, the cold unburnt fuel mixture enters the combustion 

zone inside the RDE geometry through an array of weakly supersonic jets. The pressure inside the 

plenum is highly variable and modulated by pressure waves emanating from the high pressure 

DW, which are in turn reflected off the bottom surface of the RDE and back into the combustion 

chamber. 
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Fig. 3.2 Contours of temperature (a), pressure (b), energy release rate (c) from the baseline 

simulation operating in 1 DW mode and 5.0 moles of N2. Figure (d) shows a lineout of pressure 

at y = 3.25cm (visible as a black horizontal line at the bottom of the DW 

3.2.2 Variation of [N2] from 5.0 moles → 1.0 moles: 

Starting from conditions corresponding to the baseline discussed in the previous section, 

the N2 concentration in the fuel mixture was reduced from 5.0 moles to 1.0 mole (case 6 in Table 

3). The resulting large and abrupt change in reactivity of the fuel mixture initiates a sequence of 

events leading to mode transition: As the more reactive fresh mixture enters the combustion 

chamber (Fig. 3.3(a)), an increase in the local temperature is observed in the regions now occupied 

by the newly admitted mixture. Since the Chapman–Jouguet velocity increases with the reactivity 

(or energy density) of the mixture, the lower segment of the DW is observed to accelerate ahead 

of the rest of the wave resulting in a deviation from the planar shape. The variability in pressure 

discussed earlier results in corresponding variations in the inlet mass flow rate of the more reactive 

fuel. For instance, injectors at locations farther away from the DW (in units of ℎ) see greater hot 

spot activity (red circles) due to the increased presence of the highly reactive fuel. 
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Fig. 3.3 Contours of temperature (a), pressure (b), N2 mass fraction (c) and energy release rate 

(d) showing DW acceleration, where the more reactive mixture entered the combustion chamber 

and the appearance of new hot spots (red circles). 

As the DW traverses the RDE chamber, the pressure is observed to decrease in trailing 

regions farther away from the detonation front (Fig. 3.4). Due to the lower pressures, fresh mixture 

is admitted in these regions through supersonic jets impinging on the cloud of hot burnt gases. This 

results in the formation of intermingling finger-like structures of hot and cold gases as seen in Fig. 

3.4(a) and (d)). These conditions are conducive to a deflagration-to-detonation transition (DDT), 

and are similar to the flame acceleration stages observed in other DDT studies [105-108]. In DDT 

simulations [109-111], the formation of a flame brush is followed by a corresponding increase in 

the total surface area of the flame and has been observed to lead to sudden flame acceleration and 

the transition to a detonation. Similarly, in the RDE combustion chamber, the mixing of hot burnt 

gases with cold incoming jets results in a pressure buildup and is highlighted using the red circles 

overlaid on the pressure iso-contours in Fig. 3.4(b). The red circles in Fig. 3.4(d) highlight the 

corresponding increase in the reaction rates, and hence the energy release rate in these mixed 

turbulent regions. A spherically expanding flame acceleration zone forms initially but is 

transformed to a horizontally propagating planar wave due to the absence of unburnt mixtures near 



26 

 

the top of the chamber. While the new mixture has not completely filled the combustion chamber 

(evident from N2 contours in Fig. 3.4(c)), the newly formed hot spots are already observed to 

undergo merging, indicating these events occur over timescales that are very short when compared 

with the flow scales. The energy release rate in the flame merger region (Fig. 3.4 (c)) reaches levels 

comparable to the DW, indicating that a blast wave can form locally. 

In the region where the flame merger is most aggressive, a sudden amplification in pressure 

is observed, and is visible as the red spot in the pressure and energy release rate contours (Fig. 

3.4(b)). This high-pressure region further increases the rate of reactions, resulting in a local 

explosion. Note that since this microdetonation (MD) event occurs before the arrival of the primary 

DW, it can potentially develop into a second detonation. In contrast, at lower reactivities of the 

new mixture, the mixing of hot and cold jets might not lead to a detonation, if it occurs on a 

timescale greater than the arrival time of the primary DW. In that scenario, the mixed gases would 

be consumed by the primary DW, and no mode transition would be observed. Thus, mode 

transition is expected when the newly admitted fuel jets are of sufficient reactivity that the runaway 

process described above can occur over a timescale shorter than the time period of the primary 

DW. In Fig. 3.5 the development of the MD event into two new detonation fronts can be observed 

in the contours of temperature, pressure and energy release rate. 
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Fig. 3.4 Formation of finger-like structures of hot and cold gas jets. Pressure amplification due to 

mixing and the appearance of a local blastwave visible as a red spot in the pressure and energy 

release rate contours. 

 

 

Fig. 3.5 At t = 0.62 ms, two microdetonations are observed in the pressure contours, in addition 

to the primary DW. 

 

The above events are followed by a transient phase of mode transition, in which several 

additional detonation waves are formed, and propagate in either direction (Fig. 3.6). The 

microdetonations seeding these detonations grow and interact with the primary DW, while 

additional MD events might occur as more reactive mixture is admitted into the plenum. 
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Eventually, the newly formed waves undergo additional transformations as they split further or 

merge with other waves, eventually reaching a steady-state configuration with three detonation 

waves in this case (Fig. 3.7). In addition to the three DWs, significant regions of deflagration are 

observed in the regions ahead of the detonation fronts in Fig. 3.7 suggesting the system might have 

equilibrated to a higher number of waves for a more reactive mixture. 

 

Fig. 3.6 Transient phase of mode transition characterized by formation and merger of multiple 

detonation. 

 

Fig. 3.7 At steady state following mode transition, three DWs are observed in the simulation in 

which the N2 concentration was varied from 5.0→1.0 moles. 
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3.2.3 Simulations with large perturbations in [N2]: 

In the simulations described in this section (cases 1-9), a large perturbation in [N2] was 

always applied from an initial value of 5.0 moles. Thus, these simulations examine the stability of 

the terminal state of the RDE in each case without consideration of the specific path taken to 

achieve it. The questions of dependence on the perturbation size and path are addressed in the next 

section (case 10). 

When [N2] was changed from 5.0→3.5 moles (case 1), the mixture in the end state was not 

sufficiently reactive to trigger formation of a microdetonation. As a result, for this scenario no 

mode transition was observed (Fig. 3.8a), while the RDE continued to operate in one DW mode 

with slightly larger pre-burnt zones. For the remaining cases in Table 3, the end states were 

sufficiently reactive to trigger mode transition which followed the sequence of events described 

earlier: development of hot spots from vigorous mixing of reactive jets with burnt material, 

formation of microdetonations and intensification to a DW. Temperature contours from cases 4, 

7, and 9 (corresponding to [N2] transitions of 5.0→2.0, 5.0→0.75 and 5.0→ 0.0) are shown in Fig. 

3.8 (b), (c), (d), and result in the formation of 2, 4 and 5 DWs respectively. Results from case 6, 

for an [N2] variation of 5.0→1.0, which resulted in the formation of 3 DWs were already discussed 

in the last section, and are therefore not repeated here. Mode transition is accompanied by a 

reversal in the direction of propagation of the newly formed DWs in cases 4 and 9 (corresponding 

to [N2]:5.0→2.0 and 5.0→0.0). The transient phase of mode transition involves formation, splitting 

and merging of several new DWs, and can be accompanied by a phase reversal in the direction of 

the newly formed waves in some cases. 

In Fig. 3.9 and Fig. 3.10, we provide additional details of the events leading to mode 

transition in a specific case, viz. case 2 ([N2]: 5.0→3.0). This case may be treated as being close to 
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a marginal stability limit for mode transition, and results in a delayed transition to a new detonation 

structure. This is in contrast to cases 3-9 in which the end states of [N2] achieved by the 

perturbation were more reactive and led to the immediate transition in the number of DWs. In case 

2 shown in Fig. 3.9, once the newly admitted reactive mixture completely filled up the combustion 

chamber, deflagration zones in the form of large finger-like structures of mixed hot and cold gases 

are visible in the temperature contours. Following a transient phase that lasted several cycles, a 

mode transition to 1 DW (Fig. 3.10) propagating in the opposite direction is observed. The 

simulations were not run to sufficiently late times to investigate the stability of the new 

configuration for this case. However, the initiation of a new microdetonation is seen in Fig. 3.10(b), 

which could develop into a second wave, or be consumed by the primary wave. 

 

 

Fig. 3.8 Late-time plots of temperature contours from case 1 (a), case 4 (b), case 7 (c) and case 9 

(d) leading to 1, 2, 4 and 5 DWs respectively. 
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Fig. 3.9 Temperature and pressure contours from [N2]: 5.0→3.0 perturbation simulation (case 2) 

showing large deflagration structures that eventually transition to a weak detonation wave. 

 

Fig. 3.10 Reversal in the propagation direction of the detonation observed in case 2 as a result of 

mode transition. This configuration is unstable, as seen in the formation of a new 

microdetonation in the pressure contours. 

3.2.4 Simulations with decremental perturbations to [N2]: 

The simulation described in this section involved perturbations in [N2] applied as a 

staircase function with a step size of 0.5. The purpose of the simulation is to investigate the effect 

of [N2] perturbation trajectory on the mode number obtained following the change in N2 

concentration. This approach is similar to experiments [12] in which the N2 concentration is often 

varied gradually. Consistent with the results discussed above, the perturbation [N2]:5.0 → 3.5 did 

not lead to mode transition, since the inlet mixture was not sufficiently reactive in the perturbed 

state. When the number of moles of N2 was decreased further from 3.5 to 3.0 (figure not shown), 

large deflagration zones appeared and led to the formation of a microdetonation, a transient phase 

that lasted for several cycles of revolution and eventually mode transition to 1 DW without phase 

reversal. As the [N2] concentration was decreased further, the number of waves in each transitioned 

state differed for some cases from the observations in § C. Following [N2] variation of 3.0 → 2.5 
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moles, the number of DWs increased to 2. In Fig. 3.11, we show the results of decreasing [N2] 

from 2.0 to 1.5 moles (Fig. 3.11a) and then to 1.0 mole (Fig. 3.11b). The perturbations in these 

cases only resulted in an increase in the size of the hot spots observed in the triangular region of 

fresh mixture, but the RDE continued to operate in 2DW mode without mode transition. Two 

detonation waves were observed for these values of [N2], in contrast to three waves observed in 

cases 5 and 6 for the same end states of [N2]. The 2 DW system obtained here was found to be 

highly stable, so that for a variation of [N2] moles as 2.5→2.0→1.5→1.0 did not alter the number 

of waves. 

 

Fig. 3.11 Temperature contours from simulations with the following perturbations in [N2]: 

2.0→1.5 (a) and (b) 1.5→1.0. 

As the number of N2 moles is further reduced to 0.5 (Fig. 3.12(a)), the mixture reactivity 

increases to a point at which large hot spots form and transition to a microdetonation before they 

can be swept up by the two primary DWs. The formation of this microdetonation finally breaks 

the 2DW system and triggers mode transition, leading to 4DWs in the eventual steady state (Fig. 

3.12(a)), less than the five wave system reported in case 8 for 0.5 moles of N2. This difference in 

the number of waves formed between simulations reported here and in the previous section suggest 

a dependence on the form of the perturbation function as well as the initial configuration. For the 

simulations shown in Fig. 3.12(a), the initial configuration had 1.0 mole of  N2 and 2 DWs, while 

case 8 was initialized with 5.0 moles and 1 DW. These dependencies suggest the final mode 

number is determined by the state of turbulent mixing, so that perturbations to the flow field can 
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produce ±1 variation in end state mode number. These issues will be addressed in greater detail 

in future investigations. Finally, decreasing [N2] from 0.5 moles to 0.0 moles (Fig. 3.12(b)) did not 

result in a mode transition. This is likely due to the corresponding modest increase in reactivity 

applied to a stable configuration of 0.5 moles of N2 and 4 DWs. 

 

Fig. 3.12 Temperature contours from simulations with the following perturbations in [N2]: (a) 

1.0→0.5 and (b) 0.5→0.0. 

 

3.2.5 Summary of Mode transition mechanism 

Fig. 3.13 shows the process of mode transition as observed in case 7, when the number of 

moles of N2 in the injected mixture (𝑥𝑁2) is decreased from 5 moles to 0.75 moles. The formation 

of the micro-detonation is taken as corresponding to 𝑡 = 0 in these figures. As seen in Fig. 3.13(a), 

the entry of the fresh, more reactive mixture corresponding to 𝑥𝑁2 = 0.75 moles is visible in the 

form of a dense array of hot and cold finger-like structures. Significant mixing occurs locally in 

this region, leading to enhanced reactions, culminating in the formation of a micro-detonation 

among the deflagrative structures. Note that in this case, since the timescale of formation of the 

micro-detonation 𝜏𝑀𝐷 is less than the time of revolution 𝜏𝐿 of the parent DW, the micro-detonation 

is allowed to grow and transition into a second detonation wave in the system. From analyzing the 

simulations listed in Table 3, we found the condition 𝜏𝑀𝐷<𝜏𝐿 represented a necessary condition 

for mode transition in all the cases. We define the time of revolution of the parent wave as 𝜏𝐿 =

𝐿/𝑉𝐷  , where 𝐿   is the circumferential length, and 𝑉𝐷  is the detonation wave speed, while a 



34 

 

methodology for estimating 𝜏𝑀𝐷  is discussed in the next section. If the above condition is not 

satisfied, then the parent DW will consume the fuel mixture in the region of the hot spot, before it 

can transition into a micro-detonation and secondary wave. The flowchart in Fig. 3.13(b) 

summarizes the steps in the above mechanism to mode transition, while Fig. 3.13(c) shows through 

temperature contours, the transitioned end states from different simulation cases in which 𝑥𝑁2 was 

perturbed by different amounts. 

 

Fig. 3.13 (a) Formation of hot and cold, finger-like structures that seed hot spots which 

eventually transition to detonation waves (b) Flowchart showing sequence of events leading to 

mode transition (c) Temperature contours obtained at steady-state following mod 

 

3.3 A simple model for mode transition  

Results from the simulations described in Table 4 are used to develop a simple model for 

mode transition. Non-integer values of the mode number in the table correspond to averaged values 

from multiple simulation runs for the same initial conditions, differing only in the time (𝝉𝒑𝒆𝒓𝒕𝒖𝒓𝒃) 

at which the perturbation to the injected flow was applied. By varying 𝜏𝒑𝒆𝒓𝒕𝒖𝒓𝒃 in the range 1 - 5 
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𝜏𝑳  in these simulations, we have verified the observed mode transition mechanism and the 

proposed criteria are robust, and independent of the flow conditions present in the detonation 

chamber at the onset of inlet flow perturbation. 

Table 4 List of RDE Simulations 

𝐶𝑎𝑠𝑒 𝑁𝑜. 
𝑥𝑁2  𝑜𝑓 𝑡ℎ𝑒 

𝑛𝑒𝑤 𝑚𝑖𝑥𝑡𝑢𝑟𝑒 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑒𝑡𝑜𝑛𝑎𝑡𝑖𝑜𝑛 

 𝑤𝑎𝑣𝑒𝑠, 𝑛𝑊 

1𝑎 5.0 → 3.5 1 

1𝑏 5.0 → 3.25 1 

2𝑎 5.0 → 3.0 1 

2𝑏 5.0 → 2.75 2 

3𝑎 5.0 → 2.5 2.33 

3𝑏 5.0 → 2.25 2 

4𝑎 5.0 → 2.0 2.8 

4𝑏 5.0 → 1.75 3 

5𝑎 5.0 → 1.5 3.66 

5𝑏 5.0 → 1.25 𝑁.𝐴 

6𝑎 5.0 → 1.0 4.2 

7𝑎 5.0 → 0.75 4 

8𝑎 5.0 → 0.5 4.2 

8𝑏 5.0 → 0.25 4.33 

9𝑎 5.0 → 0.0 4.66 

 

Estimation of 𝝉𝑴𝑫 from simulation data: 

The proposed criteria was validated using simulation data spanning a wide range of 

conditions, and the results of this analysis will be presented in the full paper along with a predictive 

model for the number of detonation waves for a given perturbation to the inlet flow conditions. 

Here, we briefly describe our methodology for computing 𝜏𝑀𝐷 , the timescale for the growth and 

transition of a local hot spot into a detonation wave. We obtain 𝜏𝑀𝐷 in our simulations as the 

timescale over which the peak pressure within the hot spot increases from the choking pressure 

𝑝𝑐ℎ𝑘 to the CJ pressure 𝑝𝐶𝐽. The peak pressure relevant to the hot spot was obtained by tracking a 
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moving window of dimensions 6 cm x 3 cm in the (x, y) directions, and centered around the hot 

spot. 

To reduce noise in the peak pressure timeseries, data from multiple micro-detonation 

events were averaged after timeshifting, by aligning the times at which the CJ pressures were 

reached in each case (more details in Appendix § C). Simulation results from multiple cases plotted 

in Fig. 3.14 (a) show the pressure within the hot spot increases according to 𝑝(𝑡) = 𝐴𝑡𝑛, consistent 

with the formation of a self-similar detonation wave. From this data, the timescale 𝜏𝑀𝐷 is obtained 

as the time required for the peak pressure to increase from the choking pressure to the CJ pressure. 

In Fig. 3.14(b), we compare 𝜏𝑀𝐷 with 𝜏𝐿 obtained from the FLASH simulations for different inlet 

flow conditions. In Fig. 3.14(b), data from simulations at different 𝑥𝑁2 are used to obtain a linear 

fit for 𝜏𝑀𝐷 in the range 𝑥𝑁2 ∈ (0,2.5). 

𝜏𝑀𝐷(𝑥𝑁2) = 34.49 𝑥𝑁2 + 35.44, 𝑥𝑁2 ∈ (0,2.5) (3.1) 

 

 

Fig. 3.14 (a) Estimation of 𝜏𝑀𝐷 from timeseries data of peak pressure within the hot spot region 

(b) Comparison of the micro-detonation timescale with the times of revolution of the parent 

wave from multiple simulations. 
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Based on the above observations, we propose a simple relationship to predict the number 

of DWs following mode transition. As discussed earlier, for mode transition to occur, the time 

required for micro-detonation to form, 𝜏𝑀𝐷, must be less than the time required for the parent DW 

to complete one revolution, 𝜏𝐿, i.e. 𝜏𝑀𝐷<𝜏𝐿. If this condition is not satisfied, the unreacted mixture 

around the hot-spot will instead be consumed by the parent DW. We propose that if 𝜏𝑀𝐷<𝜏𝐿, the 

number of DWs following mode transition is given by: 

𝑛𝑊 = 𝑟𝑜𝑢𝑛𝑑 (
𝑐𝜏𝐿
𝜏𝑀𝐷

) , 𝑐 ≤ 1 (3.2) 

 

In eq. (3.2), all the variables are obtained at the new steady state condition after mode 

transition, while 𝑐 is a coefficient that represents the ratio of number of unblocked fuel injectors 

to the total number of fuel injectors. For instance, in the high-pressure region behind the DW, a 

fraction of fuel injectors are blocked from injecting fresh fuel into the combustion chamber, and 

𝑐 ~0.75 in this region. The time-to-detonation 𝜏𝑀𝐷 is a function of the fuel reactivity, which in this 

work is varied through the N2 concentration of the injected mixture. For different N2 dilution of 

the injected mixture, we obtain 𝜏𝑀𝐷  from the linear fit given in eq. (3.1). Fig. 3.15shows the 

comparison between eq. (3.2) and simulation results, where “Simulation-Avg” correspond to data 

points obtained by averaging over multiple simulations, with the multiple simulations differing 

only in the time at which new mixture was injected (the N2 dilution in the new injected mixture 

was kept the same in the simulations); Also, in Fig. 3.15, datapoints labeled “Simulation” represent 

data obtained from individual simulations without averaging. From Fig. 3.15, it can be seen that 

the number of waves obtained following mode transition in our simulations is in good agreement 

with the relationship proposed in eq. (3.2). 
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Fig. 3.15 Comparison of the micro-detonation timescale with the times of revolution of the 

parent wave from multiple simulations. 

 

Fig. 3.16 Estimation of 𝜏𝑀𝐷 from timeseries data of peak pressure within the hot spot region 

 

Fig. 3.16 shows the mechanism by which eq. (3.2) predicts the number of detonation waves 

formed 𝑛𝑊. Following a mode transition event from a given number of DWs, we may assume a 

new stable state is established, requiring a minimum of DWs 𝑛𝑊𝑚𝑖𝑛 to ensure that no new hot 
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spots form. Thus, assuming that all DWs are identical, then we require that following the formation 

of the 𝑘𝑡ℎ  DW, 𝜏𝑀𝐷>𝑡𝐴𝐵 , where 𝑡𝐴𝐵  is the time required for the (𝑘 − 1)𝑡ℎ  DW to travel the 

distance 𝑐(𝐿 𝑛𝑊𝑚𝑖𝑛⁄ ), and 𝜏𝑀𝐷 is the formation time for a new microdetonation. This condition 

ensures that the hot-spot (formed behind the 𝑘𝑡ℎ DW) is consumed by the (𝑘 − 1)𝑡ℎ DW arriving 

at that point, before it can use the unreacted mixture available around it to form a new micro-

detonation. Since 𝑡𝐴𝐵 = 𝑐𝐿 (𝑉𝐷. 𝑛𝑊𝑚𝑖𝑛)⁄ = 𝑐𝜏𝐿 𝑛𝑊𝑚𝑖𝑛⁄ , we can write this condition as 

𝜏𝑀𝐷 > 𝑐𝜏𝐿 𝑛𝑊𝑚𝑖𝑛⁄ . (3.3) 

Conversely, since 𝜏𝑀𝐷 is fixed for a given N2 dilution of the newly injected fuel mixture, 

for a system with (𝑛𝑊𝑚𝑖𝑛 − 1)  DWs, the time-of-revolution would increase to 𝑡𝐴𝐵 =

𝑐𝐿 (𝑉𝐷(𝑛𝑊𝑚𝑖𝑛 − 1))⁄ = 𝑐𝜏𝐿 (𝑛𝑊𝑚𝑖𝑛 − 1)⁄ , resulting in 𝜏𝑀𝐷 <𝑡𝐴𝐵 , so that a hot spot formed 

behind the 𝑘𝑡ℎ DW will transition into a micro-detonation before the (𝑘 − 1)𝑡ℎ DW can arrive: 

𝜏𝑀𝐷 < 𝑐𝜏𝐿 (𝑛𝑊𝑚𝑖𝑛 − 1)⁄  (3.4) 

Combining, eq. (3.3) and eq. (3.4) gives 

𝑐. 𝜏𝐿 𝑛𝑊𝑚𝑖𝑛⁄ < 𝜏𝑀𝐷 < 𝑐𝜏𝐿 (𝑛𝑊𝑚𝑖𝑛 − 1)⁄  (3.5) 

(𝑛𝑊𝑚𝑖𝑛 − 1) < (𝑐 𝜏𝐿 𝜏𝑀𝐷⁄ ) < 𝑛𝑊𝑚𝑖𝑛 (3.6) 

𝑛𝑊𝑚𝑖𝑛 = 𝑟𝑜𝑢𝑛𝑑 (
𝑐𝜏𝐿
𝜏𝑀𝐷

) (3.7) 

Thus, eq. (3.7) gives the minimum number of DWs that should form after mode transition.  

3.4 RDE Thrust analysis 

In Fig. 3.17, we plot time series plots of thrust, mass flow rate and the specific impulse 

from cases 9 (5.0→0.0), case 2 (5.0→3.0) and case 1 (5.0→3.5). These quantities were computed 

as follows: 
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𝐹𝑅(𝑡) = ∫ [𝜌𝑣2 + (𝑝 − 𝑝𝑏)]
 

𝜕Ω

dA (3.8) 

�̇�𝑅(𝑡) = ∫ 𝜌𝑅𝑣
 

𝜕Ω

dA (3.9) 

𝐼𝑠𝑝(𝑡) =
𝐹(𝑡)

𝑔0�̇�𝑅(𝑡)
 (3.10) 

 

In eqs. (3.8)-(3.10), 𝐹𝑅 is the total thrust produced by the RDE, which includes both the 

momentum thrust and the pressure thrust, represented by the first and second terms on the right 

hand side of eq. (3.8); �̇�𝑅 is the total mass flow rate of the fuel mixture (H2, O2 and N2) injected 

from the bottom boundary of the RDE; 𝐼𝑠𝑝 is the specific impulse of the engine which is calculated 

by dividing the total thrust 𝐹𝑅 by the total mass flow rate �̇�𝑅. The above parameters are calculated 

at the exit boundary of the RDE, with an assumed difference in the radius of inner and outer 

annulus of RDE of 1cm, and a cross sectional area 𝐴 of 48 cm2. The transient phase of mode 

transition is visible in these plots, marked by short bursts of large fluctuations in these quantities. 

For example, for case 9, the fluctuations are observed at ~1 ms, while similar fluctuations were 

observed in the corresponding time series for cases 3-8. Following the transients, the RDE 

equilibrates to a new steady state with a change in nW, and is visible in the plots in Fig. 3.17 as a 

quiescent stage (after ~2 ms in case 9). Similarly, for case 2, when the N2 dilution is changed to 

3.0 moles, several weak local explosions are observed which last for several revolutions of the 

primary DW, followed by a microdetonation of moderate strength and mode transition. Once 

again, the formation of the microdetonation is marked by a significant spike in the time series plots 

of the above quantities at ~4 ms. In contrast to case 9, these fluctuations persist in case 2 even after 

the mode transition, and correspond to additional microdetonations which might have led to further 

transitions in nW had the simulations extended to later times. Finally, no local explosions were 
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observed in case 1 signifying the absence of mode transition, and evident in the time history of 

key quantities in Fig. 3.17 which remain flat. 

 

Fig. 3.17 Time series plots of thrust, mass flow rate and specific impulse from cases 9, 2 and 1. 

 

In Fig. 3.18, the variation of engine performance parameters with N2 reactivity is plotted 

for cases 1-9. We find the thrust varies weakly with N2 dilution, in spite of accompanying changes 

to the detonation mode number discussed earlier. While an increase in fuel reactivity (i.e. decrease 

in N2 concentration) should result in an increase in thrust, this effect is countered in our simulations 

by two countervailing factors: first, the total mass flow rate is reduced (Fig. 3.18(b)) with the 
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decrease in N2 concentration, while the fraction of less efficient, deflagrative combustion 

increases. We discuss these issues in greater detail below. 

The mass flow rate in the simulations can be approximated from the isentropic, choked 

mass flow equation (eq. (3.11)). At the fuel mixture injection boundary, the temperature is <= 

300K, so that the ratio of specific heats 𝛾 of the inlet mixture can be taken as ~ 1.4 corresponding 

to a diatomic gas. For all the cases, P0, T0, and 𝛾 remain fixed, while the average molecular weight 

�̅� of the mixture will decrease with decreasing [N2]. Therefore, the mass flow rate should decrease 

with N2 concentration according to 

�̇� =
𝐴 𝑃0

√𝑇0
√
𝛾 �̅� 

𝑅𝑢
(
𝛾+1

2
)
−
(𝛾+1)

2(𝛾−1)
. (3.11) 

 

From the above equation, the ratio of choked mass flow rates at 0.0 and 5.0 moles of N2 is 

0.75. In comparison, from the mass flow rates plotted from FLASH simulations in Fig. 3.18(b), 

the ratio of mass flow rates between 0 and 5 moles of N2 is 0.62. These trends in combination with 

the tendency toward more deflagrative combustion at higher fuel reactivity leads to a modest 

variation in the total thrust. The increase of total mass flow rate with the N2 concentration, while 

maintaining a nearly constant engine thrust results in a decrease in the specific impulse of the RDE 

in Fig. 3.18(c). Finally, the Chapman-Jouget velocity VCJ (blue markers in Fig. 3.18(d)), obtained 

from 1D detonation tube simulations using the multi-step reaction mechanism, decreases with 

increase in N2 concentration. This is in agreement with the theoretical VCJ trend obtained for a 

single 𝛾, single-step reaction mechanism, which predicts a decrease of VCJ  with decreasing energy 

density of the fuel. The 1D detonation tube simulations were performed at 1 atm and 300 K, and 

closely resemble the conditions ahead of the DWs in RDE in our 2D simulations. Contrary to the 

stagnant and uniform conditions in the 1D simulations, the flow field ahead of the DW in the 2D 
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RDE simulations had a velocity fluctuation of ~300m/s and contains hot patches of burnt mixture. 

Together, these factors render the detonative burning non-uniform and less efficient, due to which 

the DW velocity 𝑉𝐷 from the 2D RDE simulations (black curve in Fig. 3.18(d)) is lower than that 

obtained from the corresponding 1D simulations (VCJ). 

 

Fig. 3.18 Variation of engine performance parameters with fuel reactivity (cases 1 – 9). 

 

Time series plots of the total thrust, mass flow rate and specific impulse from case 10 are 

shown in Fig. 3.19. Note that in case 10, the [N2] perturbation trajectory followed the pathway 

(5.0→3.5→3.0→2.5→2.0→1.5→1.0→0.5→0.0 moles). In Fig. 3.19, large amplitude spikes in time 

series plots of thrust, mass flow rate and specific impulse, are observed only at ~7 𝑚𝑠  and 

~19 𝑚𝑠, corresponding to mode transitions from 1 DW to 2 DW ([N2]: 3.0 → 2.5 moles) and from 
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2 DW to 4 DW ([N2]: 1.0 → 0.5) respectively. The weak fluctuations observed elsewhere in Fig. 

3.19, for instance following the variation of [N2] from 3.5 moles to 3.0 moles at ~ 4 ms are due to 

the formation of local explosions, similar to those observed in case 2. It is not clear if the absence 

of mode transition at other values of [N2] was due to the next perturbation in fuel reactivity being 

applied before the transients could be replaced by a new steady state with a different number of 

modes. The variation of different engine performance parameters (thrust, specific impulse, mass 

flow rate and detonation velocity) with [N2] is shown in Fig. 3.20 for case 10. Similar to Fig. 3.18, 

the total thrust is weakly dependent on the fuel reactivity, while the mass flow rates are observed 

to increase. This results in an increase in the specific impulse as the fuel reactivity is reduced. 

Finally, the similarity in qualitative trends between Fig. 3.18 and Fig. 3.20 suggests the behavior 

of engine parameters are independent of the path taken in reaching a specific fuel reactivity value. 
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Fig. 3.19 Time series plots of thrust, mass flow rate and specific impulse from case 10. 
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Fig. 3.20 Variation of engine performance parameters with fuel reactivity from case 10. 
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CHAPTER 4: NUMERICAL SIMULATIONS OF A SHOCK-DRIVEN LIQUID 

FUEL DROPLET 

4.1 Simulation setup 

Fig. 4.1 shows a schematic of the simulation setup for the 2D axisymmetric fuel droplet 

under high Mach number shock conditions simulated in this work. With the exception of the axis 

of symmetry, all boundaries were modeled as zero gradient surfaces. The use of preheated liquid 

fuel and preheated oxidizer is known to increase the combustion efficiency in detonation engines 

[26, 112, 113]. Therefore, in all the simulations, a 5𝜇𝑚  liquid 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒  droplet at a 

preheated temperature of 460 𝐾 was used, while the gas phase consisted of pure 𝑂2 at 1 𝑎𝑡𝑚 

pressure and 700 𝐾 preheated temperature. The droplet was impacted by a Mach 5 shock, and the 

post-shock flow resulted in a Weber number of 500. Under the extreme conditions encountered 

under a Mach 5 post-shock flow, the droplet deforms, evaporates and can also autoignite. To 

isolate the effect of evaporation and reactions on the droplet deformation, three different cases 

were simulated which are labeled as Inert (non-reacting, non-evaporating), Evaporating (non-

reacting) and Reacting. For all three cases, the 2D droplet was initialized with a layer of fuel vapors 

of thickness 0.05𝐷 to minimize initial impulsive evaporation. For all the simulations, a mesh 

resolution of 512 cells per diameter (CPD) was used. Finally, a non-dimensional time 𝑡∗ =
𝑡

𝜏
 is 

defined [114], where 𝜏 =
𝐷

𝑢𝑔,𝑝𝑠
√

𝜌𝑙

𝜌𝑔,𝑝𝑠
 and 𝑢𝑔,𝑝𝑠 and 𝜌𝑔,𝑝𝑠 are post-shock gas velocity and density 

respectively. 
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Fig. 4.1: Schematic for 2D, axisymmetric shock-droplet simulations. 

 

4.2 1D simulations of a gas-liquid interface 

We first describe 1D simulations of a gas-liquid interface, under conditions corresponding 

to the post-shock states of the shock-droplet problem described in §2.4. The purpose of these 

simulations is to analyze the evaporation, reaction and heat conduction processes at the gas-liquid 

interface, in the absence of the effects of the complex, deforming droplet geometry. The simplified 

1D setup is shown in Fig. 4.2, and involves a domain of length 5.5𝐷, while the liquid phase region 

occupies a length of 0.5𝐷. The initial pressure and temperature in the gas phase (Fig. 4.2) were 

taken to match the post-bowshock conditions observed in the 2D, Mach 5 shock-droplet interaction 

problem (§2.4), while the  liquid region was preheated to 460 𝐾. A mesh resolution of 1280 cells 

per diameter, with 𝐷 = 5𝜇𝑚 was used in the 1D simulations. 
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Fig. 4.2: Initial conditions and problem setup for 1D liquid evaporation into a post Mach 5 

reflected shockwave flow field. 

  

The corresponding fuel and product mass fraction profiles are shown in Fig. 4.3 (b). The 

observed peak in temperature profile Fig. 4.3 (a), and the presence of high mass fraction of reaction 

products (𝑌𝑝𝑟𝑜𝑑~0.6), indicates the reactions have progressed significantly, under these high 

pressure and temperature conditions. Defining the flame location as the 𝑥 -location of the 

maximum rate of reaction, we obtain 
𝑥𝑓𝑙𝑎𝑚𝑒

𝐷
~− 0.16 for the 1D simulations shown here (Fig. 4.3). 

The flame location is thus closer to the cold droplet surface than the temperature peak which occurs 

at 
𝑥

𝐷
~ − 0.15, since the reaction rate depends both on the temperature and the fuel mass fraction 

(eq. (2.13)) with the latter reaching a maximum concentration at the interface (
𝑥

𝐷
= 0) . The 

reactive simulation (Fig. 4.3 (b)) shows almost complete consumption of the fuel vapors, with 

𝑌𝑓𝑢𝑒𝑙 dropping to ~ 0.001 for 
𝑥

𝐷
< −0.3, indicating that the reactions are primarily limited by the 

production of fuel vapors through evaporation. The relatively high value of product mass fraction 

at the interface (only ~10% less than its peak value), is attributed to diffusion from the flame site, 

since the interface film temperature is not high enough to sustain reactions. 
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Fig. 4.3: 𝑥-profiles of (a) Temperature, (b) fuel- and product mass-fractions from 1D inert, 

evaporating, reacting simulations at 𝑡∗ =  0.25. Interface is initially located at 𝑥/𝐷 = 0. 

The corresponding time evolution of the film temperature and evaporation mass flux at the 

interface are shown in Fig. 4.4 (a) - (b). At 𝑡∗ = 0, the temperature gradient between the liquid 

and gas phase is theoretically infinite, resulting in an impulsive heat transfer, following which the 

film temperature rapidly reaches a steady state by 𝑡∗~0.02 . The film temperatures in the 

evaporating and reacting droplet cases are lower than in the inert simulation, due to convective 

cooling by the fuel vapors and blow-off from Stefan flow of incoming hot post-shock gasses which 

substantially reduce the liquid interface heating. As the film temperature gradually decreases by 

~ 60 𝐾 over a time of 𝑡∗ = 0.25, the corresponding saturation pressure drops from 18 𝑎𝑡𝑚 to 

8 𝑎𝑡𝑚; as a result, the evaporative mass flux, which is proportional to the saturation pressure, 

continues to decline significantly. The decline in the mass flux is also driven by the gradual buildup 

of fuel vapor concentration adjacent to the interface. 
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Fig. 4.4: Time evolution of (a) the film temperature and (b) evaporation mass flux evolution at 

the 1D gas-liquid interface for the inert, evaporating and reactive cases. 

4.3 Mach 5, We=500, 5𝜇𝑚 shock-droplet interaction 

4.3.1 Droplet surface morphology: 

In this section, we present results from simulations of a notional 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒  fuel 

droplet, impacted by a Mach 5 shock under surrounding conditions that could be relevant to 

detonation engine operation. The simulations were run to a time 𝑡∗ = 1.0, which we take to 

represent a nominal breakup time as suggested in [??-Need to find this reference]. Numerical 

Schlieren images from the Mach 5, 5𝜇𝑚 (𝑊𝑒 = 500) droplet simulations are shown in Fig. 4.5 

for the inert, evaporating and reacting cases at different time instances. At early times (𝑡∗ = 0.02, 

Fig. 4.5 (a)), the shock locations and droplet shapes are similar in all three cases. The appearance 

of KH instability waves at the droplet surface can be seen in all three cases by 𝑡∗ = 0.25 (Fig. 

4.5b). By 𝑡∗ = 0.5, the colder fuel vapors generated in the evaporating and reacting cases are 

visible as the darker regions in Fig. 4.5(c), while a diffusion flame is seen in the reacting case 

(shown in the inset) located at 
𝑥

𝐷
~− 1.2. The expansion of gas mixture in the windward side of 

the reacting droplet displaces the upstream bowshock away from the droplet, relative to the inert 

and evaporating droplets. 
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At 𝑡∗ = 0.5 , while differences in the droplet surface morphology increase, the bulk 

structure is largely similar between the three cases, and includes a flattened droplet core attached 

to a thin and elongated sheet at the equator. The thin sheet at the equatorial region appears to be 

formed from an impulsive ejection mechanism, that occurs as a result of the large velocity 

difference between the windward and leeward sides immediately following shock impact. The 

variations in liquid phase density remained negligible throughout the simulations, and the 

oscillations inside the liquid droplet seen in Fig. 4.5(b) and (c) result from (i) continuous reflections 

of compression and rarefaction waves at the gas-liquid interface, and (ii) through surface tension-

generated pressure waves resulting from local changes in droplet surface curvature. The gas phase 

shock structure and droplet shape in the leeward side remained similar in all three droplet cases. 

As the droplet deforms, the radius of curvature of the windward side of the droplet decreases 

causing the upstream bowshock to move away from the droplet surface (Fig. 4.5 (a)-(b)). The 

location of the bowshock in Fig. 4.5, and its dependence on the evolving droplet diameter is in 

agreement with the empirical relation for bowshock stand-off distance for flow around a sphere 

given by 𝛿 = 0.0715𝐷 × 𝑒3.25/𝑀∞  
2

[115]. 
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Fig. 4.5: Numerical Schlieren images for a 5𝜇𝑚 (𝑊𝑒 = 500), shock-droplet interaction, 

showing the evolution of inert (left), evaporating (middle) and reacting (right) cases. Droplet 

interface at 𝑡∗ = 0 is shown as the green line, while the cyan outline in the inset in fig. (c) 

bottom right indicates the presence of the diffusion flame. 

To explain observed differences in droplet surface morphology, we examine the behavior 

of flow quantities plotted along the droplet surface coordinate 
𝜉

𝜋𝐷
. In Fig. 4.6(a), we plot a 

normalized local Weber number (
𝑊𝑒𝜉

𝑊𝑒∞
=

𝜌𝜉𝑢𝜉
2

𝜌∞𝑢∞
2 ) along 

𝜉

𝜋𝐷
 at 𝑡∗ = 0.25, where the subscripts ‘𝜉’ 

and ‘∞’ indicate quantities evaluated at the droplet surface and the freestream respectively. As the 

shock wave traverses over the droplet, the post-shock gasses mix with the lower-momentum vapor 

layer resulting in a lower local Weber number for the evaporating and reacting cases relative to 

the inert droplet. In addition, the high-speed streamlines corresponding to the flow of post-shock 

gasses are displaced farther away from the droplet surface by the fuel vapors in the evaporating 
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and reacting cases, lowering the near-surface local Weber numbers in those simulations. The local 

normalized Weber number is essentially a normalized momentum transfer flux in the tangential 

direction, and determines the rate at which interfacial perturbations grow due to Kelvin-Helmholtz 

instability. These differences in early-stage KH growth also explain differences in the structure 

and orientation of the thin liquid sheet pulled from the equatorial region of the droplet in Fig. 

4.5(c), since the KH waves appear to provide the perturbation seed for the thin sheet ejection. 

 

Fig. 4.6 (a) Normalized local Weber number plotted against the interfacial coordinate at 𝑡∗ =

0.25. (b) Zoomed in view of the interface shows KH instability waves in the inert, evaporating 

and reacting droplet cases. 
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Fig. 4.7: Top and bottom row correspond to 𝑡∗ = 0.044 and 𝑡∗ = 0.128 respectively. (a,d) 

Normalized local Weber number along the interface coordinate 𝜉/𝜋𝐷, (b,e) normalized KH 

instability amplitude, and (c,f) corresponding power spectra for KH instability amplitude 

It is thus important to understand the properties of early-time KH growth on the droplet, 

since it affects late-time droplet features. We analyze simulation images from 𝑡∗ = 0.044 −

0.128, in the KH-active region 
𝜉

𝜋𝐷
∈ [0.04, 0.19]. During this time window, the KH perturbation 

amplitudes satisfied 
ℎ𝐾𝐻

𝜆𝐾𝐻
≪ 1, and hence can be considered to be in the linear regime. In Fig. 4.7(a), 

we plot the normalized local Weber number defined as 
𝑊𝑒𝜉

𝑊𝑒∞
 at 𝑡∗ = 0.044 along the interface 

coordinate 
𝜉

𝜋𝐷
, for the inert, evaporating and reacting cases. We also plot a scaled local Weber 

number computed based on velocities obtained from potential flow theory for flow around a 

smooth, spherical droplet, and obtain 
𝑊𝑒𝜉−𝑝𝑜𝑡𝑛.  𝑓𝑙𝑜𝑤

𝑊𝑒∞
= 2.25𝑠𝑖𝑛2(𝜃). At 𝑡∗ = 0.044 Fig. 4.7(a), the 
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local Weber number from the three simulations were observed to be in good agreement with the 

potential flow theory estimate for a smooth sphere, consistent with the presence of small-amplitude 

KH perturbations at this time. 

The corresponding KH amplitudes are shown in Fig. 4.7(b), and show no significant 

differences between the inert, evaporating and reacting droplet cases at this early time. We plot the 

amplitude power spectrum |𝑃 (
𝜆𝜉

𝜆𝑊𝑒∞
)| in Fig. 4.7(c), which shows the presence of dominant 

modes occurring at 
𝜆𝜉

𝜆𝑊𝑒∞
= 1.87 and 

𝜆𝜉

𝜆𝑊𝑒∞
= 3.21, where 

𝜆𝑊𝑒∞ =
3𝜋𝐷

 𝑊𝑒∞
 (4.1) 

is the most unstable mode predicted by the model of [1, 2], and evaluated for freestream 

conditions (the corresponding KH growth rate for these conditions is given by 𝛾𝑊𝑒∞ =

2

3√3
√

𝜎

𝐷3𝜌𝑙 
𝑊𝑒∞

1.5). While we see a local peak in the amplitude power spectrum at 
𝜆𝜉

𝜆𝑊𝑒∞
~1, the 

modes corresponding to longer waves are dominant at this early time. We attribute this behavior 

to the differences between the local Weber number and the freestream value, where for a 

significant portion of the droplet surface 𝑊𝑒𝜉<𝑊𝑒∞, so that according to eq. (4.1), 𝜆𝜉 > 𝜆𝑊𝑒∞. 

By 𝑡∗ = 0.128, as KH perturbations continue to grow, significant deviations from the 

potential flow (smooth sphere) can be observed (Fig. 4.7(d)), seen in the decrease in the local 

weber number 𝑊𝑒𝜉  obtained in the simulations relative to 𝑊𝑒𝜉−𝑝𝑜𝑡𝑛.  𝑓𝑙𝑜𝑤 . We also note that 

𝑊𝑒𝜉 < 𝑊𝑒∞  throughout the KH-active region of the droplet surface, indicating that KH 

perturbation amplitudes have grown (Fig. 4.7(e)) to significantly obstruct the local tangential flow 

velocities. As a result of the decrease in the local Weber number 𝑊𝑒𝜉 , the amplitude power 

spectrum (Fig. 4.7(f)) now show dominant modes at even longer wavelengths with peaks 



57 

 

corresponding to 
𝜆𝜉

𝜆𝑊𝑒∞
= 2.64  and 

𝜆𝜉

𝜆𝑊𝑒∞
= 4.72  (consistent with the inverse Weber number 

dependence suggested by eq. (4.1)). In contrast to the early-time behavior (Fig. 4.7(b)-(c)), the 

amplitudes of the KH perturbations in the inert case was nearly twice as large as the reacting and 

evaporating cases (Fig. 4.7(e)). This faster growth of KH amplitudes in the inert case compared to 

the evaporating/reacting cases, is due to the higher local Weber number experienced by the inert 

droplet, described below. 

 

Fig. 4.8: Time evolution of (a) surface-averaged normalized local Weber number along the 

interface and (b) power-weighted average wavelength. 

The time evolution of 𝜉-averaged, local Weber number denoted by 〈𝑊𝑒𝜉〉 in eq. (4.2), is 

shown in Fig. 4.8(a), where we define 〈𝑊𝑒𝜉〉 according to 

〈𝑊𝑒𝜉〉 =
∫ 𝑊𝑒𝜉𝑑𝜉
𝜉2
𝜉1

∫ 𝑑𝜉
𝜉2
𝜉1

. (4.2) 

In eq. (4.2), 𝜉1 and 𝜉2 represent the limits of the KH-active region on the droplet surface. 

Fig. 4.8 (a) shows the inert droplet experiences a higher local Weber number compared to the 

evaporating/reacting droplets. In the reacting/evaporating droplets, there is a continuous supply of 

heavy fuel vapor that retards the tangential flow near the droplet surface, leading to the lower 

Weber numbers seen in Fig. 4.8 (a). In Fig. 4.8 (b), we plot the time evolution of 
〈𝜆〉𝑃

𝜆𝑊𝑒∞
, where 〈𝜆〉𝑃 
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is a measure of the dominant wavelength in the KH wavepacket called the power-weighted, 

average wavelength and defined according to: 

〈𝜆〉𝑃 =
∫ 𝜆|𝑃(𝜆)|𝑑𝜆
∞

0

∫ |𝑃(𝜆)|𝑑𝜆
∞

0

 (4.3) 

Fig. 4.8 (b) shows that in time, as the local Weber number decreases, longer KH 

wavelengths are selected for growth. Furthermore, since the reacting and evaporating droplets are 

in a lower local Weber number environment, slightly longer KH modes are observed in those 

simulations (compared with the inert baseline). Finally, the power-weighted average wavelength 

from the simulations were compared with corresponding predictions from the model of [1, 2], i.e. 

eq. (4.1) computed for local flow conditions at the droplet surface (〈𝑊𝑒𝜉〉), and found to be in 

reasonable agreement, with 
〈𝜆〉𝑃

𝜆〈𝑊𝑒𝜉〉
 varying as 1.75 ± 0.13, 1.61 ± 0.23 and 1.43 ± 0.30 for the 

inert, evaporating and reacting cases respectively. 

4.3.2 Gas phase flowfield: 

In Fig. 4.9(a) - (c), we compare contours of pressure, temperature and density respectively 

for the inert, evaporating and reacting droplets at 𝑡∗ = 0.5. While pressure and density contours 

are qualitatively similar between the three simulations, significant differences in the temperature 

field are observed. Lower temperature regions (~800𝐾) are observed in the immediate windward 

and leeward sides of the reacting and evaporating droplets, in contrast to the inert droplet where 

these regions are at much higher temperatures (~2000𝐾). These differences in the temperature 

field can be attributed to the additional convective cooling and Stefan cooling due to cold fuel 

vapors generated in the evaporative and reactive cases. While the inert droplet is largely cooled 

through conductive heat transfer near the surface, cooler fuel vapors generated at a film 

temperature of 𝑇𝑓 ≈ 650𝐾 in the reacting and evaporating droplets have a higher specific heat 
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capacity (~ three times that of the post-shock gasses), and drive additional convective cooling of 

the droplets. The effect of convective cooling is more pronounced on the leeward side, where the 

gas pressure of ~ 0.5 𝑎𝑡𝑚 is only slightly higher than the saturation pressure 𝑝𝑠𝑎𝑡 = 0.47 𝑎𝑡𝑚 of 

the preheated liquid 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 droplet at 460 K. As a result, high mass fraction of fuel vapors 

of  𝑌𝑓𝑢𝑒𝑙~0.4 (Fig. 4.10 (a)-(b),) is observed, reducing the gas phase temperature to ~700𝐾 on the 

leeward side. 

 

Fig. 4.9: Pressure, temperature and density contours at 𝑡∗ = 0.5 from simulations of a 5 𝜇𝑚 

(We=500), shock-droplet interaction, showing the evolution of inert (left), evaporating (middle) 

and reacting (right) cases. 

 

In Fig. 4.9 (c), a diffusion flame is visible as the light region of high temperature 

(~ 5000𝐾) gasses on the windward side of the reacting droplet, resulting from the reaction of 

evaporated fuel vapors and pure oxygen present in the post-shock gasses. A low fuel mass fraction 

of 𝑌𝑓𝑢𝑒𝑙~0.05 − 0.10 in this region  (Fig. 4.10 (a),(b)) represents a fuel-lean, 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒-𝑂2 

mixture, so that the chemical reactions increase the gas temperature by only ~ 1000 K. However, 
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the presence of a high mass fraction of products 𝑌𝑝𝑟𝑜𝑑.  > 0.12 in Fig. 4.10 (c) indicates the 

reactions have progressed significantly. The contours of the rate of reaction in Fig. 4.10(d) shows 

the windward side of the droplet, where pressure and temperature are highest is also the most active 

site for reactions (the cloud of reaction products observed in the droplet wake are transported from 

the windward side by the post-shock flow). Finally, the region of high reactivity in the downstream 

region (Fig. 4.10 (d)) can be attributed to secondary burning of accumulated fuel vapors in the 

droplet wake through reactions with the hot post-shock gasses and hot mixture transported from 

the windward side. 

 

 

Fig. 4.10: Contours of fuel vapor mole fraction in evaporating (a) and reacting (b) droplets, 

reaction product mass fraction (c) and the normalized reaction rate (d) for a 5𝜇𝑚, 𝑊𝑒 =  500 

shock-droplet interaction. 𝑡∗=0.5. 
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Fig. 4.11: Line plots of Temperature (a) and mass fractions (b) along the axis of symmetry and in 

the droplet windward region (
𝑥

𝐷
 < 0). 𝑡∗=0.5. 

 

In Fig. 4.11, we plot x-profiles of temperature, and fuel and product mass fractions along 

the axis of symmetry, and in the windward region of the droplet (
𝑥

𝐷
 < 0). For the reacting droplet, 

it is evident that the heat of reaction has resulted in a temperature increase of ~1000 K at the flame 

site upstream of the droplet. However, temperatures for both the reacting and evaporating droplets 

approach similar values (~ 800 K) at the interface 𝑥/𝐷 → 0), suggesting the presence of the flame 

did not result in significant droplet heating. Since the product mixture (𝑃𝑟𝑜𝑑 + 𝑂2) has thermal 

conductivities much lower than the fuel vapors (0.22 ≤
𝜆𝑂2+𝑃𝑟𝑜𝑑

𝜆𝑓𝑢𝑒𝑙
< 1  for 𝑇𝑓,𝑤𝑖𝑛𝑑𝑤𝑎𝑟𝑑 ≤ 𝑇 <

𝑇𝑏𝑜𝑤𝑠ℎ𝑜𝑐𝑘 , where 𝑇𝑓,𝑤𝑖𝑛𝑑𝑤𝑎𝑟𝑑~ 560𝐾  and 𝑇𝑏𝑜𝑤𝑠ℎ𝑜𝑐𝑘~4400𝐾 ),  as the reactions convert fuel 

vapors into product (Fig. 4.11 (b)), the thermal conductivity of the mixture decreases resulting in 

less heating of the reacting droplet relative to the evaporating case. This decrease in thermal 

conductivity of the gas mixture results in a lowering of the film temperature on the windward side, 

further decreasing the evaporation rate of the reacting droplet (Fig. 4.12 (b)). Since burning in 

these simulations occur under fuel-lean conditions, the reactions did not produce sufficient energy 

to heat the droplet significantly, thereby further decreasing the evaporation rate over time. 
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The film temperature, evaporation rate, and fuel mass fraction are plotted along the 

interface coordinate 
𝜉

𝜋𝐷
 for the evaporating and reacting droplets in Fig. 4.12 at 𝑡∗ = 0.5. The 

temperature Fig. 4.12 (a) and mass fraction (Fig. 4.12 (b)) profiles are similar for the two cases, 

due to convective cooling and Stefan flow effects discussed earlier, which dominate heat transfer 

in both the reacting and evaporating droplets. In addition, the increase in product mass 

concentration in the reactive simulation decreases the thermal conductivity of the gas mixture, 

resulting in a slight decrease in the film temperature and a corresponding decrease in the 

evaporation rate, observed on the windward side, especially in the region 
𝜉

𝜋𝐷
< 0.1. The presence 

of entrapped, pre-shock, cold gasses and a low pressure region on the leeward side (
𝜉

𝜋𝐷
> 0.25) 

leads to substantially lower heating of the interface and significantly lower evaporation rates at 

that site. In Fig. 4.12 (c), we also plot profiles of the fuel mass fraction (𝑌𝑓𝑢𝑒𝑙) and mass density 

𝜌𝑌𝑓𝑢𝑒𝑙  along the interface coordinate at 𝑡∗ = 0.5. We find the higher evaporative mass flux in the 

evaporating droplet case increases the fuel vapor density near the interface, according to 

𝑑(𝜌𝑌𝑓𝑢𝑒𝑙)

𝑑𝑡
∝ �̇�𝑓𝑢𝑒𝑙

′′ . In contrast, the fuel mass fraction is higher in the wake of the reacting droplet, 

since 
𝑑𝑌𝑓𝑢𝑒𝑙

𝑑𝑡
∝
�̇�𝑓𝑢𝑒𝑙
′′

𝜌𝑔
 and the gas density decreases sharply beyond the equatorial point due to flow 

separation which is more pronounced in the reacting case. 
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Fig. 4.12: Plots of film temperature (a), evaporation mass flux (b) and fuel mass fraction (c) 

along the interface coordinate 
𝜉

𝜋𝐷
 for the reacting and evaporating droplets at 𝑡∗ = 0.5. The 

dashed lines in fig. (c) corresponds to fuel vapor density (𝜌𝑌𝑓𝑢𝑒𝑙) distribution. 

 

4.3.3 Liquid droplet flowfield: 

The flowfield within the liquid fuel droplet is shown for the inert, evaporating and reacting 

droplet cases, at 𝑡∗ = 0.5 and 𝑡∗ = 1.0 in Fig. 4.13, and show qualitatively similar features. The 

temperature contours (Fig. 4.13 (a)) in the liquid region reveal that only a narrow interfacial layer 

in the vertical windward side of the droplet is heated by the hot post-shock gasses by 𝑡∗ = 1.0. As 

previously discussed, this heating is predominantly the result of the intense pressure and 

temperature experienced by the droplet in this region. For the inert droplet, this interfacial liquid 

region is heated to 1400 𝐾 by 𝑡∗ = 1.0, whereas in the case of evaporating and reacting droplets, 

the interfacial temperature is substantially lower at 584 𝐾 by 𝑡∗=1.0 due to convective cooling by 

the vapors. On the windward side of the inclined thin structures, a similar heating pattern, though 

to a diminished extent, can be observed. 

For the evaporating and reacting droplets, we thus find only a thin layer within the droplet 

core is heated to a temperature > 500𝐾 by 𝑡∗=1.0, while nearly 50% of the droplet volume is 

deformed into thin sheet structures. By 𝑡∗=1.0, these sheet structures were observed to travel at a 

velocity of ~ 300 m/s relative to the droplet core, and will continue to stretch, eventually detaching 
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from the droplet or puncturing through KH or RT instabilities. Thus, for these conditions, we 

expect that for 𝑡∗ > 1.0, the fuel droplet will fragment through instabilities before a significant 

portion of the droplet core can heat up and evaporate. Estimating a thermal penetration depth (𝛿𝑝) 

of the droplet based purely on 1D heat conduction gives 𝛿𝑝 = √
𝑡𝜆𝑙

𝜌𝑙𝐶𝑝,𝑙
, which over a parent droplet 

lifetime (𝑡 = 𝜏) gives 
𝛿𝑝

𝐷
= √

𝜆𝑙

𝜌𝑙𝐶𝑝,𝑙𝑢𝑝𝑠𝐷√
𝜌𝑙
𝜌𝑔

. Thus, for the 5𝜇𝑚 droplet under these conditions, we 

obtain 
𝛿𝑝

𝐷
= 0.0086 by 𝑡 = 𝜏 , so that the droplet core will not be heated sufficiently to undergo 

extensive evaporation, and will first deform into thin sheet structures before fragmenting. 

Conversely, the time required for the droplet core to be heated can be estimated from the above 

expression by taking 𝛿𝑝 = 𝐷/2, to give 𝑡𝛿𝑝=𝐷/2
∗ =

𝐷𝐶𝑝,𝑙

4𝜆𝑙
𝑢𝑔,𝑝𝑠√𝜌𝑔,𝑝𝑠𝜌𝑙. Thus, as the parent droplet 

fragments, we expect the smaller child droplets to undergo heating of the core over a timescale 

𝑡∗~𝐷, eventually reaching a limit where the droplets heat up and evaporate before undergoing 

further breakup. 

The corresponding velocity contours (Fig. 4.13 (b)) indicate that the core region of the 

droplet achieves considerably high axial velocities of approximately 150 𝑚/𝑠 on the windward 

side by 𝑡∗ = 0.5, while velocities on the leeward side are only ~ 10 𝑚/𝑠. This relative difference 

in the axial velocities between the windward and leeward sides compresses the droplet in the axial 

direction, and contributes to the ejection of a thin sheet from the equatorial region of the droplet 

(Fig. 4.13 (b)). Due to the significant relative velocity difference between the droplet core 

(~ 200 𝑚/𝑠) and the thin sheets (~ 650 𝑚/𝑠), the sheet structures continue to stretch and become 

thinner. As the sheets expand further, they eventually pinch off and detach due to surface tension 

(shown in the inset in Fig. 4.13 (b)) in our axisymmetric simulations. While the droplet core 
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appears similar in all three cases, distinct differences in the morphology of the thin sheet structures 

are visible, and attributed to a combination of KH instabilities, internal velocity flow field of the 

droplet, the high momentum of the post-shock gasses and evaporation. 

The corresponding pressure distribution within the droplet is shown in Fig. 4.13 (c), and 

displays strong oscillations, including several regions of negative pressures (~ − 200 𝑎𝑡𝑚 𝑡𝑜 −

500 𝑎𝑡𝑚). The observed oscillations and regions of negative pressure arise due to the compression 

and rarefaction waves generated and reflected within the highly distorted droplet. Note that the 

presence of negative pressures in the liquid region is indicative of the presence of tensile strain, 

and the potential for cavitation which is not modeled in our simulations. 
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Fig. 4.13: Contours of droplet (a) temperature (b) axial velocity and (c) pressure at  𝑡∗ = 0.5 and 

𝑡∗ = 1.0, for the inert (left column), evaporating (middle column) and reacting (right column) 

cases. 
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In Fig. 4.14, we plot the time evolution of surface-integrated properties, namely the 

normalized total surface area 
𝐴(𝑡∗)

𝐴0
, total evaporation rate �̇�𝑓𝑢𝑒𝑙(𝑘𝑔/𝑠) , and the average 

evaporation rate �̇�𝑓𝑢𝑒𝑙
′′̅̅ ̅̅ ̅̅ ̅(𝑘𝑔/𝑚2𝑠) as defined below: 

𝐴(𝑡∗) = ∫ 2𝜋𝑦(𝜉, 𝑡∗)𝑑𝜉
𝜉𝑚𝑎𝑥

0

 (4.4) 

�̇�𝑓𝑢𝑒𝑙(𝑡
∗) = ∫ �̇�′′(𝜉, 𝑡∗)2𝜋𝑦(𝜉, 𝑡∗)𝑑𝜉

𝜉𝑚𝑎𝑥

0

 (4.5) 

�̇�𝑓𝑢𝑒𝑙
′′̅̅ ̅̅ ̅̅ ̅(𝑡∗) =

�̇�𝑓𝑢𝑒𝑙(𝑡
∗)

𝐴(𝑡∗)
 (4.6) 

In eqs. (4.4)-(4.6), the integral is performed along the droplet interface coordinate 𝜉, from 

𝜉 = 0 at the windward side (𝑦 = 0) to 𝜉 = 𝜉𝑚𝑎𝑥 at the leeward side (𝑦 = 0), while 𝑦 represents 

the radial coordinate position of interface element 𝑑𝜉, and 𝐴0 = 𝜋𝐷
2. 

Fig. 4.14(a) exhibits a monotonic increase over time in all three cases. For  𝑡∗< 0.4, droplet 

surface area growth is dominated by small-scale KH instabilities, while the overall shape remains 

spherical or elliptic. By 𝑡∗ = 0.6, the thin sheets have pinched off in all three cases, which are then 

extensively stretched by the post-shock gasses and correspond to the faster growth rate of the 

normalized area. As discussed earlier, a layer of heavy vapors surrounds the evaporating and 

reacting droplets, resulting in slower initial growth of interfacial KH instabilities, followed by 

slower stretching of the droplet at late times, compared to the inert droplet case. At late times (𝑡∗ =

1.03), the thin sheet structures attached to the inert droplet undergo breakup, resulting in the 

sudden increase in 
𝐴(𝑡∗)

𝐴0
. 

The time evolution of the total evaporation rate and surface-averaged evaporation rates are 

shown in Fig. 4.14 (b)-(c) for the evaporating and reacting droplet cases. The negative evaporation 
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rates observed at early times correspond to condensation on the droplet surface, due to the high-

pressure, post-shock gasses immediately surrounding the droplet. Due to the intense heating of the 

windward side of the droplet, the film temperature rises significantly (𝑇𝑓 = 650𝐾), resulting in 

positive total and average evaporation rates by (𝑡∗ = 0.1). The windward side of the droplet 

experiences the most intense heating, and is the most active site of evaporation, while the ejected 

thin sheets are more aligned with the gas flow and do not experience significant heating or 

evaporation. Thus, the active site of vapor production (windward surface) experiences only a 

modest increase in area, in contrast to the thin sheets which grow rapidly without contributing 

significantly to vapor production. As a result, in Fig. 4.14 (b)-(c), for (𝑡∗ > 0.6) , the total 

evaporation rate increases gradually, while the surface-averaged evaporation rate decreases over 

time. 

 

Fig. 4.14: Time evolution of (a) normalized total surface area of the droplet (b) total fuel 

evaporation rate and (c) surface-averaged evaporation rate. 

4.4 Effect of Damkohler number 

We have performed simulations in which the reaction rates associated with the Arrhenius 

rate law (eq. (2.13)) have been varied from the baseline case, yielding Damkohler numbers 𝐷𝑎 of 

0.24, 2.4 and 24. In the context of the shock-droplet interaction investigated here, the Damkohler 

number can be defined as 𝐷𝑎 =
𝜏𝑓𝑙𝑜𝑤

𝜏𝑖𝑛𝑑
, where 𝜏𝑓𝑙𝑜𝑤 =

𝐷

𝑢𝑝𝑠
 refers to the flow time scale and the 

induction time 𝜏𝑖𝑛𝑑 represents a chemical timescale. Due to the spatial inhomogeneities in pressure 
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and temperature fields as well as the gas phase velocities observed in detonation engines, 𝐷𝑎 

associated with droplet burning can vary significantly with the local environment and fuel 

properties. Thus, the objective of these simulations is to isolate the effect of chemical reactivity on 

droplet evaporation, combustion and breakup characteristics. 

Contour plots of temperature, fuel and product mass fractions, and normalized reaction rate 

from the reactivity-variation study are shown in Fig. 4.15, and correspond to 𝑡∗ = 0.5. Line plots 

of these quantities are plotted along the axis of symmetry, and in the region immediately upstream 

of the droplet (
𝑥

𝐷
< 0) in Fig. 4.16. With increase in chemical reactivity, the flame temperature on 

the windward side was observed to increase, reaching 𝑇𝑓𝑙𝑎𝑚𝑒  =  5117 𝐾, 5506 𝐾, and 5752𝐾 

(Fig. 4.16 (a)); the observed increase in flame temperature results directly from a corresponding 

increase in the amount of fuel burnt by 𝑡∗ = 0.5 (Fig. 4.16(c)) through higher reaction rates, 

releasing greater energy. Similarly, the leeward-side cold flow region (dark red color in Fig. 4.15 

(a)) high in fuel mass fraction at cooler temperatures, was observed to shrink with increasing 𝐷𝑎, 

as more of the fuel in this region undergoes combustion. 

The flame temperatures in Fig. 4.16 (a) are lower than the corresponding values from the 

1D simulations described in § 3.1, which is attributed to the continuous removal of unburnt fuel 

vapors and hot burnt products from the flame site by the post-shock flow. In the 1D simulations 

(§ 3.1), the flame also continued to drift away from the interface due to Stefan flow and volume 

expansion. In contrast, in the 2D axisymmetric simulations, the flame site remains at a fixed 

distance from the windward side interface (𝑥𝑓𝑙𝑎𝑚𝑒/𝐷~ − 0.03). The fuel mass fraction at the 

flame site is nearly constant as fuel vapors reach the flame due to advection and diffusion, but are 

also transported away to the leeward side by the interface tangential velocity. 
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We also note from the reaction rate contours (Fig. 4.15 (b)), that the chemically active 

region upstream of the droplet is more diffuse for the less reactive case (𝐷𝑎 =  0.24), whereas at 

higher reaction rates (𝐷𝑎 =  24) , this region substantially thins to a narrow region of high 

intensity reactions. This trend is broadly consistent with laminar diffusion flame theory [116, 117], 

which predicts that as 𝐷𝑎 is varied from the frozen chemistry limit (𝐷𝑎 → 0) to infinitely fast 

chemistry (𝐷𝑎 → ∞), the flame thickness decreases to an infinitesimally thin flame. (In the 𝐷𝑎 →

0 limit, reaction rates are low and the flame thickness is large, with the fuel and oxidizer diffusing 

into each other, while as the 𝐷𝑎 → ∞ limit is approached, the fuel and oxidizer streams mix and 

react instantaneously, across an infinitely thin flame). 

As 𝐷𝑎  is increased and the reactions become diffusion-limited, the flame temperature 

reaches the adiabatic flame temperature values, while shifting towards the deficient reactant side 

[116, 117]. This is shown in the line plots of the rate of reaction (Fig. 4.16 (b)), where we observe 

that as the chemical reactivity increases, the flame site moves closer to the droplet. Consistent with 

observed trends in the temperature contours, the windward and leeward regions that are occupied 

by unreacted fuel vapors (Fig. 4.15 (c)) were found to decrease with increasing chemical reactivity. 

At 𝐷𝑎 =  0.24 for instance, a significant amount of the unreacted fuel (partially produced on the 

windward side) was transported downstream, and reacted at a distance ~ 2𝐷 from the droplet; at 

higher reactivity (𝐷𝑎 = 24), this burnoff distance decreases to 0.5𝐷, indicating that with the 

increase in the Damkohler number, the detached leeward flame moves closer to the droplet (for 

the 𝐷𝑎 =  24 case, the leeward side flame was observed to propagate upstream and become 

attached to the droplet by 𝑡∗ = 0.8 (not shown), and in the process burning a significant amount 

of leeward side unreacted fuel). The fuel mass fraction line plots (Fig. 4.16 (c)) show that the 

windward cutoff location beyond which no fuel exists (due to being consumed in reaction), 
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decreased to 𝑥 = −0.14𝐷  and −0.06𝐷  from the droplet for the 𝐷𝑎  = 2.4 and 𝐷𝑎  = 24 cases 

respectively. The amount and distribution of reaction products show the greatest sensitivity to 

variations in 𝐷𝑎, as the product mass fraction increases from ~0.1 to ~0.4 as seen in the contour 

(Fig. 4.15 (d)) and line plots (Fig. 4.16 (d)), along with significant secondary burning observed 

downstream of the droplet in the more reactive cases. 

 

Fig. 4.15: Temperature, reaction rate, fuel and product mass fraction contours at 𝑡∗ = 0.5 

corresponding to different values of reactivity (𝐷𝑎 = 0.24, 𝐷𝑎 = 2.4, 𝐷𝑎 = 24.0). 
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Fig. 4.16: Line plots at 𝑡∗ = 0.5 of temperature (a), reaction rate (b), fuel (c) and product (d) 

mass fraction along the axis of symmetry, and plotted upstream of the droplets (
𝑥

𝐷
< 0), 

corresponding to different values of reactivity (𝐷𝑎=0.24, 𝐷𝑎=2.4, 𝐷𝑎=24.0). 

 

The liquid temperature and velocity flow field contours for the above simulations are 

shown in Fig. 4.17 for 𝑡∗ = 0.5 (top row) and 1.0 (bottom row). The heating patterns within the 

droplet (Fig. 4.17 (a)) exhibited similar behaviors in all three cases representing the 𝐷𝑎 variation, 

with the maximum heating occurring on the vertical windward side of the droplet, and reaching a 

value of ~ 585 𝐾. For the 𝐷𝑎 =  0.24 and 2.4 cases (also visible in Fig. 4.16 (a) at 
𝑥

𝐷
= 0), the 

leeward side experienced significantly lower heating, resulting in a liquid temperature increase of 

only ~10 𝐾. For the 𝐷𝑎 = 24 droplet, the fuel mixture in the leeward side had auto-ignited by 

𝑡∗ = 0.8, as it mixed with the hot gasses transported from the windward region resulting in a thin 

layer of high temperature liquid (~500𝐾). In contrast, the thin structures ejected from the droplet 

are aligned with the gas flow at late times, and consequently do not experience stagnation flow 
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heating, reaching temperatures of only ~ 460 𝐾 (Fig. 4.17 (a)) by 𝑡∗ = 1.0. As chemical reactivity 

increases, the heavy fuel vapor surrounding the droplet is consumed at a faster rate depleting this 

region of the high-density vapor. This in turn leads to a higher growth rate of the ejected sheets 

(the sheet tip velocities at 𝑡∗ = 1.0 were observed to increase from ~450 𝑚/𝑠 to ~ 600 𝑚/𝑠 as 

𝐷𝑎 is varied from 0.24 to 24), while the sheet length increases nearly twofold by the end of the 

simulations. 
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Fig. 4.17: Contours of droplet (a) temperature and (b) velocity magnitude flow field at time 𝑡∗ =
0.5 and 𝑡∗ = 1.0, for different reactivity (𝐷𝑎=0.24, 𝐷𝑎=2.4, 𝐷𝑎=24.0) cases. 

 

In Fig. 4.18 (a) - (d), we plot the film temperature, evaporation rate, fuel and product mass 

fractions along the droplet interface for different 𝐷𝑎 conditions, and at 𝑡∗ = 0.5. From Fig. 4.18 

(a), the film temperature shows only slight variations with reaction rates, in accordance with a 

modest 10% increase in the flame temperature as 𝐷𝑎 is varied from 2.4 to 24. This is partly 

explained as the effects of the strong convective and Stefan cooling, which counter the heating 
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effects of the flame on the droplet. The liquid saturation pressure (which depends on the film 

temperature), also showed little variation in these simulations, resulting in very similar evaporation 

rate profiles seen in Fig. 4.18 (b). 

The interfacial fuel mass fraction profiles (Fig. 4.18 (c)), show different behaviors in the 

windward (
𝜉

𝜋𝐷
< 0.25) and the equatorial-leeward (0.25 <

𝜉

𝜋𝐷
< 0.45) regions. On the windward 

side, the fuel mass fraction decreases with increase in 𝐷𝑎 (from 𝑌𝑓𝑢𝑒𝑙~0.061 at 𝐷𝑎 = 0.24 to 

𝑌𝑓𝑢𝑒𝑙~0.031 at 𝐷𝑎 = 24), due to greater fuel consumption at the flame site at higher reaction rates. 

However, on the equatorial-leeward region of the droplet, the opposite trend is observed with peaks 

in 𝑌𝑓𝑢𝑒𝑙 increasing with 𝐷𝑎. The latter trend is due to flow separation behind the equatorial KH 

crest, visible in all three reactive droplet simulations at 𝑡∗ = 0.5  (Fig. 4.15 (c)). In the flow 

separation region, the low pressures (1 −  2 𝑎𝑡𝑚) and preheated liquid temperatures of ~ 460 𝐾 

leads to a higher evaporation rate, and higher fuel mass fraction. Furthermore, the pressure in this 

flow separation region is highly sensitive to the amplitude of the KH wave crest, which was 

observed to increase with increase in 𝐷𝑎. The reaction product mass fractions are plotted in Fig. 

4.18 (d) along the interfacial coordinate, and show greater reaction products produced at higher 

𝐷𝑎 conditions. 
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Fig. 4.18: Plots of (a) film temperature (b) evaporation rate (c) fuel mass fraction and (d) product 

mass fraction along the interface at 𝑡∗ = 0.5, for different reactivity (𝐷𝑎 = 0.24, 𝐷𝑎 = 2.4, 

𝐷𝑎 = 24.0) cases. 

 

In Fig. 4.19, we plot the time evolution of the normalized droplet surface area, total 

evaporation rate, and surface-averaged evaporation rates as defined in eq. (4.4)-(4.6). The 

evolution of the total surface area with time (Fig. 4.19 (a)) reflects droplet stretching features 

similar to those observed in Fig. 4.17 (a)-(b) - initial period of constant total area corresponding to 

a droplet that is nearly spherical, followed by increase due to KH instabilities and thin sheet 

formation. The area growth rates for the 𝐷𝑎 =  2.4 and 𝐷𝑎 =  24 cases are similar, and show a 

sudden increase at 𝑡∗ = 0.4 in the higher reactivity simulation, corresponding to the breakup of 

the more unstable droplet (i.e. 𝐷𝑎 = 24 at 𝑡∗ = 1.03) in that case. The droplet in the low reactivity 

case (𝐷𝑎 = 0.24) is surrounded by a relatively thick layer of unburnt heavy fuel vapors that slows 

growth rate of KH instabilities and surface area. The total evaporation rate (Fig. 4.19 (b)) is 

proportional to the droplet surface area, and is thus higher for the most reactive simulation (𝐷𝑎 =
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 24). The evaporation rate on the whole appears only weakly dependent on reactivity, since the 

cooling effects of the Stefan flow and convective flow on the droplet dominates over variations in 

heating by the flame. In contrast, the surface-averaged evaporation rate which accounts for 

variation in droplet surface area with reactivity, shows similar trends for all three cases. 

 

Fig. 4.19: Plots of (a) normalized surface area (b) total evaporation rate (c) surface-averaged 

evaporation rate for different reactivity (𝐷𝑎 = 0.24, 𝐷𝑎 = 2.4, 𝐷𝑎 = 24.0) cases. 

 

In Fig. 4.20 (a) and (b), we plot the time-averaged flame temperature �̅�𝑓𝑙𝑎𝑚𝑒 and flame 

position �̅�𝑓𝑙𝑎𝑚𝑒, computed using eqs. ((4.7)-(4.8)) and along the axis of symmetry. The total fuel 

vapors produced over the course of the simulation, 𝛥𝑚𝑓𝑢𝑒𝑙 (eq. (4.9)) and total reaction products 

produced 𝛥𝑚𝑝𝑟𝑜𝑑 (eq. (4.10) are obtained by integrating eqs. (4.9)-(4.10) from 𝑡 = 0 to 𝜏, and 

shown in Fig. 4.20 (c)-(d). Note that �̇�𝑓𝑢𝑒𝑙(𝑡) in eq. (4.9) is the instantaneous surface-integrated 

fuel mass production rate from eq. (4.5). In eq. (4.10), the first term on the rhs is a surface integral 

of product species mass flux from the simulation domain boundaries, while the second term 

represents the difference in the total amount of products present in the solution domain between 

𝑡 = 0 and 𝑡 = 𝜏. 
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�̅�𝑓𝑙𝑎𝑚𝑒 =
∫ 𝑇𝑓𝑙𝑎𝑚𝑒(𝑡)𝑑𝑡
𝜏

0

∫ 𝑑𝑡
𝜏

0

 (4.7) 

�̅�𝑓𝑙𝑎𝑚𝑒

𝐷
=
1

𝐷

∫ 𝑥𝑓𝑙𝑎𝑚𝑒(𝑡)𝑑𝑡
𝜏

0

∫ 𝑑𝑡
𝜏

0

 (4.8) 

∆𝑚𝑓𝑢𝑒𝑙

𝑚0
=
1

𝑚0

∫ �̇�𝑓𝑢𝑒𝑙(𝑡)𝑑𝑡
𝜏

0

∫ 𝑑𝑡
𝜏

0

 (4.9) 

∆𝑚𝑝𝑟𝑜𝑑

𝑚0
=
1

𝑚0
∫ ∮𝜌𝑌𝑝𝑟𝑜𝑑�⃗� . 𝑑𝐴⃗⃗⃗⃗  ⃗ 𝑑𝑡
𝜏

0

+
1

𝑚0
[∯𝜌𝑌𝑝𝑟𝑜𝑑𝑑𝑉]

𝑡=0

𝑡=𝜏

 (4.10) 

As the Damkohler number is increased, the higher reaction rates lead to greater fuel vapor 

consumption at the flame site and heat release, resulting in higher flame temperatures seen in Fig. 

4.20 (a). Since the evaporation mass flux (Fig. 4.18 (b)) and the velocity of the corresponding fuel 

vapors approaching the flame remain approximately the same for the three cases, increasing the 

reaction rates resulted in the flame site moving closer to the droplet surface (Fig. 4.20 (b)) in 

accordance with classical jet diffusion flame theory [116, 117]. As shown in Fig. 4.20 (c), 

increasing the Damkohler number by two orders of magnitude in our simulations resulted in an 

increase of ~25% in total fuel vapor mass produced. The higher reaction rates result in faster 

consumption of fuel vapors and the formation of a vapor-deficient region near the droplet surface, 

thereby increasing the evaporation rate. Since more fuel vapors were produced as 𝐷𝑎  was 

increased, and were nearly completely consumed in the reactions, an increase in total reaction 

products produced was observed with reactivity (Fig. 4.20 (d)). 
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Fig. 4.20: (a) Flame temperature (b) flame position with respect to the windward side interface 

(c) total fuel vapors produced by 𝑡∗ = 1.0 (d) total reaction products produced by 𝑡∗ = 1.0 for 

different reactivity (𝐷𝑎 = 0.24, 𝐷𝑎 = 2.4, 𝐷𝑎 = 24) cases. 
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CHAPTER 5:SUMMARY AND CONCLUSIONS 

5.1 Mode transition in Rotating Detonation Engines 

From detailed numerical simulations using multi-step reaction kinetics, we have presented 

an alternate pathway through which the number of detonation waves in an RDE can abruptly 

transition. This finding appears to be a departure from earlier studies [5, 10, 12, 15-17], which 

hypothesized the transition is triggered when the ratio of the detonation wave height to the cell 

height was no longer an integer. In contrast, our simulations show the mode number of detonation 

waves can change even when no cellular detonation network existed prior to transition. These 

findings were established in this article primarily through qualitative results, while a more 

quantitative and predictive approach to this phenomenon will be taken up in subsequent papers.  

Mode transition, when observed in our simulations was triggered by the formation of 

localized microdetonations which are initially formed as spherical blastwaves and then 

transformed into planar waves capable of propagating in either direction. The phase reversal does 

not appear to be predicted by changes in N2 concentration but could result from complex transients 

that accompany the mode transition process. Two sets of simulations were performed to examine 

if the observed phenomena were dependent on the specific pathways along which the [N2] 

perturbations were applied. In cases 1 - 9, the [N2] perturbations were applied in a single, large 

step, so that the increased reactivity in the terminal state typically produced transition to a new 

stable state. Case 10 represents an alternate approach in which [N2] was varied incrementally (in 

a process that approximated a continuous trajectory). However, due to the gradual decrease in N2 

moles, mode transition was not observed except at the final value of 2.5 and 0.5 moles of N2, when 

nW changed to 2 and 4 respectively. Collectively, these results indicate the initial configuration 
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and the perturbation path influence the mode transition process and the number of detonation 

waves observed in the final state. Key engine performance parameters such as the total thrust, 

specific impulse and detonation wave velocity were also evaluated for both sets of simulations. In 

all cases, the total thrust showed a weak dependence on the fuel mixture reactivity, in spite of the 

occurrence of multiple mode transition events. In contrast, the specific impulse increased with 

increasing fuel reactivity with potential implications for the design and operation of practical RDE 

devices.   

From detailed numerical simulations using multi-step reaction kinetics, we have presented 

an alternate pathway through which an RDE can undergo mode transition. This finding appears to 

be a departure from earlier studies [5, 10, 12, 15-17], which hypothesized the transition is triggered 

when the ratio of the detonation wave height to the detonation cell height was no longer an integer. 

In contrast, our simulations show the mode number of detonation waves can change even when no 

cellular detonation network existed prior to transition. It was also established that 𝜏𝑀𝐷<𝜏𝐿 is a 

necessary condition for mode transition to occur, ensuring the local hot spot can grow into a 

detonation wave (through DDT) before being consumed by the parent wave. A robust procedure 

to estimate 𝜏𝑀𝐷 from peak pressure time histories associated with the hot spots was presented. 

Based on these observations, a relationship to predict the number of DWs was proposed and 

verified using data from numerical simulations over a wide range of inlet conditions.  

5.2 Evolution of a shock-driven liquid fuel droplet 

In this article, we have presented the first detailed 2D axisymmetric numerical simulations 

of a high Mach number shock interacting with a liquid hydrocarbon fuel droplet, considering the 

simultaneous effects of chemical reactions and phase change. A 5𝜇𝑚, 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒  droplet 

preheated to 460 𝐾 was initially suspended in a preheated pure 𝑂2 gas at 700 𝐾, and impinged by 
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a Mach 5 shock - we call this our notional droplet, since it could represent operating conditions in 

a potential pressure-gain combustion engine. Following shock interaction, the Weber number 

associated with the post-shock flow reached 500, as the fuel droplet evolved through simultaneous 

deformation, evaporation and burning. To isolate the effects of droplet deformation, evaporation 

and reactions on droplet evolution, three separate cases corresponding to inert, evaporating and 

reacting droplets were simulated. Furthermore, since fuel reactivity can vary with operating 

conditions or composition, we explored deviations from this baseline case, in the form of 

Damkohler number variations. The simulations in each case were performed to a non-dimensional 

time 𝑡∗ = 1.0, which we take as representing a nominal breakup time.  

We find at early times, the droplet deformation is influenced by KH instabilities that appear 

on the droplet surface. A quantitative analysis shows the observed KH dominant wavelengths are 

reasonably close to the values predicted by linear theory [1, 2], but only when the local Weber 

number effects on the surface of the droplet in each case are considered. In the presence of 

evaporation, a heavy fuel vapor layer forms, contributing to significant attenuation of KH growth 

in the early stages. The impact on KH growth also affects the growth of thin sheet structures which 

appear to be ejected from the droplet equatorial region. For example, the total surface area for a 

5𝜇𝑚 droplet under Mach 5 flow, simulated in this work, was observed to decrease by 30% by the 

end of the simulation, when evaporation effects and chemical reactions were included.  

Significant spatial inhomogeneities were observed in the droplet heating in all three 

scenarios studied in this work. As the hot post-shock gasses impinge on the droplet, a bowshock 

is formed at a standoff distance from the windward side, predicted by 
𝛿𝑏𝑜𝑤𝑠ℎ𝑜𝑐𝑘

𝐷
≈

0.0715𝑒𝑥𝑝 (
3.24

𝑀2
) [115].The maximum temperatures were observed at the windward side under 
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the intense heating by the hot post-bowshock gasses, which were thus the most active sites for 

vapor production and chemical reactions. In contrast, the presence of entrapped pre-shock cold 

gasses at low pressures (~0.5𝑎𝑡𝑚 − 2𝑎𝑡𝑚) on the leeward side of the droplet exhibits lower 

evaporation rates by almost two orders of magnitude. Thus, these simulation results challenge the 

assumptions of uniform droplet heating and evaporation based on the static gas phase temperature, 

widely used in Lagrangian point-particle calculations. For particles at high relative velocities with 

respect to the gas, such assumptions could result in significant underprediction of the evaporation 

rate.  

During evaporation, the conversion of the high-density liquid into gas phase (𝜌𝑔 < 𝜌𝑙) 

induces a Stefan flow, which blows-off the hot-post shock gasses further cooling the droplet. 

Together with the convective cooling, these effects were observed to lower the temperature of the 

evaporating and reacting droplets compared to the non-evaporating (inert) droplet. The total 

evaporation rate of the reacting droplets increases primarily due to an increase in total surface area 

of the droplet, while the average evaporation rate becomes constant over time. This is attributed to 

the production of a fuel-lean mixture due to evaporation, which results in a modest increase in 

flame temperature, and without a significant effect on droplet surface heating.  

As the fuel reactivity was increased through the Damkohler number, the layer of unreacted 

fuel surrounding the droplet (windward, equatorial and leeward) was found to decrease, while 

more reaction products were formed. Furthermore, the flame thickness decreased and the flame 

temperature increased with 𝐷𝑎. Our simulations are in broad agreement with laminar diffusion 

flame theory [116, 117], which predicts that as the Damkohler number is increased, there is a 

transition from the thick flame regime characterized by slow reactions and cross-diffusion of the 

fuel and reactants into each other, to a thin flame regime marked by the fuel and oxidizer mixing 
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and reacting almost instantaneously. As 𝐷𝑎 is increased, our simulations also show the thin flame 

sheet shifts toward the more deficient species (i.e. the droplet surface) in agreement with the theory 

of [116, 117]. Fuel reactivity was also found to affect the evolution of droplet surface morphology, 

as the thickness of heavy fuel vapor layer surrounding the droplet decreased with increasing 

reactivity, allowing the sheet structures to expand at a higher rate through the surrounding lower 

density gas.  

The results presented can be used in developing or refining drag and evaporation laws, and 

droplet deformation models for shock-processed fuel droplets; such models are used as subgrid 

models in system-level simulations using Lagrangian point-particles [30, 118-120]. We plan to 

extend this study to finite Ohnesorge numbers by including viscous effects, which will affect the 

internal circulation within the droplet. In the current simulations, the initial conditions were chosen 

so that the droplets did not become supercritical over 𝑡∗ = 1.0. Droplets at higher preheated 

temperatures or shock strengths are likely to enter the supercritical regime over these timescales, 

which must be addressed through appropriate models [66, 121] for EOS and temperature-

dependent liquid phase properties applicable to that regime. Finally, the growth of hydrodynamic 

instabilities on the droplet surface and subsequent droplet breakup will follow different pathways 

in a 3D droplet than the 2D axisymmetric case considered here, which will be addressed in future 

efforts.  
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APPENDIX 

APPENDIX A: VALIDATION OF EVAPORATION LAW 

In this section, we describe our validation of the Schrage-Knudsen evaporation law with 

data from Molecular Dynamics (MD) simulations reported in [122]. Previous MD studies [123, 

124] have shown the Schrage-Knudsen law accurately predicts the evaporation rate at the interface 

between the liquid and gas phase. Fig. A 1 shows the simulation setup used in IMPACT, and 

reproduces the conditions of the MD simulations in [122]. The 1D domain in Fig. A 1 is 216 𝑛𝑚 

long, with a gaseous zone sandwiched between two liquid regions each of length 3 𝑛𝑚. Following 

[122], liquid water at temperatures of 𝑇ℎ𝑜𝑡 and 𝑇𝑐𝑜𝑙𝑑 occupy the end zones, while the simulations 

were repeated over a range of the liquid temperatures. The region in between is initialized with 

water vapor with the following properties in all of our simulations:  

(𝑇, 𝑃, 𝜌, 𝑢) = (415 𝐾, 1 𝑎𝑡𝑚, 0.521 𝑘𝑔/𝑚, 0 𝑚/𝑠). 

 

Zero-gradient boundary conditions were used at the left and right boundaries of the 1D domain.  

 

Fig. A 1: 1D domain for MD test case [122] validation in IMPACT. 
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Table A 1 : Validation between MD and Schrage-Knudsen evaporation law implemented in 

IMPACT. 

 𝐶𝑎𝑠𝑒 1 (∆𝑇 = 10 𝐾) 𝐶𝑎𝑠𝑒 2 (∆𝑇 = 20 𝐾) 𝐶𝑎𝑠𝑒 3 (∆𝑇 = 30 𝐾) 

𝐹𝑙𝑜𝑤 

𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑦 

𝑢𝑛
𝑣  

(𝑚

/𝑠) 

𝜌𝑣  

(𝑘𝑔

/𝑚3) 

𝐽" 

(𝑘𝑔

/𝑚2𝑠) 

𝑢𝑛
𝑣  

(𝑚

/𝑠) 

𝜌𝑣   

(𝑘𝑔

/𝑚3) 

𝐽" 

(𝑘𝑔

/𝑚2𝑠) 

𝑢𝑛
𝑣  

(𝑚/𝑠) 

𝜌𝑣   

(𝑘𝑔

/𝑚3) 

𝐽" 

(𝑘𝑔

/𝑚2𝑠) 

𝑀𝐷 [122] 34 1.425 56.5 68 1.435 116.2 110.86 1.49 165.0 

𝐼𝑀𝑃𝐴𝐶𝑇 40 1.438 58.0 82 1.448 119.5 120.0 1.48 178.2 

% 𝐸𝑟𝑟𝑜𝑟 16 0.9 2.62 18 0.9 2.8 8.23 −0.67 7.94 

 

In Table A 1, a comparison of the simulation results obtained from IMPACT and the MD 

study of  [122] is presented. Cases 1 −  3 correspond to temperature differences between the hot 

and cold liquid regions of ∆𝑇  =  10 𝐾, 20 𝐾 and 30 𝐾 respectively, where 𝑇ℎ𝑜𝑡 = 𝑇 + ∆𝑇 ⁄ 2, 

𝑇𝑐𝑜𝑙𝑑 = 𝑇 − ∆𝑇 ⁄ 2 and 𝑇 is the initial temperature of the water vapor in the intervening region 

(Fig. A1). From the results summarized in [122], as the temperature difference ∆𝑇 is increased, 

the corresponding vapor mass flux 𝐽′′  and evaporation induced gas velocity 𝑢𝑛
𝑣  increases. The 

results show agreement in the density and mass flux to within 10 % of the MD results presented 

in [122]. The percentage error associated with the normal velocities are higher (10 −  18 %), and 

we attribute this to the presence of a transverse velocity (𝑣𝑇 ) in the MD simulations [122]. 

Streamwise (𝑥) profiles of the temperature, normal velocity and density are shown in Fig. A 2 for 

case 3, which was the simulation with the highest evaporation rate. Results from IMPACT are 

shown for three times corresponding to 𝑡 = 2.4 𝑛𝑠, 4. 4 𝑛𝑠 and 6. 4 𝑛𝑠, while the MD results from 

[122] are plotted at 𝑡 = 6.4 𝑛𝑠. Note that the data points from the MD simulations [122] in Fig. A 

2 were obtained by binning and spatially averaging molecular properties within each bin. 
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Fig. A 2:Comparison between MD and IMPACT results for case 3 (∆𝑇 =  30𝐾) (a) 

Temperature (b) Velocity (c) Density. Dashdot lines in fig. (a) shows the 𝑥-averaged temperature 

from IMPACT for 𝑡 = 2.4 𝑛𝑠, 4.4 𝑛𝑠 and 6.4 𝑛𝑠. 
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APPENDIX B: CUT CELL METHOD FOR INTERFACE COUPLING BETWEEN 

DIFFERENT MATERIALS 

The interfacial Riemann Problem illustrated in Fig. 2.1 is solved using the RS-GFM 

approach of [85, 86], where the following velocity and pressure jump conditions are applied to 

obtain the intermediate or star states 𝑊𝐴∗, 𝑊𝐵∗: 

[𝑢𝜂,∗] = �̇�𝑙,𝑒𝑣𝑎𝑝
′′ [

1

𝜌∗
] (B1) 

[𝑝∗] = −𝜎𝜅 − �̇�𝑙,𝑒𝑣𝑎𝑝
′′ [𝑢𝜂,∗] (B2) 

In eq. (B1) and (B2), [ ] represents the jump in a given variable across the interface, and 𝜎 

and 𝜅 are the surface tension coefficient and interface curvature respectively. In this work, liquid 

𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 is the only evaporating species, therefore, in eq.(2.17), �̇�𝑂2
′′ = �̇�𝑃𝑟𝑜𝑑

′′ = 0, and 

�̇�𝐶12𝐻26
′′ = �̇�𝑙

′′, with �̇�𝑙
′′ given by eq. (2.10). To compute the temperatures in the interfacial cells, 

we first solve the interface heat flux (�̇�𝑐𝑜𝑛𝑑
′′ ) jump condition given by 

[�̇�𝑐𝑜𝑛𝑑
′′ ] = −�̇�𝑙

′′ℎ𝑣𝑎𝑝 (B3) 

where 𝛥ℎ𝑣𝑎𝑝  is the heat of vaporization of liquid 𝑛 − 𝐷𝑜𝑑𝑒𝑐𝑎𝑛𝑒 . The interface 

temperature 𝑇𝐼  (eq. B4), can be obtained by solving the heat flux jump condition, eq. B3 in a 

discretized form, followed by approximation of interfacial cell temperatures, such as 𝑇𝐶 (eq. B5) 

as a linear extrapolation of 𝑇𝐼 [85]. 

𝑇𝐼 =
𝜆𝐴𝑇𝐴 + 𝜆𝐵𝑇𝐵
𝜆𝐴 + 𝜆𝐵

 
(B4) 

𝑇𝐶 =
𝑇𝐼(𝜙𝐶 + 𝛥𝜂) − 𝜙𝐶𝑇𝐵

𝛥𝜂
 (B5) 

where, 𝜙𝐶  is the levelset function value in cell C (Fig. 2.1). A probe length, 𝛥𝜂 = 1.5𝑑𝑥 

(Fig. 2.1) was used in this work. 
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APPENDIX C: CALCULATION OF MICRO-DETONATION FORMATION TIMES FOR 

RDE GEOMETRIES 

 

Fig. C 1: Postprocessing of microdetonation (𝑀𝐷) Pressure-time(𝑡 − 𝑃) history to obtain 𝜏𝑀𝐷 

(for [𝑥𝑁2]: 5 → 2.5 case) (a) 𝑡 − 𝑃 history of a single isolated 𝑀𝐷 (b) pressure timehistories 

from multiple MD events time-shifted (c) linear fit on 𝑙𝑛 (𝑡) − 𝑙𝑛 (𝑃) data to estimate 𝜏𝑀𝐷 =
𝑡𝑃𝐶𝐽 − 𝑡𝑃𝑐ℎ𝑘 . 

 

We briefly describe the procedure used in computing the time-of-formation of micro-

detonations that drive mode transition in RDE geometries. The 𝑙𝑛 (𝑡) − 𝑙𝑛 (𝑃) pressure time 

history plots shown in Fig. 3.14, are obtained by tracking the pressure in the vicinity of a 

microdetonation. Starting from the deflagrative stage of a hot spot, a moving window is initialized 

to track the pressure evolution of the hot spot as a function of time (Fig. C 1 (a)). Initially, in the 

deflagrative stage, the pressure remains almost constant (𝑡 < 75𝜇𝑠) as shown in Fig. C 1 (a) and 

(b). As the local turbulent mixing leads to the initiation of a deflagration to detonation (DDT) 

transition, the pressure appears to increase following a power-law behavior: 𝑃(𝑡) = 𝐴𝑡𝑛 (𝑡 >

75𝜇𝑠) . During mode transition, such pressure time histories were tracked for several 

microdetonations occurring in our simulations. The power law fit (Fig. C 1 (c)) was applied to the 

pressure timeseries obtained between the initial pressure and the moment the CJ pressure 𝑃𝐶𝐽 is 

reached at that point. Similarly, for simulations in which the Nitrogen dilution was varied, the 
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parameters of the power law fit can be compared by time-shifting the different timeseries, so that 

the times at which the 𝑃𝐶𝐽 pressure was reached coincided between the datasets.  

  

 


