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ABSTRACT

KHYATI MAHAJAN. Towards Multi-Party Conversation Modeling. (Under the
direction of DR. SAMIRA SHAIKH)

Recent advances in the field of Natural Language Processing, specifically in Natu-

ral Language Generation (NLG) towards Dialogue Systems have focused mainly on

two-party conversations. However, group conversations or multi-party conversations

(MPC) are just as prevalent in our everyday lives. While the area of multi-party con-

versation modeling has received some attention in recent times, MPC lacks resources

for 1) corpora in differing settings (formal/informal, synchronous/asynchronous), 2)

dialogue models which can participate in informal open-domain settings while main-

taining speaker information, and 3) evaluation metrics which provide better insights

into the performance of MPC models when it comes to operating in groups and

interacting with multiple participants. We thus take a three-pronged approach to-

wards contributing to research in the MPC modeling research area. For corpora

collection, we contribute a mock social media tool that can be utilized for collect-

ing asynchronous MPC conversations called Community Connect, and utilize it for

three separate experiments to collect everyday talk. Utilizing this tools also allows us

to obtain informed consent. For MPC modeling, we propose a response generation

model, using large language models (LLMs) and graph structured networks, which

is capable of taking participant relations into account towards maintaining multiple

persona profiles and generating responses keeping the speaker characteristics in mind.

We find that this persona-aware response generation performs better than the base-

line model. Lastly, for MPC evaluation, we present an expansion to the taxonomy of

errors which contributes MPC-specific metrics to the overall NLG errors. In addition

to the taxonomy, we contribute to better evaluation standards across which progress

in the tasks within MPC can be tracked more saliently. Through these contribu-
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tions, we aim to fill the necessary gaps towards advancing MPC understanding and

modeling, while also providing the tools to gauge progress until now.
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CHAPTER 1: Introduction

1.1 Background

Since the invention of artificial neural networks (circa 1940s), the goal of being

able to converse naturally with computers has been a goal researchers have tirelessly

worked towards. Within the field of Computer Science, Cognitive Science, and Com-

putational Linguistics, technology has come a long way in being able to recognize

patterns within natural language for various tasks, such as classifying the sentiment

within a written sentence and being able to identify major topics which the conversa-

tions revolve around. Within the field of Computer Science, the sub-field of Natural

Language Processing (NLP) focuses on approaches relating to understanding natural

language (Natural Language Understanding, or NLU) and generating natural lan-

guage (Natural Language Generation, or NLG). However, even with great advances

in these research areas within NLP, the understanding and generation of multi-party

communication (or group conversations) is relatively (and as we discuss in further

sections, severely) understudied.

Two-party dialogue models, which model conversations between 2 participants,

have seen great progress within the past 5 years, as evidenced by the frequency of

surveys being written to capture the progress within NLG [17, 18, 19, 20, 21, 22,

23, 24, 25]. Approaches towards two-party dialogue modeling have ranged from rule-

based systems to statistical approaches, to deep learning models with neural networks.

Within the last decade, the field has developed a lot with the advent of pre-trained

models which allow transfer learning for downstream tasks, introduced by [26, 27, 28],

with the latest research bringing the field closer to a conversational AI system that

can generate natural language text [29, 30]. While there are still open problems
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that require further research, such as modeling long-term dialogue context modeling

and infusion of knowledge, persona, and empathy [31, 32, 33, 25], dialogue system

research has focused mainly on dyadic conversations, and there is a need for research

in group conversation settings since they are just as common and relevant as dyadic

conversations, called multi-party conversations (MPC).

With the increase in participants, group conversations pose several interesting chal-

lenges in addition to the challenge of generating natural language itself, the major

ones including but not limited to:

1. Speaker Identification: understanding or predicting who the next speaker

will be, as well as managing multiple speakers within the same conversation

2. Addressee Recognition: choosing the addressee(s) within the conversation

while keeping in mind the roles of all other participants which could range from

listeners to overhearers to eavesdroppers, as well as the implications of their

roles

3. Response Selection/Generation: selecting a response from possible candi-

dates or generating a response from scratch keeping the nature of the interac-

tions between participants in mind

4. Thread/Conversation Management: managing different threads since a

single group conversation could involve multiple subsets of participants talking

about differing topics

Existing work tackling these tasks, whether separately or jointly, has focused on uti-

lizing rule-based, statistical, and neural network based machine learning approaches,

as is prevalent in two-party dialogue modeling. However, unlike the recent boom in

the use of large language models (LLMs) and pre-trained language models (PLMs)

in two-party dialogue modeling, multi-party dialogue modeling has just very recently

evolved towards utilizing LLMs and PLMs [12, 16].
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1.2 Motivation

An analysis of existing progress in the field of multi-party dialogue modeling shows

how the field requires unifying, and highlights the various gaps within the field. My

motivations for pursuing research in this area are listed below:

1. There is a lack of resources that are focused on multi-party conversations

(MPC), especially more recent corpora which reflect the various changes in

communication forms that have happened recently (more remote communica-

tion owing to COVID-19). We present a tool, which provides similar affordances

as Twitter, that can be used for collecting data from informed participants. We

utilize the tool to collect data and aim to release it publicly to contribute to

MPC resources.

2. Many modeling systems recently presented for MPC do not utilize LLMs for

generating utterances, although these have been shown to significantly boost the

abilities of two-party conversations. We aim to utilize these towards persona-

aware response generation, which has been shown to improve the quality of

two-party conversational AI greatly and would be an important factor for a

model to consider when multiple participants are present in a conversation.

3. A significantly fragmented piece in multi-party conversation modeling is how

to evaluate these systems. As discussed before, significant challenges are in-

troduced in modeling conversation between multiple participants, and thus the

last part of my dissertation focuses on the need of the hour and learning from

the confusion which has riddled two-party dialogue models for quite some time.

We present an analysis of the evaluation methods used in existing research and

how they could be improved.
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1.3 Contributions

Here is a summary of high-level contributions made in this thesis:

1. We present a comprehensive survey of the field of multi-party conversation

modeling. We classify existing corpora and systems into taxonomies which

assist the synthesis of progress in this field in Chapter 2.

2. We create a mock social media platform which allows more straightforward

collection of multi-party corpora in Section 3. We utilize this platform to col-

lect and create a rich dataset of multi-party conversations along with speaker

and addressee information for each utterance. We also collect persona-level

attributes from participants and contribute this dataset for further study.

3. We present a novel response generation model towards persona-aware multi-

party response generation. This helps the MPC response generation model

speaker and addressee persona information, producing better responses. We

demonstrate this work in Section 4.

4. We survey existing multi-party conversational AI work towards understanding

inconsistencies and gaps towards evaluation. We report these inconsistencies,

and expand on two-party conversation evaluation towards multi-party conver-

sation evaluation in Section 5.

1.4 Outline

We present an overview of existing work and approaches taken toward multi-party

dialogue modeling. Chapter 2 focuses on two surveys - one which provides details of

multi-party corpora, and another which surveys the approaches taken towards solving

either one, more, or all of the sub-tasks within multi-party dialogue modeling. The

second survey also showcases various real-life applications of multi-party conversation

systems which motivate the need for research in this area. Together these surveys
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provide a path toward multi-party conversation modeling, and inform research con-

tributions in this dissertation.

In Chapter 3, we survey existing corpora for MPC, organizing them into a taxonomy

and providing details that relate to properties important for MPC dialogue modeling.

Owing to the lack of asynchronous informal corpora discovered via this effort, we

design and build a completely customizable mock social media platform that allows

for easier data collection. We describe the tool and the resulting corpora we have

been able to collect and contribute towards data for MPC modeling.

In Chapter 4, we present our work towards building a persona-based response

generation system. We motivate the need for systems to take into account not only

the existence of multiple speakers but also their different personas and the resulting

relationships they display as a part of the conversation. We utilize these features

to propose an MPC system towards better response generation given the different

personas present in the conversation.

In Chapter 5, we discuss the challenges for evaluation introduced by group con-

versation settings. We focus on the basic errors which require reporting towards

standards in evaluating dialogue models on all levels introduced in Section 1.1. We

note inconsistencies in error reporting in existing research and discuss guidelines with

an expanded integrated taxonomy that could help guide future benchmarks.



CHAPTER 2: Related Work

2.1 Introduction

The rise in neural network based approaches towards learning from big data has

revolutionized the abilities of computers, achieving state-of-the-art performance on

various tasks in the fields of computer vision, speech recognition, and various NLP

tasks [34]. A major area within NLP that has seen progress with these techniques is

NLG, with explosive growth in recent times as discussed in recent surveys [20, 35, 36].

However, most work in NLG focuses on two-party dialogue modeling, and while this

focus is important owing to the open research problems such as modeling long-term

dialogue context modeling and infusion of knowledge, persona, and empathy [31, 32,

33]; there is a pressing need to focus on group conversations which are just as, if

not more, prevalent as dyadic conversations. Multi-party conversational agents stand

to advance the future of work, finding applications in a huge array of situations -

they can be integrated into formal settings such as meetings with teams, healthcare,

search and rescue, as well as informal settings such as game-play. Particularly, with

conversational home assistants such as Amazon Alexa, there is a push to develop AI

to understand multiple users and act together as a team [37, 38].

Multi-party conversational systems have been shown to enrich the quality of inter-

actions with humans in various domains, such as game-playing, meeting assistants,

health assistants, and more. Some interesting applications exist in the health do-

main, where the ability of handling group conversations can allow family members

and people with important information about the patient to assist more cohesively

in patient care [39]. Another interesting example is the multimodal interaction ca-

pable robotic head called Furhat [40, 41], which has over 180 publications connected
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to various research applications in group conversations such as meeting facilitation,

couple counseling services, and educational assistance.

The approaches taken towards modeling multi-party conversations in existing work

follow traditional approaches (involving using rule-based systems and state automata)

as well as more recently proposed deep learning based approaches (using neural net-

works). These approaches aim to not only generate responses akin to two-party dia-

logue systems (such as probabilistic next word generation) but to also model speaker

information and addressee recognition, along with the task of disentangling multiple

threads pursued by sub-groups within the same conversation. Thus, the most stud-

ied sub-tasks within MPC modeling consist of Speaker Identification (SI), Addressee

Recognition (AR), Response Selection or Generation (RS/RG), and Thread Manage-

ment (TM). In this chapter, we survey over 330+ papers (bibliography released on

Github [42]) and provide an overview of the challenges faced in all aspects (Section

2.2), available corpora and which tasks they have been used towards in past research

(Section 2.3), comparisons to two-party dialogue modeling (Section 2.4), past and

current approaches towards modeling multi-party dialogue, along with the formalized

sub-tasks they aim to tackle (Section 2.5).

2.2 Challenges for Modeling Multi Party Conversations

The presence of multiple participants introduces new and interesting challenges

for dialogue systems. If a Conversational AI system wishes to participate in a two-

party dialogue, it is somewhat natural and straightforward for it to take on the role

of the respondent when conversing with a user (Figure 2.1). Turn-taking is often

consequential of the user’s utterance, although in recent times there have been for-

ays into challenges with handling multi-turn dialogue (multiple user inputs before

bot response) as is often exhibited by everyday chit-chat [43, 44]. Response selec-

tion/generation also depends on the information provided or asked for by the user,

and the main challenge here is to model the context of the conversation.
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Figure 2.1: Two-party example taken from the Switchboard corpus [3]. Multi-party
example taken from the CRD3 paper example [4]. Examples of informal unscripted
spoken conversations - note the differences in the possibility of having different ad-
dressees (which could be multiple) in group conversations, as well as the possibility of
having synchronously ongoing threads with sub-groups within the same conversation
and group.
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In contrast, a multi-party system does not have a straightforward way into the con-

versation. Turn-taking varies with the intents of all the participants within the con-

versation (speaker identification), and response selection/generation requires knowing

which speaker said what (i.e. what to respond to and how to do so given conversa-

tion history). These facets make up the “interesting” challenges posed by multi-party

conversations in direct comparison to two-party dialogue (Figure 2.1). Additionally,

there are many “new” challenges posed as well, the most striking of which is the need

to know the addressee(s) when taking a turn (addressee recognition). This includes

the properties which might have been present for different participants, such as the

designation of a participant as an eavesdropper or overhearer [45]. There is also the

question of what kind of participation is expected from the system, one of three main

types - (1) it could theoretically be an additional participant in the conversation (like

note-taking for formal meetings, or (2) aim to emulate one of the participants already

in the conversation (such as learning to participate as a character within a movie, or

participating as “Laura” in 2.1), or (3) silently observe and model conversation flow

for note-taking or discourse summarization. In the following discussion we present

research which has attempted to formalize these challenges for multi-party conversa-

tions, and present these together in Figure 2.2 for easier reference throughout this

chapter. We find that multiple avenues have been pursued: (1) with systems being

additional participants in scenarios such as meetings, (2) with systems acting in place

of one or more participants, and (3) with systems purely working on understanding

conversational structure. We list the multitude of challenges faced by all three kinds

of modeling here.

Through observations of similar interactions to CRD3 [4] between a robot in a sit-

uated virtual text-based environment, theoretical challenges [5] were listed according

to the 6 W’s (or 5 W’s and 1 H) of information gathering, presented in Figure 2.2.

These tasks were further formalized [6] specifically for MPC from a Human-Computer
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Interaction (HCI) point of view: 1) Initiative - determining the frequency and type of

each user’s interactions with the system and how they affect the conversational flow;

2) Dialogue Modeling - to account for multiple threads of conversation, introducing

new challenges for dialogue management and the subsequent need for joint or multiple

state tracking; 3) Error Handling - error definitions would depend on the point of

view of the participants (a response might make sense to one participant but not to

another); 4) User Modeling - account for the differing participant personas; and 5)

Flexible “Multi” I/O - dealing with cross-talk which is a natural part of multi-party

conversation.

The aforementioned challenges are detailed further from a dialogue systems point

of view [7] by observing the Mission Rehearsal Exercise (MRE) corpus [46] for dia-

logue modeling. The Participant Roles are broken down into a) Conversational Roles

which includes two sub-issues - who can receive an utterance, and who it is addressed

to; b) Speaker Identification which includes understanding who the speaker is so as

to attribute the speech to the right participant; c) Addressee Recognition since the

differentiation between listener and addressee becomes important in multi-party dia-

logue; and d) Other Participant Roles such as including support for specific behavior

such as negotiation and an understanding of social roles. Following this is Interaction

Management, consisting of a) Turn Management to understand when to take turn,

release turn or keep turn; b) Channel Management which is applicable when mul-

tiple modalities are expected; c) Thread Management where multiple conversation

threads co-occur with different participants and thus require management for each

thread; d) Initiative Management to understand when to initiate new topics into the

conversation, and when to keep the topic going; and e) Attention Management which

consists of understanding when to add a new participant to the conversation and

which thread each participant is paying attention to. Lastly, they include Grounding

and Obligations in their discussion, since adding common ground to a conversation
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might help bring the participants together or keep them true to the task at hand,

and an understanding of the obligation of response is required at multiple levels -

personally with each participant, subgroups that are discussing the same thread, and

the group as a whole. This step is discussed further by presenting a Question Under

Discussion (QUD) based model [47], which acts as a dialogue manager for addressing

challenges related to grounding and obligation.

Figure 2.2: Challenges in multi-party conversations over two-party dialogue as pre-
sented in existing research [5, 6, 7].

While these articles discuss challenges in multi-party dialogue mainly from com-

putational perspectives, some articles have approached these challenges from the
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perspectives of the field of Psychology [48]. They argue that while two-party and

multi-party conversations could be seen as qualitatively similar - common ground is

accumulated in essentially the same way and participants exert the same types of

influences upon each other - there are subjective factors that influence different types

of conversations such as the overall goal of the dialogue, the overall number of par-

ticipants, the type of dialogue, and more. Empirical observations studying personal

home assistants [49] show how multiple participant interactions with them have nu-

anced issues such as having to repeat and refine queries, and the existence of mutual

silences. They also find that members routinely organize their queries to the assis-

tants either individually or collaboratively, showcasing challenges faced in industrial

applications as well.

In the upcoming sections, we discuss these challenges with regards to the participa-

tion types discussed before - (1) active-additive, (2) active-simulative, and (3) passive

- as seen in existing research. We also discuss future directions based on the research

conducted within these roles.

2.3 Existing Multi Party Corpora

This section presents available corpora and their properties which have been utilized

in multi-party conversation modeling in the past. The corpora here (a) have already

been used in existing research in conversational systems; (b) have a text component,

and focus on the English language; and (c) which include multiple speakers in the

majority of conversations.

All included corpora are organized in a taxonomy (Figure 2.3), first categorized by

whether they include Spoken or Written dialogue. Spoken corpora are further divided

as unscripted vs. scripted. Within these type-based divisions, the corpora are then

arranged by their main sources. The unscripted spoken corpora are thus arranged into

4 main categories - informal discourse mainly consisting of informal interactions such

as radio talk shows, formal discourse mainly consisting of formal interactions such
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as debates, spontaneous speech mainly consisting of spontaneous interactions such as

teenage talk, and meetings and interviews mainly focused on data from sources such

as TV interviews. Similarly, the scripted spoken corpora are arranged into scripts

and dialogues from plays, movies and TV series. Lastly, the written corpora are

arranged into four categories - synchronous mainly consisting of chatroom talk, and

online game-playing forums with users mainly conversing about game progression;

and asynchronous mainly consisting of posts made on online forums and short text

messages on microblog websites with character limits for posts.

Figure 2.3: Taxonomy of available Multi-party Corpora, organized by source types -
spoken unscripted, spoken scripted, and written.

Tables 2.2, 2.1 and 2.3 present additional details about each corpus, including the

name and source citation, topics presented, quantitative details such as the number

of dialogues, words, total length, and speakers, as well as whether they include other
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modalities such as audio. The tables also include the Task Descriptions each corpus

has been used for in the past, ranging from machine reading comprehension and

turn-taking to speaker-identification.

Table 2.1: Details for all spoken, unscripted multi-party corpora. Starred (*) numbers
are approximated from available information.

Name Topic Num.
dialogues

Num.
words

Total
Length

Total
Speakers

Multi-
modal? Tasks

Aggregated from various sources

British National
Corpus (BNC) [50] Informal 854 10M 100 hrs* 23466 ✓

word sense disambiguation,
morphological & syntactic analysis

CANCODE [51] Informal - 5M 550 hrs* - × language learning, POS tagging

Collected in specialized environments

D64 Corpus [52] Natural 2 70K* 8 hrs 5 ✓
involvement detection, studying
silence and overlap in conversation

COSINE [53] Natural 10 160K 42 hrs 3.69 per
session ✓

recognition of speech and speakers
in noisy environments

IDIAP Wolf
Corpus [54] Game 15 60K* 7 hrs 8-12

groups ✓
group performance in task-based
interaction, implicit communication

TEAMS corpus [55] Game 116K 3M 47 hrs 3-4/ game ✓
entrainment, speaker transitions,
personality identification &
team dynamics

Transcribed from pre-recorded media

COLT corpus [56] Natural 100 500K 55 hrs 31 × teenage talk trends

U
N

S
C

R
IP

T
E
D

IN
F
O

R
M

A
L

CRD3 [4] Game 159 5M - 72 ✓
character-action interactions in role
playing games

Aggregated from various sources

MICASE [57] Academic 152 1.7M 200 hrs 1571 ✓
male/female adjective use, academic
discourse and vocabularies, English
language learning

Collected in specialized environments

AMI Meeting
Corpus [58] Formal 175 900K* 100 hrs 4-5 per

meeting ✓
recognizing socio-economic roles,
decision and action detection,
summarization, dialogue act tagging

ICSI MRDA [59, 60] Meetings 75 795K 72 hrs 3-10 per
meeting ✓

speaker overlap, summarization,
speaker identification

Transcribed from pre-recorded media

Intelligence Squared
Debates [61]

Debates,
predecided 108 1.8M 200 hrs* 3-5 per

debate ✓
predictive models of debates, discourse
modeling

CSPAE [62] Politics,
education 200 2M 220 hrs* 400+ ×

speech style & gender distinctions,
variation between written &
spoken corpora

CED (1560-1760) [63] Movies,
formal - 1.2 M - - × early English language variations and

changes over time

MediaSum [64] Interview 463K 720M - 6.5 per
dialogue ✓ dialogue summarization

INTERVIEW [65] Interview 105K 126.7M 10K 184K ✓ follow-up question generation

U
N

S
C

R
IP

T
E
D

F
O

R
M

A
L

Canal9 [66] Political
Debates

70
debates - 43 hrs 5 per

debate ✓
speaker identification, turn-taking,
conflict detection

2.3.1 Spoken Corpora

Spoken corpora is the most prevalent type of corpora available for MPCs. Spo-

ken corpora presented in this chapter are further divided into two main categories
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Table 2.2: Details for all spoken, scripted multi-party corpora. Starred (*) numbers
are approximated from available information.

Name Topic Num.
dialogues

Num.
words

Total
Length

Total
Speakers

Multi-
modal? Tasks

Transcribed from pre-recorded media

Movie-DiC [67] Movie
dialogues 132K 6M - 1-7 per

dialogue ×

Cornell Movie
Dialogue Corpus [68]

Movie
dialogues 220K 9M - 9035 ×

turn taking, speaker identification,
emotional dialogue generation

Film scripts
online series [69]

Movie
scripts 263K 16M 1500

scripts
2-6 per
script* × (information unavailable)

OpenSubtitles [70] Movie
subtitles 337M 2.5G - 2-6 per

script* ×

SubTle corpus [71] Movie
subtitles 3.35M 20M 6184

movies
2-6 per
script* ×

Character Style
from Film Corpus [72]

Movie
subtitles 151K 9.6M 862

movies
2-6 per
script* ×

American Soap
Opera Corpus [73]

TV
dialogues 1.2M 100M - 10-12 per

script ×

TVD corpus [74] TV
dialogues 10K 600K - 2-6 per

script ✓

MELD [75] TV
dialogues 1400 109K 13.6

hrs* 400 ✓

Serial Speakers [76] TV
dialogues 106K 682K 130 hrs 6 per

script* ✓

S
C

R
IP

T
E
D

S
P
O

K
E
N

MEISD [77] TV
dialogues 1000 50K

unique 22 hrs 4072 ✓

turn taking, speaker identification,
emotional dialogue generation

(Tables 2.2 and 2.1) - unscripted which refers to spontaneous, unplanned dialogues;

and scripted which refers to planned dialogue such as TV and movie scripts. The

distinction between scripted and unscripted is made to allow for different modelling

tasks, since scripted dialogue displays an absence of hesitations, repetitions and other

normal non-fluency features.

2.3.1.1 Unscripted Spoken Corpora

One of the earliest multi-party spoken corpora is the British National Corpus

(BNC) [50], originally created by the Oxford University press in 1980s-1990s. Cov-

ering a wide range of genres, including some written conversations, as well as POS-

tagged data [93], it is important as a generalized multi-party conversation corpus. It

has been used to study social differentiation in the use of English vocabulary [94],

word frequency differences in spoken vs written text [95], and amplifiers such as “very”

and “so” in the English language [96]. The Cambridge and Nottingham Corpus of

Discourse in English (CANCODE) [51] focuses on interpersonal communication con-
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Table 2.3: Details for all written multi-party corpora. Starred (*) numbers are ap-
proximated from available information.

Name Topic Num.
dialogues

Num.
words

Total
Length

Total
Speakers

Multi-
modal? Tasks

NPS Chat Corpus [78] Informal
chat 15 100M × part-of-speech tagging,

dialogue act recognition

Ubuntu Dialogue
Corpus [79]

Ubuntu OS
Chatroom 930K 100M - - ×

speaker identification, discourse
parsing, machine comprehension,
response selection

Ubuntu Chat
Corpus [80]

Ubuntu OS
Chatroom 10655 2B - - × language learning, POS tagging

Molweni [81] Ubuntu OS
Chatroom 10K 24K 200 hrs 3.5 per

dialogue ×
machine reading comprehension,

discourse parsing

MPC Corpus [82] Informal
chatroom 14 58K - 5 per

session ×
turn-taking, speaker identification,
detecting influence & leadership,
group behavior

Settlers of Catan [83] Informal,
game-playing 21 - - 2-6

players ×
modeling bargaining, negotiation,
trading dialogue, risk-management in
dialogue, action identification

Cards Corpus [84] Informal,
game-playing 1266 282K - - × goal-driven dialogue, event

knowledge based questioning

Reddit Corpus [85] Informal
forum 84979 76M-

414M* - 521K Maybediscourse, cyberbully detection,
exploring incel language

Reddit Domestic
Abuse Corpus [86]

Abusive
forum 21333 19M-

303M - × language biases, detecting harassment

Internet Argument
Corpus [87]

Political
forum 11000 73M - - × summarization, rhetoric and sarcasm,

stance detection

Agreement in
Wikipedia Talk
Pages [88]

Informal 822 110K - - ×

linguistic tracing of manipulations,
dialogue act recognition, social act
recognition, conflict detection,
speaker identification

Agreement by
Create Debaters [89] Informal 10000 1.4M - - ×

constructive disagreement, sarcasm,
rumor classification, stance
identification

Twitter Corpus [90] Informal
microblog 1.3M 125M - - × dialogue act recognition, author and

topic identification, event discovery

UseNet Corpus [91, 92] Informal
microblog 47860 7B - - × modeling and analyzing text written

on mobile devices
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versations in various settings such as hair salons and restaurants. It has been used

to study language use for teaching in classrooms [97], and is a resource for linguistic

features of discourse. A more informal, casual English corpus is the Bergen Corpus of

London Teenage Language (COLT) [56], which was recorded in secret to document

spontaneous conversations and teenage language. It has been used to study trends in

teenage language evolution [98], and is an excellent resource for spontaneous informal

multi-party interaction.

The D64 Multimodal corpus [52] focuses on recording multi-modal dynamic in-

teractions without specifying a topic, and has been utilized to study engagement in

human-agent interaction [99]. The COnversational Speech In Noisy Environments

(COSINE) [53] corpus introduces data collected in noisy environments, extending the

challenges faced in multi-party dialogue such as turn-taking, and has been used to

evaluate such systems [100].

The IDIAP Wolf corpus [54] focuses on group behavior in a competitive role-playing

game setting, with a pre-condition of bad faith interactions similar to the “werewolf”

or “mafia” game that makes it a unique corpus. It has been used in the AIWolfDial

task to help train game-playing AI [101]. While specific instances of lying are not

annotated, the “werewolf” of each game is annotated in the corpus. On the flip side,

the TEAMS corpus [55] where teams of three or four speakers play two rounds of

a cooperative board game, provides a novel resource for studying team entrainment

and participation dominance. It has been used to build a novel graph-based vector

representation of multi-party entrainment [102], gaining insights into the dynamics of

the entrainment relations. The Critical Role Dungeons and Dragons Dataset (CRD3)

[4] is a game-based corpus set in an open-ended scenario, with baselines on abstractive

summarization benchmark and evaluation, based on each dialogue’s summary.

Within formal settings, one of the oldest corpus is the Corpus of Spoken, Pro-

fessional American-English (CSPAE) [62], consisting of two main components. The
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first is White House press conferences, and the second is transcripts of meetings on

national tests involving statements, discussions, and questions. In the past, it has

proved a valuable resource for studying idioms and their usage [103]. The Michigan

Corpus of Academic Spoken English (MICASE) [57] includes academic speech from

university settings. It also comes with abstracts for each transcript, and has been

used in online speech summarization [104]. Recent additions include data from in-

terviews, such as the INTERVIEW [65] and MediaSum [64] corpora. They include

transcripts from interviews on channels such as National Public Radio (NPR) [105]

and CNN [106].

Debate-based settings are ideal candidates for multi-party corpora building, and

thus the Intelligence Squared Debates (IQ2US) [61] are an important source. They

follow an Oxford-style debating structure, and contain structured data making for a

great resource for debate and argumentation analysis [107]. Canal9 [66] is another

debate corpus, consisting of political debates. It includes a rich set of socially relevant

annotations, and has been used in tasks such as conflict detection [108]. A historic

debate corpus is the Trial Proceedings component of the Corpus of English Dialogues

(CED) [63], which has been used to study signalling function in discourse [109].

Supplementing formal discourse in debate corpora are formal meeting corpora,

with 2 corpora that have become really important for studying multi-party decision-

making and discussions of actions to take are the ICSI meeting corpus [59], which also

has Meeting Recorder Dialogue Act (MRDA) annotations [60]; and the multi-modal

AMI meeting corpus [58]. ICSI has been used to further study multi-party language

modeling [110], and AMI has been used to build summarization for meetings [111].

2.3.1.2 Scripted Spoken Corpora

Scripted spoken corpora consist of pre-defined scripts such as those for plays,

movies, and TV series. These are inherently different as they are not spontaneous,

and have pre-defined roles for speakers as well as information on when the dialogues
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turns are taken. Some corpora are labelled with this information, while others are

simply transcript-like (Table 2.2).

One of the earliest available scripted spoken corpora is a second component of the

Corpus of English Dialogue (CED) [63] focusing on Prose Fiction. It has been used

to study language styles in Shakespeare’s plays in the context of contemporaneous

plays [112].

The Movie-DiC Corpus [67] consists of a wide range of American movie scripts,

along with context descriptions. It has even been used to generate parallel corpora

for dialogue translation [113]. The Film Scripts Online Series [69] corpus includes

British movie scripts, but is not available online. The Cornell Movie-Dialogue Cor-

pus [68] contains metadata associated with each movie script, and has been used to

generate emotionally aligned responses to dialogue [114]. The Character Style From

Film Corpus [72] is another resource contributing towards guided text generation by

providing character styles, created from the archive IMSDB [115]. It has been used

to generate stylistic dialogue for narratives [116]. Both the OpenSubtitles [70] and

SubTle corpus [71] are based on the OpenSubtitles website [117]. They are corpora

of plain scripts, but the website continues to contribute as a resource for more data

[118, 119].

Bridging the sources of movie and TV scripts is the Corpus of American Soap

Operas [73] which focuses on informal language, and has been used to study cul-

tural representation differences in American soap operas [120]. The TVD corpus [74]

includes data from shows like The Big Bang Theory and Game of Thrones, sup-

plemented by crowd-sourced contributions for tasks such as summarization. It has

been used to build models for speaker identification [121]. The Serial Speakers [76]

dataset supplements data from both the aforementioned TV serials by also including

the House of Cards and additional annotations.

Recently, the Multimodal EmotionLines Dataset (MELD) [75] corpus has been
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presented by extending the (ELD [122]), with audio-visual modality along with text.

It has been used as a resource for Dialogue Act Classification [123]. The MEISD

[77] dataset is built further with TV scripts from 10 series, adding Friends, How I

Met Your Mother, The Office, House MD, Grey’s Anatomy, Castle, Breaking Bad to

the aforementioned series. FriendsPersona [124] focuses on annotated personalities

of scripted characters based on the Big Five personality traits, consisting of 711

conversations from the TV show Friends. It was recently introduced, and has already

been used towards personality detection tasks [125, 126].

2.3.2 Written Corpora

Written corpora for multi-party have often resulted from online chatroom discus-

sions, like the NPS Chat Corpus [78], which is shared as a part of the NLTK [127],

and is one of the first Computer-Mediated corpora. A chatroom corpus collected

via mock messenger experiments is the Multi-Party Chat (MPC) Corpus [82] which

presents an annotated corpus based on four levels with communication links, dialogue

acts, local topics and meso-topics, and has been used to understand user roles and

modeling leadership and influence [128].

The Ubuntu IRC chatroom [129] has also contributed significantly to corpora such

as the Ubuntu Dialogue Corpus [79] and Ubuntu Chat Corpus [80], which were col-

lected as users asked questions relating to Ubuntu on the forum, and other users

answered them. They have been used to train many MPC systems [130, 8, 9, 12, 16].

The Molweni corpus [81] builds on the Ubuntu Chat Dialogue corpus, and adds anno-

tations for machine reading comprehension and discourse parsing. Online forums such

as Reddit [131], and Wikipedia [132] have also contributed to such corpora. These no-

tably include the Reddit [85] corpus which has also been extended into larger corpora

[133]. There have also been argumentative corpora obtained from online interac-

tions, like the Reddit Domestic Abuse Corpus [86] taken from subreddits specific on

domestic abuse, allowing for discourse analysis on this subject.
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Game-playing corpora such as the Settlers of Catan Corpus [83] and Cards Corpus

[84] are great informal additions to chatroom corpora, with a competitive environment

albeit in an informal setting. They have been used for tasks such as training models

for negotiation dialogues [134].

Debate and agreement corpora such as the Internet Argument Corpus [87], Agree-

ment in Wikipedia Talk Pages [88] and Agreement by Create Debaters [89], from

debate and discussion forums online such as CreateDebate [135] also contribute to-

wards argumentation in dialogue research [136].

Additionally, there have been corpora obtained from social media such as UseNet

[137] and Twitter [138]. These include the UseNet Corpus [91, 92], a platform which

is considered a precursor to more recent forums; and the Twitter Corpus [90], which

was intended to help model dialogue acts.

2.3.3 Special Mentions

This section includes special mentions of corpora as well as frameworks and toolkits

that do not fall under previous categories.

There are very few corpora which have focused on human-machine conversations

for multi-party interactions. The only such corpora existing to the best of our knowl-

edge is the Mission Rehearsal Exercise (MRE) Corpus [46], which presents a dataset

built as audio face-to-face sessions between human trainees and virtual agents. The

main theme of the multimodal dataset is decision-making for a platoon-leader in a

peace-keeping mission, with the trainee acting as a lieutenant. The corpora has about

30K words, 2K utterances, and a total of 55 speakers. Traum et al [139] also intro-

duce another three-party negotiation dialogue corpus, called the Stabilization and

Support Operations (SASO-EN) corpus, which grew out of experiments on the MRE

corpus [140], focusing on eye-gaze behavior in three-party negotiation. In an example

scenario, the data consists of a human user who plays the role of a captain whose

mission is to move a local clinic to a safer location by negotiating with the doctor
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and mayor of the city.

In the formal meeting and lecture space, the IDIAP meeting corpus [141] is another

extension under the AMI project (AMI and ICSI were discussed in Section 2.3.1.1),

which focuses on addressing behavior in multi-modal, multi-party, face-to-face conver-

sations. The corpus additionally contains hand-annotated dialogue acts, adjacency

pairs, addressees and gaze directions of meeting participants. The Computers in

Human Interaction Loop (CHIL) is another corpus [142] which provides numerous

synchronized audio and video streams of real lectures and meetings, captured in mul-

tiple recording sites over a period of 4 years, focusing on human interaction in smart

rooms. Connected to formal spoken corpora, but focusing on the question-answering

task in multi-party dialogue is the recently introduced QAConv corpus [143], with 34k

questions taken from about 28k dialogues, with around 26k words and 32 speakers

consisting of conversations taken from email, panels and other formal communication

channels.

There are also several corpora, especially multimodal, which have been transcribed,

but we could not find the statistics. These include the VACE multimodal meeting

corpus [144], which investigates the interaction among speech, gesture, posture, and

gaze in meetings. Another corpus is the MULTISIMO corpus [145], towards modeling

of collaborative aspects of multimodal behavior in groups that perform simple tasks

between two people, supported by a facilitator. Mana et al [146] also present the Mis-

sion Survival Corpora (MSC) 1 and 2, a multi-modal corpus of multi-party meetings,

automatically annotated using audio-visual cues (speech rate, pitch and energy, head

orientation, hand and body fidgeting). Due to the limited information available, we

do not add these corpora to the tables or the taxonomy.

A variation of the Machines Talking to Machines framework [147] allows a simulated

user bot and a domain-agnostic system bot to converse to exhaustively generate

dialogue “outlines”, i.e. sequences of template utterances and their semantic parses,
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which can then be contextually rewritten by crowdworkers to maintain saliency and

coherence while preserving meaning. ChatArena [148] is another such framework

which allows studying multi-agent interactions in game environments. We include

these frameworks as they could contribute to collecting data for multi-party dialogue

by extending it to include more simulated users and bots.

We also make special mention of the Convokit tool [85], which is a toolkit for

downloading corpora for dialogues. It allows the downloads to follow standard format

for all available corpora. It also provides the functionality to load custom datasets in

a similar format, making it easier to work with multiple corpora at once.

2.3.4 Data Collection Methods

Several methods of data collection have been used to collect the aforementioned

corpora. We organize these into three main categories and discuss in detail below.

Aggregated from various sources. BNC, CANCODE, and MICASE employ

the aggregation method to build the corpora. They pull information from various

sources, including text from sources such as newspapers, journals, publicly available

government meetings, radio phone-ins, academic writings, seminars, advising sessions

etc. These corpora incorporate multiple types of speech, and often include speech sur-

rounding multiple topics (especially BNC and CANCODE, MICASE mainly focuses

on academic settings to collect data). They are thus great candidates for studying

language semantics and have been employed to study large-scale vocabularies [149]

and word sense disambiguation [150] in the past.

Transcribed from pre-recorded media. Single (or double) source origins, such

as COLT, CRD3, and IQ2, maintain focus on certain themes, such as formal meeting

data. These are not collected within specialized environments, but consist of either

transcribed speech recorded in the wild, transcribed interviews & meetings, and online

forum or social media data. This category also includes scripted corpora, which are

usually collections of various scripts & dialogues from plays, movies and TV series,
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such as TVD and SubTle. Having a set theme allows these corpora to be used for

generating themed text such as MELD being used for character identification as a

part of the 2018 SemEval challenge [151].

Collected in specialized environments. Most multi-modal corpora employ spe-

cialized environments or equipment to collect data that can be synchronized across

multiple modalities. Most focus on data collection using audio, which can then be

transcribed. Specialized room environments with studio-quality recording (ICSI,

AMI), close-talking mics (ICSI, IDIAP Wolf, TEAMS), and a combination of far-

and close-field mics (COSINE, AMI) have provided better data collection for cor-

pora, allowing for annotations of speech activity and pauses as well. Another popular

data collection method focuses on video, such as motion sensing (D64), and video

cams (IDIAP Wolf, TEAMS, AMI), which supplement speech data well by also al-

lowing for annotation of head movement, gesture, and eye-gaze tracking. There are

also multiple projects that emulate online social media platforms for controlled data

collection, such as the Truman platform [152] and Community Connect [153].

With these available corpora and their properties, we now move the discussion

back toward MPC modeling, beginning with how research has studied similarities

and differences between two-party and multi-party conversations.

2.4 Comparisons to Two Party Dialogue Research

This section discusses research which has tried to empirically observe or experimen-

tally discover the challenges introduced by multiple participants and their behaviors

in multi-party conversations.

2.4.1 Direct comparisons of two party and multi party analysis

Perhaps one of the earliest and direct analysis of multi-party conversation challenges

in comparison to two-party dialogue, especially towards clausal ellipsis (omissions

of clauses), was conducted by Ricento [154]. They argue that the inherent structure of
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a discourse unit changes when a conversation takes place in multi-party settings due

to multiple participants sharing thoughts together, and as a result, if a discourse unit

was analyzed in isolation, it would appear quite different in two-party vs multi-party

conversational settings. They present observations owing to the sharing of conscious-

ness, competition for the floor, and on-going joint construction of discourse, relating

to the challenges presented by Traum [7] - specifically Interaction Management and

Grounding and Obligations (Figure 2.2). They theorize that these behaviors could be

predictable, owing to observations regarding topic control - once a topic is introduced

and established in discourse, cooperative participants attend to it. They also observe

that with conversations involving more than 2 actively participating speakers, clausal

ellipses tend to be more common. Ishizaki and Kato [155] limit this analysis to three-

party conversational analysis as compared to two-party, finding that even one more

participant changes the conversational characteristics. They find that while there are

similar properties, three-person conversations show more initiative-taking behavior

in their empirical study (relating to the challenges of Initiative in Figure 2.2). Lastly,

Yoon and Brown-Shmidt [156] study audience design from a participant point of

view in multi-party conversations - they test whether speakers encode the perspec-

tive of multiple addressees, and then simultaneously consider their knowledge and

physical context during referential design in a three-party conversation, and find that

they do take into consideration both addressee knowledge and physical context when

designing utterances, consistent with a knowledge-scene integration view, relating to

multiple challenges from Figure 2.2.

2.4.2 Discourse challenges in multi party conversation modeling

Research towards discourse in MPC has ranged from modeling turn-taking to con-

text modeling for negotiation and co-ordination or collaboration, in comparison to

two-party conversations.

Aoki et al [157] analyze where a system should pay attention to study how partic-
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ipants initialize and carry conversations, or turn-taking (Interaction Management

in Figure 2.2), in multi-party interactions. They present an analytic study focus-

ing on quantifying participation sequences, which they define as participant turns

that are related to adjacent turns in the sequence. Their findings motivate an up-

date to their data collection procedure - their original prototype extracts features

from a relatively short time window, considers only turn-taking features, and identi-

fies floors through analysis of (aggregated) pairwise measures of turn-taking. Based

on their findings from the study, they propose re-engineering the system around a

segment-based architecture, expecting the updates to provide a principled and more

straightforward framework to consider data over longer time spans, to include features

other than those based on turn-taking (such as potential schisming-related events),

and to analyze behaviors that span groups (such as coordinated actions). Howes et

al [158] present a study of speaker contributions for turn-taking as well as nego-

tiation based on artificially introducing contributions in conversation which include

utterances that either continue or complete earlier utterances, called compound con-

tributions (CCs). Their motivations arise from the observation that nearly one fifth

of all contributions in naturally occurring dialogue continue some previous contribu-

tion. They find that participants are able to process and interpret fake CCs success-

fully, despite their arbitrary split points (points where a CC splits into antecedent

vs continuing information with respect to the speaker of the antecedent vs contin-

uing information) and not being explicitly aware of the experimental manipulation.

They also find that the utterances of the participants are affected by expectations

of who will speak next and whether there are subgroups which agree or disagree on

ongoing topics. From a computational modelling point of view, they find that start-

completeness of continuations is rare, and that a dialogue system may have a chance

of detecting continuations from surface characteristics of the input, however, there

are no restrictions on where a split point may occur and this might be difficult to
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model.

McBurney, Hitchcock, and Parsons [159] present a foundational study focusing on

mathematically formalizing deliberation, or negotiation discourse, in multi-party

conversations specifically between multiple autonomous software agents, presenting a

formal model and applying it in game-playing conversations. Deliberation differs from

negotiation in that the resource being negotiated upon is scarce, or time-sensitive.

They present the properties and stages involved in such dialogue following previously

established rules for discourse [160], the stages and corresponding agent actions be-

ing: 1) Open - open_dialogue or enter_dialogue, 2) Inform - propose, assert,

retract or ask_justify, 3) Propose - propose, 4) Consider - assert, prefer

or ask_justify, 5) Revise - propose, 6) Recommend - move, assert or reject,

7) Confirm - move or assert, and 8) Close - withdraw_dialogue. They call this

framework the Deliberation Dialogue Framework (DDF) Protocol, noting that their

grounding of the framework in an argumentation-theoretic account of deliberative

decision-making means that the framework’s sentence types, dialogue stages and lo-

cutions are specific to deliberation dialogues, and that in settings where participants

might also have objectives other than sincere deliberations, DDF might not be able

to express and code their various objectives. However, they find that this might be

true of all existing computational frameworks.

Healey and Mills [161] study semantic co-ordination arguing that participants

with different degrees of involvement in an interaction develop different levels of com-

municative co-ordination with one another. They compare two previously suggested

models and apply them to multi-party conversations captured for game-playing while

solving a maze - the grounding model [162] and the interactive alignment model [163].

These models attribute differences in semantic coordination achieved in multi-party

exchanges to differences in participant’s opportunities for interaction. The grounding

model predicts that speakers actively track the different levels of co-ordination that
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develop with different participants, whereas the interactive alignment model predicts

that speakers respond instead to the cumulative exposure to particular inputs inde-

pendently of their origin in the conversation. However, they find that neither of these

models provide an accurate account of co-ordination in their multiple participant

maze-solving game, drawing attention back to the Grounding and Interaction chal-

lenges (Figure 2.2). Eshghi and Healey [164] study dialogue contexts in multi-party

conversation surrounding collaborative task-solving based on tangram matching,

involving two directors who can see half the tangrams which need to be arranged in

order and 1 matcher who can see all tangrams and match them with directions from

the directors. They find that even within small groups of fully ratified conversational

participants distinct conversational contexts can emerge as a result of changes in the

primary participants, and hence they are, as indexed by ellipses, anaphora and other

context sensitive expressions, more fine-grained than interactional units such as an

F-formation [165]. As a result, they argue that there is a need to index these contexts

to specific sets of participants and provided conditions, in terms of the participants’

statuses during a stretch of talk/sub-dialogue. They also argue that attempts to

scale-up computational/formal models of dyadic to multi-party dialogue need to take

these findings into account, since they find that there are changes with respect to how

to track and update content as the conversation moves forward and what is salient

for whom at any given point.

Strzalkowski et al [166] present a study focusing on a two-tiered approach which

first detects and classifies social cues such as topic control and disagreement, which

in turn help observe higher order behaviors such as leadership (User Modeling and

Initiative in Figure 2.2), using the MPC corpus [82]. These are important factors

to consider owing to their emergence specifically in group conversations. Their pre-

sented model, called Detecting Social Actions and Roles in Multi-party Dialogue

model (DSARMD-1), which labels Communicative links, Dialogue Acts, Local top-
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ics, and Topic reference polarity based on English language annotations provided to

it. Based on these labels along with supplementing automatic measures, they study

Agenda Control, Disagreement and Involvement in dialogue. They find that this

paradigm, although built specifically for their use-case, performs well (80% accuracy)

on their corpus. They further extend their analysis to Mandarin Chinese [128], with

70% accuracy. Their research points towards future work, where considering social

cues (and thus social roles) could be an important factor towards modeling agents

that can participate in MPC more meaningfully.

2.5 Advances in Tasks Towards Multi Party Conversation Modeling

We break down challenges introduced by the presence of multiple participants,

as discussed in Sections 2.2 and 2.4, into specific tasks which have been the focus

of research in the past, and present them in this section. We organize this section

by talking about existing research in Participant Roles and Dialogue Management,

further discussing tasks relevant towards natural language understanding such as work

in dialogue acts, anaphora resolution, entrainment and topic identification. Some

approaches aim to model more than one of the tasks described above, and these

are included in a subsection of their own. We also include which types of systems

each task pertains to, and how it can contribute to systems of that type (namely (1)

active-additive, (2) active-simulative, and (3) passive).

2.5.1 Participant Roles

Research in modeling participant roles includes addressee recognition (who to reply

to) and speaker identification (who to listen to, or if speaking as a system, then which

participant to model).

Early research in addressee recognition included statistical approaches towards fig-

uring out markers such as interaction history, meeting action history, and user and

spatial context among features from other modalities such as gaze and gestures [167],
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although the effectiveness of each of these features are not empirically verified. Simi-

larly, for modeling speaker identification, Hawes, Lin and Resnik [168] hypothesize

that discourse markers and personal references provide important features for first-

and second-order Conditional Random Fields (CRFs), for a corpus of court proceed-

ings. They create a feature set involving unigrams, discourse markers, and personal

references. They find that there are predictable patterns of interactions between

justices in the oral arguments (as evidenced by the performance of the second-order

models) and discourse markers along with personal references provide important clues

for underlying discourse relations (at least those relevant in governing turn-taking be-

havior). Most early work thus shows a trend towards passive (type 3) systems for

MPC through statistical methods.

More recent work, within the past decade, tends to utilize more neural networks

based methods. Ma et al [169] are perhaps the first to use neural networks, as

well as an active-simulative (type 2) system, to model speaker identification. They

utilize Convolutional Neural Networks (CNNs) towards modeling conversations from

the OPUS corpus [70]. They also apply several approaches and compare results -

using 1) K-Nearest Neighbors, Recurrent Neural Networks (RNN), 2) Baseline CNN,

3) Multi-document CNN (which takes in all utterances that are part of the same

scene as a single input + the pooling and prediction layers are fully connected), 4)

CNN with surrounding utterance (where each utterance vector is concatenated with

both the previous two utterances and the subsequent utterance in the same scene to

preserve dialogue structure information since TV dialogues are highly structured),

and 5) CNN with utterance concatenation (where all the utterances for each speaker

in one scene are concatenated in the original dialogue order). They find that the

Multi-document CNN performs best, with an accuracy of 3̃1%, and that considering

neighboring utterances helps the models by providing context.

de Bayser et al [170] build on Ouchi and Tsuboi [8] (refer to Section 2.5.2), focusing
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more so on finding whose turn to speak comes next by employing several different

Machine Learning approaches as both active-additive (type 1) and active-simulative

(type 2) settings, including Maximum Likelihood Estimation (MLE), Support Vector

Machine (SVM), Convolutional Neural Network (CNN), and Long Short-Term Mem-

ory network (LSTM). They find that an agent-and-content CNN, which maintains

agent encodings for each speaker and content encodings for each utterance by each

speaker, performs best, albeit almost at the level of a very simple, baseline model

(Repeat-Last) which is a simple rule for prediction. They further extend their work

[171], building their system by including a hybrid of multiple approaches, particularly

rule-based finite state automata, to achieve better performance on their task.

Qiu et al [172] propose a Variational Recurrent Neural Network (VRNN) [173],

which incorporates a non-projective dependency tree attention layer to learn dia-

logue structure in an unsupervised manner. This is the first active-additive (type 1)

system, which does not rely on previously known participant information to predict

the speaker-addressee pair, and thus being able to handle being an additional partic-

ipant into the MPC. They find that their proposed model is capable of distinguishing

speakers and addresses by constructing an utterance dependency tree, automatically

disentangling dialogues without explicit human annotation on the Ubuntu Chat cor-

pus [80], with similar performance to GSN [174] (refer to Section 2.5.2).

The task of identifying participant roles thus includes research in all active-additive,

active-simulative, and passive system types, with a few even focusing on more than

one single system type. There is further scope for extending these abilities towards

making MPC systems more capable of participating in various kinds of conversations,

especially toward formal interactions.

2.5.2 Dialogue Management

Research in dialogue management includes response selection (given a few possible

candidate responses, which one fits best) or generation (generating a response from
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scratch based on who is speaking to whom). We first present research which has

focused on methods for both response selection and addressee recognition from Section

2.5.1 to bring to fore the challenges faced by multi-party dialogue systems - research

on tackling these facets separately is more recent, which might indicate that the

individual tasks could be easier to tackle.

Figure 2.4: Visual representation for DynamicRNN [8] and SI-RNN [9]. Both model
turn-taking along similar frameworks where the input is (responding agent, context,
candidate responses) and the output is (addressee, response). While DynamicRNN
can track the speaker status by capturing who says what in multi-party conversation
it focuses only on updating sender’s understanding for each utterance, whereas SI-
RNN updates embeddings for all the speakers (based on whether they are the sender,
addressee or observer) besides the sender at each time step, thus accounting for all
participants during every utterance. Another key difference is that addressee-response
pairs are separately modeled by DynamicRNN, whereas SI-RNN models them jointly.

Figure 2.5: Who2Whom (W2W) system representation [10] - it models conversations
similar to SI-RNN [9], however W2W aims to predict missing addressees as well,
thus expanding the task. W2W additionally scans the conversation session from two
directions and the representation of each user and utterance is the concatenation of
both sides.



33

2.5.2.1 Response Selection and Addressee Recognition

Ouchi and Tsuboi [8] formalized the task of addressee and response selec-

tion jointly for multi-party conversation. They introduced a conversational system

for tracking the complex interactions between a multiple speaker setup, which could

jointly model who the speaker was and what they were talking about in context,

proposing that the input include a context, a responding speaker, and a target ad-

dressee; and the output focus on both the response as well as the intended addressee.

This system had two frameworks, one static and the other dynamic, of which the dy-

namic framework performed best. Thus an active-simulative (type 2) system, called

DynamicRNN, solved the task in two phases: 1) speaker embeddings to track each

speaker status, which dynamically changes with time step t, and 2) producing the

context embedding from the speaker embeddings to select addressee and response

based on embedding similarity among context, speaker, and utterance. The model is

shown in Figure 2.4.

Building on this, Zhang et al [9] then proposed the Speaker Interaction Recur-

rent Neural Network (SI-RNN, presented in Figure 2.4), which tackled this problem

while also taking into account the phenomenon of role-changing in the natural flow

of multi-party conversations, outperforming DynamicRNN. Another active-additive

(type 2) system, they define role-changing as the change of role between speaker,

addressee, and observer. In Figure 2.4, it is possible to observe these role transitions

for the speakers (and related speaker embeddings) as the utterances in the dialogue

progress. SI-RNN was also patented in 2020 [175]. Le et al [10] then proposed learn-

ing not only the last addressee and their role, but also every missing addressee in the

conversation with their WhoToWhom system (W2W, presented in Figure 2.5) during

the entire session. The proposed W2W model had three main steps - 1) initializa-

tion of utterance and user representations, 2) interactive representation learning of

users and utterances, and 3) matching procedure for identifying the addressee. While
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initializing, they also encode spatial information about who the predecessor and suc-

cessor speakers are by sorting the user representation in a descending order according

to the first time when they speak. This emulates the probability of a person speaking

replying to the person who spoke before them or addressing the person who spoke

after them. The interactive representation learning extends the proposed system in

SI-RNN [9], now including a Person Attention Mechanism to track state progress.

The matching procedure includes fusing the information learnt by the utterance em-

bedding, current speaker embedding and the user-summary vector into an enhanced

utterance embedding. The similarity between this fused embedding and each listener

determines the addressee. This compounded approach improves upon the previous

baseline significantly.

2.5.2.2 Response Selection

The Thread-Encoder model [176] incorporates dialogue dependency information

into the response selection task, demonstrating that dependency relations in the di-

alogue history are useful in predicting dialogue responses. They design an algorithm

to extract several threads from the dialogue history as an active-simulative (type 2)

system. The architecture of the Thread-Encoder model consists of two main layers:

1) Encoding layer using two Transformers for thread encoding (all of the turns in

a thread are concatenated into a long sequence in reverse chronological order as the

input) and candidate encoding, and 2) Matching layer which uses an attention layer

to distill information from threads by attending the threads to the candidates. They

take in each dialogue as a triplet of context, response, and whether or not that re-

sponse was the correct one to train the proposed model. They find that their approach

outperforms previous approaches, claiming the spot for the new state-of-the-art (as

of 2021).

Topic-BERT [11] frames response selection as a dynamic topic tracking task to

match the topic between the response and relevant conversation context and propose
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Figure 2.6: Overview of Topic-BERT structure [11] (a) Topic-BERT pre-training with
topic sentence pairs to incorporate utterance-utterance topic relationship (b) Multi-
task framework which uses the pretrained Topic-BERT to enhance topic information
in the encoded representations to support three downstream tasks - response selection
as the main task while topic prediction and disentanglement as two auxiliary tasks.

a novel multi-task learning framework, albeit based on dyadic interactions. The

model encodes topic information which combines response selection task with topic

prediction and topic disentanglement„ an active-simulative (type 2) system. The

aim is to track how the conversation topics change from one utterance to another

and use it for ranking the candidate responses. It encodes an utterance from the

context, along with a candidate response, using a pre-trained Topic-BERT encoder.

The contextual token representations in Topic-BERT encode topic relevance between

the tokens of the utterance and the tokens of the candidate response, while the class

representation captures utterance-level topic relevance (Figure 2.6). The authors

find that their results also become state-of-the-art on the response selection task.

However, comparing performance [176] is difficult since evaluations are not made on

similar metrics, which is a known issue in this research area [177].

Speaker-Aware BERT (SA-BERT) [178] also utilizes BERT to build a speaker-

aware response selection model which can handle speaker change information for

the Ubuntu Dialogue corpus [79], an active-simulative (type 2) system. It tackles

response selection with two sub-tasks, 1) Speaker Embeddings & Segmentations to
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distinguish utterances in a context and model the speaker change in turn as the

conversation progresses by utilizing speaker embeddings and segmentation tokens,

and 2) Speaker-Aware Disentanglement Strategy for identifying the multiple speakers’

roles in multi-party conversation. Using pre-trained BERT helps them achieve the

current state-of-the-art performance for response selection. However, once again the

performance achieved by these models is not directly comparable to peers - even with

similar datasets being used - owing to differing evaluation metrics which are reported.

2.5.2.3 Response Generation

The tree-based group conversation model [179] (Figure 2.4) organizes the utterance

flows in the conversation into a tree-based frame, designed especially for the group

conversation scenario, based on experiments using the Ubuntu IRC Chat logs [80].

The tree-based formulation consists of constructing an initial tree purely from chat

logs where each node is an utterance, then splitting any shared nodes into duplicate

unshared nodes, and then using hierarchical encoding with Gated Recurrent Units

(GRUs [180]) to create representations for encoding the inputs. The response is

generated by using a Decoder which takes in the input - a context vector and the

embedding of a previously decoded word to update its state using another GRU.

Using this method for an active-simulative (type 2) system, they argue and find that

while the method is rather simple, it indicates that less context information results

in better generations in group conversations.

Interlocutor-aware Contexts into Recurrent Encoder-Decoder frameworks (ICRED)

[181] focus instead on response generation in multi-party dialogue on a word-by-word

basis to model speaker interactions. They change the previously used input-output

format [8] using input consisting of (context, responding speaker, target addressee)

and output being a generated response, another active-simulative (type 2) system.

They introduce an end-to-end framework built using multiple layers - consisting of

an utterance encoder layer which transforms input utterance into distributional rep-
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resentations similar to those of SI-RNN [9]; a speaker interaction layer which utilizes

the interactive speaker encoder similar to SI-RNN; an addressee memory layer which

memorizes the contextual word representations in the last utterance said by the tar-

get addressee, and the contextual representation for each word obtained from the

utterance encoder layer; and a decoder layer generates the output from the contex-

tual speaker vector, contextual addressee vector, and attentional addressee vector.

This approach allows the generated response to be novel, which is a limitation of SI-

RNN, and the paper states that the results remarkably outperform strong baselines

on automatic and manual evaluation metrics.

HeterMPC [16] introduce a graph-based approach towards response generation as

an active-simulative (type 2) system, building further on their previous work [12].

Drawing from GSN [174], the paper changes the homogeneous nature of GSN into a

heterogeneous graph with directed edges, allowing modeling of utterance and speaker

information. With ablation experiments, they showcase that their heterogeneous

graph approach outperforms GSN on the Ubuntu IRC [79] corpus with a statistically

significant margin.

Research in Dialogue Management has thus mostly focused on active-simulative sys-

tem types, which shows that there is scope for advancing research in active-additive

and passive system types. These could involve systems which can help guide conver-

sations or act as moderators in a conversations, and systems which focus on predicting

speakers and recognize addresses. It is also imperative to have more diversity in the

corpora used for modeling, since most research is limited to the Ubuntu IRC corpus

[79, 80]. This points to a need for better data collection for MPC, a future direction

for MPC research [182].

2.5.3 Dialogue Acts and Discourse

Dialogue acts are important features of a corpora for dialogue systems, allowing

for a structured representation which facilitates the study of the tasks discussed so
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far. Annotations for dialogue acts are often used as features when training dialogue

systems to model dialogue. Multi-party conversations introduce new challenges as

discussed before, which thus require the dialogue acts annotations and classification

methods to account for additional properties. In this section, we discuss articles

which have discussed these challenges, limiting discussion to previous work which has

focused on multi-party settings. We start with a discussion surrounding data annota-

tion and visualization methods for MPC, then standards for dialogue act annotations

towards various tasks important for MPC modeling, and then further discuss methods

to perform dialogue act classification based on these annotations.

2.5.3.1 Data Annotation and Visualization Methods

Building data-driven systems involves the use of corpora as well as the need to

annotate them for modeling tasks. This section focuses on the tools which have been

applied by this existing research towards multi-party conversations for annotation,

transcription and visualization tasks.

Garg et al [1] present an analysis of various tools as they use them towards tran-

scribing and annotating the MRE corpus [46], shown in Table 2.4. The authors weigh

the factors in the table, giving priority to “ease of use” by the annotators and ease of

import and export of data. We update the table to only include tools which have been

maintained, noting how recent the last update was. To the best of our knowledge,

these are till date the only released software for multi-party conversation annotation.

Apart from these tools for annotation in transcription and visualization for multi-

party conversation, discourse annotation guides were introduced by Besser and Alexan-

dersson [186] based on the AMI meeting corpus [58]. Popescu and Caelen [187]

present a segmented discourse representation structure of the challenges involved

with annotating and thus understanding dialogue acts such as turn-taking in multi-

party discourse interactions, in keeping with Segmented Discourse Representation

Theory (SDRT) [188]. They also describe an algorithm for the participation of an
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Table 2.4: Evaluation of tools for annotation, transcription, and visualization for
multi-party data [1]. Entries marked with a “+” indicate that the tool performed well
in that category, and a “-” means it could have performed better. For non-binary
evaluation metrics, the category was marked based on how well it fit the minimum
expectations of the authors. We show only tools that have been updated in recent
times, and add last updated information as of May 2023.

Evaluation Praat [183] Anvil [184] Transcriber [185]

Portability + + +
Source Code + ? +
A/V Interface + + +
Comments - - +
Coding Scheme Flexibility N/A + N/A
Viewing Work - - +
Ease of Use - - +
Support/Manual + + -
Overall + - +
Last Updated 05/2023 08/2017 03/2017

agent in multi-party discourse based on the emergent structures. However, empirical

evaluation of the proposed algorithm is mentioned as a part of future work. Li et

al [189] provide a graph-based method to annotate the structure for discourse-level

parsing and machine comprehension of Ubuntu Chat [80] and Settlers of Catan [83]

corpora. They suggest annotations for 16 discourse relations - Comment, Clarifi-

cation question, Elaboration, Acknowledgement, Continuation, Explanation, Condi-

tional, Question-answer pair, Alternation, Q-Elab, Result, Background, Narration,

Correction, Parallel, Contrast for each conversation.

Gilmartin and Campbell [190] present a visualization tool called STAVE while

studying the d64 corpus [52] for discourse analysis. The software also generates

colour-coded transcripts in Conversation Analysis format from a simple transcription

file. They further update the tool to allow annotations for disfluencies for speech-level

(interruption points, pauses, overlaps), word-level (unfinished, contracted, repeated,

substituted, deleted) and utterance-level (unfinished) [191]. Furthermore, ArgViz

[192] focuses on interactive visualizations to analyze dynamic topical structure (which

are in turn determined by the SITS algorithm [193], (described in Section 2.5.6),

while TeMoCo [194] focuses on temporal exploration specifically in healthcare clinical
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settings.

2.5.3.2 Dialogue Act Annotation Taxonomy

Most dialogue act annotations which have been utilized in multi-party research

have either been built based on multi-party conversation or modified from a pre-

existing taxonomy to apply towards multi-party scenarios. Popescu-Belis [195] pro-

vide an in-depth survey comparing annotation tagsets from multiple dialogue act

annotation taxonomies, including DAMSL [196], SWBD-DAMSL [197], ICSI-MRDA

[59, 60] and MALTUS [198], of which the latter two are utilized in multi-party corpora

annotation. They provide interesting insights into theoretical and practical applica-

tions of the annotations, especially considering turn-taking and addressee selection

- a property partly coded in ICSI-MRDA, and a proposal for full addressee coding

[199]. They discuss how SWBD-DAMSL simplified DAMSL based on frequency infor-

mation but both were created for 2-party conversations (thus they might not handle

MPC phenomena well), ICSI-MRDA extended SWBD-DAMSL for MPC, allowing for

the combination of multiple tags (especially towards turn-taking tasks called floor-

grabbing and floor-holding), and MALTUS further reduced the tagset by grouping

them into classes and specifying constraints based on empirical observations. This

progression aimed to capture the nuances of dialogue acts in multi-party meetings

while balancing complexity and practicality. Bunt [200] (who contributed towards

ISO 24617-2 for dialogue annotation, [201]) also apply the DIT++ taxonomy [202] to

the AMI corpus [203, 58]. The DIT++ taxonomy offers a more fine-grained and com-

prehensive approach to dialogue act annotation for both two-party and multi-party

conversations. It captures a broader range of dialogue intentions and pragmatic func-

tions, considering linguistic features and incorporating cross-linguistic applicability.

DIT++ emphasizes social actions and incorporates a wider range of cues, enabling a

richer understanding of dialogue interactions in diverse contexts.

Furthermore, Traum et al [204] work on annotations where participants are also in
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a multi-floor setting in addition to a multi-party setting, where not all have access to

the visual context that others do. The proposed scheme includes a transaction unit

that clusters utterances from multiple participants and floors into units according to

realization of an initiator’s intent, and relations between individual utterances within

the unit. They showcase applications for their scheme as training and evaluation

data for creating automated multicommunicators, however this data is not released

for public use. Of particular interest is their discussion on how to translate taxonomies

for dialogue act annotations for a scenario involving multiple participants (and social

roles) and multiple floors (sub-groups which are connected yet exist separately) in

the conversation.

2.5.3.3 Dialogue Act Classification

Like most other tasks, various approaches have been utilized in dialogue act clas-

sification for multi-party data.

Kim et al [205] experiment with statistical approaches such as Naïve Bayes (NB),

Support Vector Machine (SVM), and Conditional Random Field (CRF) and propose

features such as 1) bag of words - TF-IDF and n-grams; 2) Structural Information

- distance from first utterance to target utterance, term-count, which user is the

speaker and whether they are the host of the conversation depending on its context

(ex in library chat settings, the librarian would be the host); 3) Keyword information

and 4) Interaction among Utterances. They apply these methods towards classifying

dialogue acts in the NPS chat corpus [78]. They find the use of contextual and

keyword features to be useful, and suggest that entanglement amongst utterances from

different participants stemming from the multi-party setting cause lower performance

using structural and dialogue interaction features. Tavafi et al [206] focus on multiple

corpora, including ICSI [59] for multi-party settings which consists of synchronous

conversation, and compare the performance of SVM-HMM (which combines SVMs

with HMM) and CRF methods towards modeling dialogue acts. While they find that
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the proposed SVM-HMM algorithm with domain-independent feature set can achieve

high results on synchronous conversations, they also argue that this could be a result

of the reduction in complexity as a result of the sequential nature. Amanova et al

[207] work on obtaining new annotated dialogue data by using available resources and

supervised machine learning algorithms such as Logistic Regression, AdaBoost, and

SVMs, introducing methods for automatic annotations and reducing costs associated

with annotations for MPC using the two transcribed MPC corpora - AMI [59, 60],

and SWBD-DAMSL [197]. They experiment with hybrid and fusion approaches,

finding that a meta-classification strategy (which utilizes a meta-classifier that can

re-classify classes by taking into account multiple datasets and models) performs

better than a majority voting strategy. Irsoy et al [208] utilize neural methods using

the Settlers of Catan corpus [83]. They propose using a directed-acyclic-graph LSTM

(DAG-LSTM), where each dialogue thread is modeled as a directed (past utterance

to current utterance), acyclic graph. This helps exploit the turn-taking structure

naturally present in a multi-party conversation, and encode this relation in model

structure. They additionally find that the results demonstrate that information about

the prior utterance made by a speaker is very useful in DA classification.

In this section, we have presented tools could be useful towards transcription,

annotation, and visualization of multi-party conversations, including those with mul-

timodal data; annotation taxonomies; and classification methods which have been

applied towards multi-party conversation understanding. While there are methods

which have been shown to be effective, recently released pre-trained methods could

be employed to improve both the annotations and classification methods.

2.5.4 Anaphora Resolution

Anaphora resolution allows more meaning-making with regards to the content of

an utterance in dialogue, relating to the challenge of understanding what and how to

respond. In multi-party settings, this becomes an even more interesting problem, for
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example, pronouns like “you” could refer to more than one participant in the same

dialogue. We discuss methods that have been used to resolve references to “you” and

“it” in multi-party conversations.

Resolving “you” references. Studies involving pronoun use in multi-party con-

versation use were conducted as far as back as Lerner [209], who present that in

multi-party conversational settings, the pronoun “you” does not automatically resolve

“who” is being referred to, a challenge we discuss in detail in Section 2.2. This is an im-

portant challenge, since the pronoun resolution can help determine who the addressee

is. They also propose including multimodal features such as eye-gaze to resolve the

pronoun references better. Gupta et al [210] focus on resolving the referential and

non-referential “you” usage in the AMI corpus [58].

They tackle the multi-party nature of the classification by modeling the problem

as a 4-way classification task for each utterance and using a sequence classifier based

on Conditional Random Fields (CRFs) [211]. It is notable that they use only text

to train and test models. Frampton et al [212] focus on a similar task, also using

the AMI corpus [58], similar to addressee identification work by Jovanovic and Akker

[167], using a Bayesian Network classifier trained on multimodal features. They

focus on using fewer manually annotated features, and find that eye-gaze can be

highly predictive for the referential usage.

Resolving “it”, “this, “that” references. Müller [213] introduce resolution for

the usage of the nonreferential “it” in the ICSI corpus [59]. They utilize a machine

learning system, called Repeated Incremental Pruning to Produce Error Reduction

(RIPPER) [214] which learns to form rules for identifying the nonreferential based

on features such as information about the parts of speech, and structural properties

of the text. They find that including interruption points helps the classifier comes

up with better rules, and thus identify the nonreferential “it” better. They further

extend their study to focus on resolving references to “this” and “that” as well [215],



44

with future work focus on the evaluation on using the reference resolution for dialogue

summarization.

Most extant research in this area, specifically in multi-party conversations, has also

mainly focused on formal spoken corpora. There is thus a research gap in anaphora

resolution within informal multi-party conversations, a challenging task owing to the

informal nature of the data. Additionally, most approaches for anaphora resolution

focus on utilizing statistical methods. Current state-of-the-art in the coreference

resolution task [216] has shown that using contextual representations outperform

previous approaches, and this could be an interesting direction to pursue for anaphora

resolution in multi-party conversations as well.

2.5.5 Entrainment

Entrainment refers to how language used by the participants of a group changes

over time to become more similar. While it is more a result of conversation than a

part of the dialogue itself, multi-party settings specifically allow entrainment to be

studied towards the goal of understanding negotiations and persuasion. Work in this

area for multi-party conversations has been mainly focused on the TEAMS corpus

[55] owing to its entrainment focused nature, except for two [217, 218].

Branigan et al [217] study the differences in how language use differs in MPC, noting

that work in the area is lacking. They conduct 3 experiments varying speaker roles on

a turn-based level (instead of a conversation level), and find that syntactic alignment

does occur in MPC, and that it is not restricted to speaker-addressee dyads within

them. However, they also find that syntactic alignment is sensitive to variations in

speaker role with respect to the source utterance, but not the current addressee’s role

with respect to the source utterance. They conclude that it is possible for mechanisms

of syntactic alignment to differ in some respects from the mechanisms of lexical and

semantic alignment, requiring some elaboration of the interactive-alignment model

[163] towards MPC modeling.
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Friedberg et al [218] study student group success in academic environments, arguing

that higher entrainment in groups could point to a shared mental model, which in

turn could point to better success with their projects. They use the pair score [219],

to determine the entrainment scores by measuring the similarity in the use of high-

frequency words between two speakers. The experiment showed that higher scoring

teams are more likely to increase their entrainment in project words over the course

of a conversational session, while lower scoring teams are more likely to diverge in

their use of project words. The study highlights important challenges faced when

dealing with multi-party corpora - considering the team sessions separately leads to

a significant result whereas just focusing on two-party interactions does not.

Rahimi [220] utilize the TEAMS corpus [55] to study entrainment for non-dyadic

measures. They utilize two conversation-level measures of entrainment: proximity

(degree of similarity between members within a team relative to participants in other

teams) and convergence (change in similarity of teammates over time) by averaging

corresponding dyad-level measures. They find that entrainment occurs on two levels

- acoustic-prosodic and lexical - and that both these scores positively correlate in

both directions. They also find that to predict positive and negative team outcomes,

a multimodal model with features from both levels of linguistic entrainment out-

performs a unimodal model, highlighting how multimodal corpora could contribute

towards advances in multi-party analyses. Yu et al [221] instead focus on features of

the speaker’s linguistic style using LIWC [222] by measuring the “function” words,

the team’s linguistic style entrainment using the methods described by the TEAMS

paper [55], and team characteristics such as demographic data, to predict perceived

team social outcomes such as conflict along with entrainment. They find that teams

with greater gender diversity had greater minimum convergence than teams with less

gender diversity, and that 4-person teams with more than one female had a higher

maximum magnitude of change in team difference. In terms of team characteris-
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tics, they find that the maximum magnitude of the change of the team difference

was negatively associated with team conflict, and that entrainment was significantly

negatively associated with task and process conflict, both when controlling for team

characteristics and when not. Inclusion of several multi-party properties makes this

study an interesting step towards predicting how entrainment contributes to group

success. Rahimi and Litman [102] introduce learning entrainment vectors using neural

methods, calculated by converting dyadic entrainment measures [223], then utilizing

various graph similarity measures (called kernels) such as closeness centrality [224]

and PageRank [225] to create weighted graphs, and then make the representations

denser similar to methods used for building word2vec [226]. They propose three such

methods to learn group entrainment embedding: direct estimation with graph cen-

trality kernels, self-supervised approach using autoencoders, and weakly supervised

approach using labelled data. They find that the weak-supervision approach where

the denser representations are optimized towards predicting whether the entrainment

graphs given as input are real or permuted, outperforms previous baselines.

Studying entrainment allows research to understand how multi-party settings affect

the participation levels as well as linguistic properties of dialogues in these settings.

including goal-setting for dialogue agent participation in multi-party conversations.

One such dilemma is that dialogue systems are not yet trained to lexically entrain

towards human participants, which means that the entrainment falls on the humans,

and is an observed effect. Another dilemma lies in the presence of multiple partici-

pants in the dialogue, since a dialogue system would need to learn to entrain for one

or more participant in the conversation, depending on the context under which it

is participating in the conversation. Studies have shown that there might be differ-

ences based on not only conversation level, but turn level context, another important

property which needs further investigation.



47

2.5.6 Topic Identification

Since multi-party conversations carry with them the possibility of multiple topics

occurring concurrently during the same conversation, extant research has focused on

modeling topics within multi-party conversations. Kim and Baldwin [227] focus on

retrieving relevant keywords from live chats. They use structural information such

as predicted dialogue acts, which are determined using features such as stemmed

bag-of-words, highly frequent terms, and participant information, to find relevant

keywords. They postulate that this introductory work will contribute towards better

topic modeling in future work.

Quite a lot of methods utilize the ICSI corpus [59]. Purver et al [228] present an

unsupervised topic modeling method adapted from document classification [229, 230]

based on Bayesian inference for generating topics towards automatic topic segmenta-

tion and identification, finding the performance comparable with well-rated extracted

topics based on human evaluation.

Georgescul et al [231] present a comparative study of two probabilistic mixture

models based on Latent Dirichlet Allocation (LDA) [229] and Aspect Model for

Dyadic Data (AMDD) [232], finding both models to perform comparably with pre-

vious state-of-the-art methods. Nguyen et al [193] present the Speaker Identity for

Topic Segmentation (SITS) model, based on a hierarchical Bayesian nonparametric

model, for discovering 1) the topics used in a conversation, 2) how these topics are

shared across conversations, 3) when these topics shift, and 4) a person-specific ten-

dency to introduce new topics. They find that while the model performs well, it

particularly helps while modeling debate conversations, stating that a possible reason

could be that speaker identities are more pronounced in debate.

Most methods adopted by the papers in this section utilize Bayesian methods,

which is reflective of popular modeling techniques within topic modeling. The focus

seems to have lingered on formal and debate corpora, and while these are naturally



48

expected to have a topical structure to them, informal discourse also revolves around

topics and would be an interesting area to look at.

2.6 Current Advances in Multi Party Conversational AI

An overview of some of the most challenging aspects and considerations for multi-

party conversation settings have been presented thus far. In this section, we focus on

conversational systems which include dialogue management for multi-party conversa-

tions.

2.6.1 Modifications to existing two party based systems

Nishimura et al [233] focus on extending a two-party (1 user 1 agent) system to

work for a 3-party (1 user 2 agents) system, an active-additive (type 1) system. They

find that including multiple agents allows them to model differing viewpoints, making

the user experience more enjoyable when conversing with them. They focus on fixed

topics for conversation, which limits the domain knowledge necessary. The dialogue

manager consists of five sub-components, consisting of 1) Information collection which

consists of obtaining linguistic cues from the SPOJUS speech analyzer [234] output, 2)

Feature extraction which calculates response timing and response type using decision

trees, 3) Response generator which uses template matching and considers dialogue

context using slot information since the topic of the dialogue is known, 4) Response

timing generator using prosodic features again with a decision tree, based on their

previous work [235], and 5) History manager which saves the conversation history for

dialogue context management. They observe that the 3-party system performs better

in regards to “familiarity with the agent”, “interest in the topic”, and especially, “easy

to speak to” , “various opinion”, “lively conversation” and “like chatting”; for general

chitchat.

Hu et al [174] present a Graph-Structured Network (GSN) since dialogue response

generation assume that utterances are sequentially organized, but multi-party con-



49

versations have the added challenge of the possibility of utterances not being so. GSN

consists of three stages for dialogue generation: 1) Word-level encoder using a bidi-

rectional recurrent neural network (RNN) with Long Short Term Memory (LSTM)

units to encode each word, 2) Utterance-level Graph-Structured Encoder (UG-E) us-

ing a Hierarchical Encode-Decoder (HRED) which is a hierarchical sequence-based

word and utterance-level RNN, then both these stages are explained as matrix ma-

nipulations, and lastly 3) Decoder to generate the response using a Gated Recurrent

Unit (GRU) network. They evaluate their approach on the Ubuntu dialogue corpus

[79], as an active-simulative (type 2) system, , finding through ablation studies that

their approach performed best, and that GSN works well for both two-party and

multi-party dialogue.

Martinez and Kennedy [236] present a dialogue system with concurrent conversa-

tion tracking and memory, with the goal being the design and implementation for

missing pieces required to leverage two-party dialogue systems in order to provide a

more natural multiparty conversational experience. Towards this end, they develop

a new sub-module to be included into the dialogue manager, called a concurrent

conversation manager. It keeps track of topics and participants in each of the con-

versations and sub-conversations as they arise in the dialogue, as well as identify

opportunities for the agent to connect with particular members of the group. They

focus on addressee recognition and include the task of one-to-one vs one-to-many

communication within multi-party conversation. They approach this problem using

dialogue graphs, and possible paths forward are determined by probabilistic score.

This active-additive (type 1) system is tested with real life participants to maintain

a lively conversation. They find that the model performs well, showing that there

is the possibility of extending two-party systems to multi-party settings. However,

they also find that thread management with more than seven participants can cause

problems for the system due to the comparatively lower pace at which the system can
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follow the conversation compared to humans, pointing to future work.

2.6.2 Component based multi party systems

The CALO Meeting Assistant (CALO-MA) [237, 238] was probably one of the first

complete conversational systems that was built for automatic transcriptions and an-

notations as a passive (type 3) type system, focusing on meeting data. It offers a wide

range of capabilities for real-time and offline speech transcription, consisting of dialog

act segmentation and tagging, question-answer pair identification, action item recog-

nition, decision extraction, and summarization, for meetings conducted online via the

Internet. They utilize the SRI-ICSI NIST meeting recognizer [239] which performs a

total of seven recognition passes, performing online speech detection, causal feature

normalization and acoustic adaptation, as well as sub-real-time trigram decoding.

Next, CALO-MA performs dialog act segmentation with DAMSL [196] and MRDA

[60] meeting annotations, using hybrid models combining hidden event language mod-

els (HELMs) with a discriminative classifier, namely Boosting. An intermediate step

the system takes is speaker identification and addressee recognition, which is

done by analyzing linguistic cues such as pronouns [210], and using these features for

a Conditional Random Field (CRF) to model discourse context, explicitly modeling

forward and backward dependencies in the dialog. Next comes topic identification

and segmentation, utilizing Latent Dirichlet Allocation (LDA) for multi-party inter-

actions [228]. Then action items and decisions are extracted by taking a structural

approach to detection: utterances are classified according to their role in the com-

mitment process (e.g. task definition, agreement, acceptance of responsibility), and

then action item [240] or decision discussions [241] detected from patterns of these

roles. Finally, they perform meeting summarization following Riedhammer et al [242].

Thus, they present a holistic system of analyzing multi-party meetings.

de Bayser et al [243] present a comprehensive study, which details the challenges

for multi-party dialogue systems, categorizes the state-of-the-art for each challenge
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in 2017, and present a hybrid conceptual architecture along with insights into lessons

learned when it is deployed for the finance domain. They present a conceptual ar-

chitecture for multi-party aware chatbots. Their text-related workflow consists of 1)

an optional topic classifier which is domain-dependent, 2) dependency parsing (using

Speech-Act Based Intelligent Agents, or SABIA, realized via Akka [244]) for identi-

fying semantic dependencies, 3) frame parsing which helps identify slot-filling frame

for recognized intents (to be implemented independently), 4) intent classifier using

1-nearest-neighbour and SVMs, 5) speech act classifier, and 6) action classifier using

SABIA as well. They realize this system for the finance domain, called Cognitive

Investment Advisor (CognIA), as an active-additive (type 1) system, and the authors

note that further development in underway.

Multi-role Interposition Dialogue System (MIDS) [245] focuses on response gener-

ation based on dialogue context and next speaker prediction. MIDS employs multiple

role-defined encoders to understand each speaker and an independent sequence model

to predict the next speaker which as a scheduler to integrate encoders with weights,

consisting of 3 types of RNNs to encode input data for different tasks - 1) a set of

role-number encoders (LSTMs) that encode each corresponding roles’ speech; 2) an

extra contextual RNN (bi-LSTM ) that encodes all speakers’ speech; 3) a speaker

LSTM that encodes speaking order. Then, an attention-enhanced decoder generates

responses based on dialogue context, speaker prediction and integrated encoders.

Moreover, with the help of the unique speaker prediction, MIDS is able to generate

diverse responses and join conversation actively when appropriate, and interact with

users without cue during real-life online conversations. It is tested on the Friends

dataset, as well as in real life on the WeChat [246] platform as an active-simulative

(type 2) system.

ConvLab 2 [247], built upon its predecessor [248], inherits its framework and ex-

tends it by merging several recently proposed state-of-the-art approaches. Its main



52

components consist of: 1) Dialogue Agent allowing multiple configurations such as

pipeline, end-to-end systems, and even between other layers (once they are instan-

tiated); 2) Models which consists of sub-components such as 2.1) NLU (supports

Semantic Tuple Classifier, or STC [249], Multi-Intent Language Understanding, or

MILU [248], and BERTNLU proposed by the authors based on BERT [250] and

adding two Multilayer Perception, or MLP layers), 2.2) Dialogue State Tracking (a

rule-based tracker for belief state updates), 2.3) Word-level Dialogue State Tracking

(ConvLab-2 integrates three models here - Multi-Domain Belief Tracking, or MDBT

[251], Slot-Utterance Matching for Universal and Scalable Belief Tracking, or SUMBT

[252], and Transferable Dialogue State Generator, or TRADE [253], 2.4) Dialogue

Policy (rule-based policy, a simple neural policy that learns directly from the corpus

using imitation learning, and reinforcement learning policies including REINFORCE

[254], Proximal Policy Optimization algorithms, or PPO [255], and Guided Dialog

Policy Learning, or GDPL [256], 2.5) Natural Language Generation (NLG) (template-

based method as well as Semantically Conditioned-LSTM, or SC-LSTM [257], 2.6)

Word-level policy (itegrates three models - MDRG [258], Hierarchical Disentangled

Self-Attention, or HDSA [259], and Latent Action Reinforcement Learning, or LaRL

[260], 2.7) User Policy (an agenda-based model [261] and neural network based mod-

els including Hierarchical User Simulator, or HUS and its variational variants [262]

and lastly 2.8) and End-to-End Model (ConvLab-2 extends Sequicity [263]) to multi-

domain scenarios, and integrates Domain Aware Multi-Decoder, or DAMD [264] and

ROLLOUTS RL policy [265]; 3) support for loading multiple Datasets ; 4) Analysis

tool for evaluation; and 5) Interactive Tool which provides a graphical interface to

interact with the dialogue system. While the datasets they include do not have multi-

party focused ones, the paper does mention that ConvLab-2 can manage multi-party

dialogue as well, possibly as both an active-additive (type 1) and active-simulative

(type 2) system. Interestingly, a new version has been proposed [266], but there is no
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mention of support for multi-party conversations.

The Plato Dialogue System [267] consisting of 4 modules: 1) Dialogue component

for dialogue management, 2) Domain for intent slot-filling in task-oriented dia-

logue, and 3) Controller for orchestrating the conversations between agents towards

turn-taking - these could all be rule-based modules or trained modules based on

various machine learning frameworks, which means the system allows swapping out

components. The Agent module embodies a pre-defined role (such as travel agent)

which is realized by components with NLU, dialogue management, dialogue state

tracking and NLG. This role can have different definitions, supporting both behav-

iors - active-additive (type 1) and active-simulative (type 2).

Figure 2.7: Input representations and model architectures of the three self-supervised
tasks for interlocutor structure modeling, including (a) reply-to utterance recognition,
(b) identical speaker searching and (c) pointer consistency distinction [12].

MPC-BERT [12] present a pre-trained model based on BERT [250] for multi-party

chat understanding that considers learning who says what to whom in a unified model

(Figure 2.7) with self-supervised tasks called 1) Reply-to Utterance Recognition to

learn which preceding utterance the current utterance replies to, 2) Identical Speaker

Searching to search for the utterances sharing the identical speaker so as to identify the
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speaker of an utterance, 3) Pointer Consistency Distinction for identifying a pair of

utterances representing the “reply-to” relationship (defined as a speaker-to-addressee

pointer), 4) Masked Shared Utterance Restoration to identify shared utterance that

are semantically relevant to more utterances in the context than non-shared ones, and

5) Shared Node Detection which utilizes the conversation structure to strengthen the

capability of models on measuring the semantic relevance of two sub-conversations;

modeling speaker role identification and response selection tasks (building on their

previous work [178]) within one system. Experimental results on three downstream

tasks show that MPC-BERT outperforms previous methods by large margins and

achieves new state-of-the-art performance on Ubuntu IRC data [79] as an active-

simulative (type 2) system.

Approaches for modeling multi-party conversations have thus utilized statistical

and neural approaches, and consist of components similar to two-party dialogue sys-

tems, with further provisions to handle multi-party specific challenges. It is inter-

esting that approaches take both routes - modifying two-party systems and building

multi-party systems specifically. However, there is a need to focus further especially

for open-domain dialogue generation for multi-party dialogue, and for an evaluation

benchmark that could take multi-party specific challenges into account which would

allow better comparisons across existing and future research - evaluation considera-

tions which we discuss in Section 2.8.

2.7 Applications for Multi Party Conversation Systems

We discuss the various applications that multi-party conversation research has

found in real life, and how it has enriched the interactions between humans. The

applications of such systems range over multiple use-cases, showing that multi-party

systems could greatly improve the quality of group conversations in society.

Game-playing. Morgan et al [268] introduce an agent for providing mentoring to

facilitate progress and learning in a serious game setting as an active-simulative (type
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2) system. They categorize player and mentor contributions into eight different speech

acts and analyze the sequence of dialogue moves using State Transition Networks.

They find that even when the transition frequencies between the task- and discussion-

oriented stages were overlapping, they were able to observe that mentor requests

and player questions reflected the goal-driven activities of the task-oriented stages,

whereas the discussion-oriented stages showed greater emphasis on player statements

and expressive evaluations as they reflected on previous game actions. The feedback

was more likely to be provided by the mentor in the task-oriented stage (indicating

scaffolding), but in the discussion format, other players were increasingly likely to

respond (suggesting collaboration). They plan future studies to replicate results for

an automated mentor.

Social robot interaction. Kenny et al [269] present a demo of interaction with

virtual humans, including features such as multi-party negotiation. The general ar-

chitecture of the presented system consists of 7 major components, of which 3 relate

to the multi-party text communication: 1) Speech Recognition, 2) Natural Language

Understanding, 3) Intelligent Agent which reasons about plans and generates actions

using the Soar Cognitive architecture [270]. They also include components towards

dynamically generated non-verbal behavior in the virtual environment, but we focus

on behavior within the scope of this survey. While the discussion in the paper is

limited to the system itself (which can handle both active-additive type 1 and active-

simulative type 2 interactions), the demo showcases interesting applications in virtual

interactions which have been garnering more interest in the software industry lately

[271].

Hartholt et al [272] introduce an interactive virtual environment based on a Wild

West setting, called Gunslinger, as an active-simulative (type 2) system. The project

combines virtual humans technology with Hollywood storytelling and set building into

an engaging, mixed-reality, story-driven experience, where a single participant can
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interact verbally and non-verbally with multiple virtual characters that are embedded

in a real, physical saloon, allowing multimodal data collection in multi-party settings.

Along similar lines, Foster et al [273] showcase a humanoid robot bartender that is

capable of dealing with multiple customers in a dynamic, multi-party social setting

as an active-simulative (type 2) system. Their system consists of visual processing,

linguistic interaction, state management, and high-level planning and monitoring.

They find that the bartender is able to handle a range of social situations, showing yet

another interesting application for a social multi-party system. An application which

aims to study the effect of group size on human-robot interaction is presented by Leite

et al [274], comparing individual vs group conversations, a passive (type 3) analysis.

They measure disengagement using SVM-based models to training with data from

participants interacting alone with two social robots vs participants interacting with

the robots in small groups, and a third model combining data from the two datasets.

They find that a model trained with group data generalizes better to individual

participants than the other way around, again showcasing how useful multi-party

systems could be in casual communications. Candello et al [275] even recreate artwork

experience based on “Café com os Santiagos” by three Brazilian artists as active-

simulative (type 2) system: Claudio Pinhanez, Heloisa Candello and Paulo Costa with

multi-party systems - describing a unique setup allowing interactions with chatbots

in space recreating a 19th century coffee table, showcasing creative applications.

Application in the health domain. Snaith et al [276] present a dialogue game in

which two or more health coaches collaborate with a patient to help with goal-setting

for behavior change using both active-additive (type 1) and active-simulative (type

2) settings. They focus on guidelines to approach discussions, persuasion, and goal-

setting in multi-party conversation scenarios. They even provide an open-sourced

project on Github called AgentsUnited [277] for virtual agent interaction surround-

ing health [278], noting the popularity of their proposed methods in current ongoing
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research projects. Fioramonte and Vásquez [39] focus on healthcare settings where

workers also meet additional participants aside from the patient, such as family mem-

bers, especially in pediatric and geriatric contexts. They closely examine the linguis-

tic and discursive strategies family members employed when actively participating

in helping provide more details about patients’ conditions or health history. This

setting showcases how important it could be to conduct research involving multiple

participants, allowing for important perspectives to be brought into health conversa-

tions as active-additive (type 1) systems. Das et al [279] apply multi-party dialogue

generation towards promoting active living and healthy dieting for type-2 diabetes

subjects, through multiple embodied conversational agents. They create a set of vir-

tual coaches, specialized in different areas such as exercise training and nutrition, who

interact with a patient to provide support and help them adopt a better lifestyle. The

authors propose further studies to evaluate the effects and user experience. Thus they

showcase both active-additive (type 1) and active-simulative (type 2) system settings.

Driving assistance. Karatas et al [280, 281] introduce a multi-party conversa-

tional social interface NAMIDA through a pilot study, consisting of three robots that

can converse with each other about environment throughout the drive. Through this

model, the directed utterances towards the driver diminishes by utilizing turn-taking

process between the agents, and the mental workload of the driver can be reduced as

compared to direct communication with the driver. They find that the trend analy-

sis demonstrated that their proposed multi-party conversation-based active-additive

(type 1) system is promising in reducing the attention behavior on the system over

use. Furthermore, they propose future work to consider the instant condition of the

driver, behavior and workload-wise.

Furhat. Probably one of the most well-known applications for multi-party con-

versations has been Furhat [40, 41]. First introduced as an active-simulative (type 2)

system, Furhat has since come a long way, with over 180 publications related to it.
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It is a multimodal system, using features such as speech recognition, eye-gaze, and

head movement [282] for addressee detection and response selection [283], as well as

cues for learning turn-taking behavior [284, 285].

Multi-party conversation agents have thus found use in multiple domains where

they are able to facilitate interactions with group conversations. While most ap-

plications are in active systems (mostly simulative), research in more passive areas

is also gaining traction with multiple workshops being organized towards dialogue

summarization [286] and meeting transcription [287], extending to meeting action

and decision summarization [288], although these application are beyond the scope of

this survey. Overall, MPC systems have even been shown to be more effective than

dyadic interactions of a user with a single conversational agent, motivating the need

for further research in this area.

2.8 Evaluation Considerations

Howcroft et al [289] present the challenges the NLP community, and in particular

the multitude of research on Dialogue Systems, have faced in the area of human eval-

uations - showcasing the confusion created by the absence of a benchmark evaluation

standard that covers both automatic and human evaluation methods. In recent times,

there have been efforts fill this gap and introduce standardized benchmark metrics to

be able to centralize evaluations and make comparability between proposed dialogue

systems easier, like the GEM benchmark [290]. However, as discussed in Section

2.2, multi-party conversations introduce their own set of challenges, which need to

be accounted for while evaluating multi-party systems. This section brings together

some proposed discussion for the evaluation of multi-party conversations, since most

currently popular metrics do not account for challenges specific to multi-party interac-

tions. Similar to the confusion in dialogue systems, multi-party evaluation proposals

have been quite disconnected. While there are subjective discussions focusing on spe-

cific task-based evaluations, we only found one benchmark which formalizes response



59

selection with multi-party conversation tasks [291]. We first discuss the subjective

discussion with evaluation considerations proposed by both papers in Figure 2.8,

color-coded in a similar fashion to the challenges from Figure 2.2, and then present

the benchmark.

Dignum and Vreeswijk [13] work towards creating a testbed, mentioning multiple

challenges that become a part of multi-party conversations which need to be accounted

for while evaluating systems.

Figure 2.8: Evaluation considerations proposed in existing research [13, 14, 15], color
coded similar to Figure 2.2 to highlight the connections with previously presented
challenges for multi-party conversation systems.

They discuss general multi-party dialogue evaluation considerations for:

1. System Type - open vs closed - can participants come and go while the con-

versation progresses?

2. Speaker Roles - speaker roles by type with examples:

(a) Linguistic - speaker, addressee, auditor, overhearer and eavesdropper
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(b) Dialectic - neutral party, interested party, interviewer, advocate, respon-

dent, examinator, challenged party, mediator, or arbitrator

(c) Social - chairperson

(d) Interests - negotiating for profit, terminating early/late

3. Medium & Addressing - one -one vs one-many vs broadcast

4. Coordination - concerning aspects:

(a) React sync/async?

(b) Turn taking?

(c) React to all messages or only where addressee is present?

(d) How to they react?

5. Termination - when should the dialogue end? Some concerns:

(a) In negotiation or persuasion - does dialogue end when everyone is satisfied?

(b) Who determines termination?

6. Properties - these are very contextual, but some examples:

(a) Can we guarantee that an inquiry dialogue protocol will deliver the answer

if the union of all the knowledge of the parties in the dialogue would be

enough to derive this answer?

(b) A protocol only reveals information to participants that they need to know

in order to respond or whether information is released that parties would

rather not divulge if not needed.

(c) Guaranteed termination?

7. Internal operation - Any extra properties, such as some responses being much

more suitable than others given the group setting?
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Figure 2.9: System Agent Appropriateness Codes [14, 15] for labeling each utterance
for response appropriateness.

For task-based multi-party systems, Traum et al [14, 15] present the following

measures to keep in mind:

1. User satisfaction - were the users satisfied with the outcome of the group

negotiations? Have all participants been able to express their needs and make

meaningful comparisons based on the discussions?

2. Intended task completion - did the dialogues aid in completing the intended

task? Were all participants able to express their intentions?

3. Recognition rate - were the addresses recognized well? Similarly, were the

dialogue acts, domain concepts, and intent classification?

4. Response appropriateness - were the interactions natural in the context of

the conversation? For example, rejections and negotiations might be appropri-

ate in a negotiation or persuasion setting. They propose an annotation scheme

for this evaluation in particular, presented in Figure 2.9.

Traum et al [292] also present a framework modeled on their SASO-EN corpus [139],

which focuses on virtual human interactions with a few text-based components. They

describe a real-time system which can similarly incrementally listen, interpret, under-

stand, and react to what someone is saying, based the Listener Feedback Model [293].

The components related to text that their system consist of are: 1) speech recognizer

which provides word-by-word transcripts with confidence scores using PocketSphinx

[294], 2) Natural Language Understanding (NLU) and meta-NLU component which
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produces semantic representations and predictions of final meaning and can handle

partial recognition [295, 296, 297, 298], 3) dialogue manager [299] and domain rea-

soning [300, 301] which can update state and calculate communicative intentions.

Perhaps the most interesting component is one which focuses on participant roles -

it finds the conversational role for the participants (such as active-participants, over-

hearer etc), and the utterance role (such as speaker, addressee etc) using algorithms

based on previous work [302, 303]. However, evaluation is reserved for future work.

The DSTC8 Track 2 (NOESIS II) [304] sets up a benchmark for response selection

in multi-party conversation [291]. The approach focuses on building systems based

on the Ubuntu IRC dataset [305]. The task defines the input as (context, candidates

for response+speaker pair) and the output as (selected response+speaker pair). Since

this is effectively a classification task, evaluation for the task uses recall and mean

reciprocal rank along with precision, accuracy and F-scores for sub-tasks.

This task brings to fore the fact that most of the core tasks within multi-party

conversations could be formalized as classification tasks for automatic evaluation.

However, as discussed above [13, 14, 15], there is also the need to consider the prop-

erties introduced by multi-party participation, and there is a need to work towards a

more holistic evaluation benchmark.

2.9 Discussion

This survey motivates the need for future work in multi-party conversation model-

ing by looking at the various challenges posed when multiple participants take part in

the conversation. We detail the corpora which contain multi-party conversations, and

further discuss data collection methods and annotation tools as a reference for future

data collection in this area. We then present the various qualitative approaches taken

towards studying tasks within multi-party conversation modeling. We tie together

various research directions which have focused on tasks within multi-party conversa-

tion modeling, as well as end-to-end systems which either utilize the components from
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task-specific models or attempt end-to-end modeling. Lastly, we motivate the need

for further research in multi-party conversation modeling by looking at the various

applications that multi-party conversations have already contributed to. Further-

more, we discuss evaluation considerations that need to be made to take challenges

pertaining to multi-party conversations into account.

Multi-party corpora have thus been collected in multiple ways, and have differing

properties which could be useful for different kinds of modeling. Unscripted spo-

ken corpora are increasingly collected in the formal domain, and there is a need to

ethically collect informal, spontaneous conversations. Scripted corpora are becoming

increasingly available especially as movie and TV transcriptions. For written cor-

pora, social media platforms have become significant sources of data, however there

is a need to be able to collect these with the required properties and format them

towards modeling tasks. With all these categories, there is still a need towards col-

lecting datasets which contain properties such as interlocutor persona, overhearers,

conversational environmental conditions, etc.

Approaches for modeling multi-party conversations have thus utilized statistical

and neural approaches. It is interesting to note that approaches take both routes -

modifying two-party systems and building multi-party systems specifically. However,

there is a need to focus further especially on open-domain dialogue generation for

multi-party dialogue as modes of conversation evolve with time (as evidenced in light

of the COVID-19 pandemic when most communication had to evolve towards utiliz-

ing the internet and the main mode of communication for personal as well as work

communication). From the system type point of view, most research has focused on

active type systems, specifically more so on active-simulative type systems. This is

probably in direct correlation with the multiple challenges that multi-party conversa-

tions introduce, and how they compound towards making AI participation difficult -

replacing a present participant seems an easier goal to achieve, compared to creating
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a new participant, since the data for training a model already exists. Applications

for all system types have been shown to be useful (Section 2.7).

Concurrently, there is a need to contribute and study more recent corpora with

MPC, especially written corpora, which can provide more insights into evolving trends

in language and usage in group-based communication. We discuss this need further

in Chapter 3, and contribute a mock social media platform towards tools for data

collection.

Given that the presence of multiple participants have been shown to affect response

generation, there is a need to study the effect of user properties such as persona on

the same. We study this and present our findings in Chapter 4.

Additionally, there is a need for an evaluation benchmark that could take multi-

party specific challenges into account which would allow better comparisons across

existing and future research. We discuss the evaluation considerations towards MPC

in Chapter 5 for a better understanding of progress in this area, and discuss short-

comings which need to be overcome.



CHAPTER 3: Corpora for Multi Party Conversation Modeling

3.1 Introduction

Existing corpora for multi-party conversations span the range of informal and for-

mal corpora, with spoken corpora being more prevalent than written corpora (Section

2.3, Table 2.3). Our survey [182] finds that this property is similar when compared to

previous surveys (which cover mainly two-party corpora) [306]. However, the nature

of multi-party conversations is more prevalent on the personalized web, and thus social

media sites and forums (such as Twitter [138], Reddit [131], and Ubuntu IRC [129])

can to be great data sources towards building MPC corpora, as evidenced in Figure

2.3. Additionally, we aim to collect more features which could help further research

in multi-party conversation modeling, such as persona attributes for the users.

While there is no lack of freely available written text with the advent of the per-

sonalized web, there are limited corpora that have been extracted from these sources.

Additionally, the limitations of available data are exacerbated by the lack of relevant

information, which makes it difficult to utilize them for MPC modeling. Most of these

existing written corpora come from specific research efforts which aim to produce

multi-party conversation corpora, since building corpora often requires processing to

ensure presentation in a suitable format for modeling tasks (Speaker Identification,

Addressee Recognition, Response Selection/Generation). The need for research stems

not only from the need to obtain consent to record data and maintain the privacy of

the participants, but also from the ever-changing nature of the platforms which host

the data and the requirements to comply with their Terms of Service.

One way to satisfy this need is to introduce mock platforms which allow more

control over permissions as well as data collection. Several efforts have been made
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in this area, towards both synchronous [82] and asynchronous [307] tools for written

corpora.

Thus we introduce Community Connect - a mock social media platform with a user

interface similar to Twitter, which has been shown to be the most popular platform

for academic research [308]. In addition to providing basic data collection features

(posts, replies, reposts, likes, etc), the platform also provides group-based divisions.

This means that each user belongs to a specified group, and allows for “bridge” users

who can help posts to travel across groups. This important property lends to two

main features which are important for MPC - 1) tracking the “overhearers” since

the audience for each conversation is known to everyone who posts something on

the platform (via the Connections pane) and 2) understanding how users with similar

ideologies can respond differently when the audience has different properties (e.g. how

being in a homogeneous liberal group vs in a heterogeneous liberal + conservative

group affects what people post).

We also describe our data collection efforts from user studies conducted via Com-

munity Connect. We make the code utilized for converting this data into a formatted

dataset (which contains properties similar to the Ubuntu Chat corpus [79] as de-

scribed by Hu et al [174]) publicly available. We describe how the format relates to

the information which we collected via Community Connect, and statistics of our final

dataset. Our final dataset is a formatted version of the data collected via Commu-

nity Connect. Along with this, we also contribute persona attributes which were 1)

collected separately via user surveys and 2) generated via zero-shot prompting based

on user behavior (Section 3.5.2).

3.2 Motivation

There have been several projects developed to conduct computational social science

experiments that emulate existing social media platforms. We surveyed 11 projects

publicly available on Github and in published articles, summarized in Table 3.1.
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Table 3.1: Comparison of repositories and projects of existing mock social media
platform from Github as of Mar 2021.

Platform Name Similarity with mainstream platforms Last Updated

Social Lab [309] Facebook 2014
YourNet [310] Twitter 2017
Fireblogger [311] Twitter 2017
Teal [312] N/A 2017
AntiSocial [313] Facebook 2018
FaceBird [314] Twitter 2019
Truman [307] Twitter 2019
iSocial [315] Instagram 2020
Friend.ly [316] Combination 2020
Bloom [317] App 2020
Spruce [318] Facebook/Google+ 2020
Community Connect [153] Twitter 2021

Most existing work had complete projects with documentation in their Github

repositories. Several platforms had a look-and-feel similar to Twitter, while there

were a few with similarities to Facebook, Instagram, or a combination of various

platform interfaces. The repositories were also up-to-date; while several had not been

updated within the last year. However, one key functionality - the ability to put

users into specific groups that allow limiting the kind of interactions that are possible

within and outside the groups - was missing from all existing platforms.

This key drawback motivated the need to develop our own social media platform.

To the best of our knowledge, Community Connect is the only platform to design ex-

periments of controlled information flow across groups through bridge nodes. While

we emulate the look and feel of Twitter, we did not reverse engineer any of its func-

tionality, and instead provide our own representation of structured data that can be

collected from Community Connect.

We built Community Connect to facilitate data collection within a controlled en-

vironment, and allow more control over defining groups that will interact with each

other. Thus, not only is the platform able to collect multi-party corpora, but it is

also able to study how content from travels from one disconnected group to another

through bridge users, i.e. users that are members of both groups [319]. What moti-
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vates bridge users to share content and how does it affect the members of the groups

they belong to, as measured by their engagement (e.g. likes, shares)? Our work thus

makes several salient contributions:

1. Community Connect is an open-source platform, modeled after Twitter, the

most popular platform for academic research [308], to make it easy to use for

participants.

2. The code is designed to be customizable and scalable, enabling the research

community to adapt it easily.

3. Researchers can limit user interactions based on group access, such that mem-

bers of one group may not access posts from groups to which they do not belong.

3.3 Platform Overview

We discuss details about the platform which serve as additional documentation

towards understanding how to utilize and modify it. We keep MPC corpora collection

guidelines [182] in mind while we create the platform.

3.3.1 Technical Implementation

We utilize the MEAN stack - MongoDB [320] for storing data, ExpressJS [321] and

NodeJS [322] for server-side script writing and building APIs, and AngularJS [323] for

building the user interface which participants interact with. The MEAN stack [324] is

a popular framework to build applications on, since the entire web application utilizes

the JavaScript language.

The main service is hosted on an Amazon EC2 instance. We use a load balancer

in front of the main service to make the service scalable and consistent. The data

is organized by (a) user collection, which contains user information including which

group they are a part of; (b) feeds collection, which contains all the posts made by

each user along with metadata such as timestamp and the engagement fields (number



69

Figure 3.1: Main interface of the Community Connect social networking platform
and key features that are supported, including posting, reposting, quoting, liking,
and replying.

of likes and replies a post has received); and (c) the conversation visibility collection,

which records the initial visibility as to which post is visible to which group. It also

maintains records of how the visibility of each post changes when it travels across

group via bridge users. An additional notification collection records important actions

such as replies to provide functionality for a seamless user experience for referring to

posts.

3.3.2 Interface Design

Figure 3.1 shows the main interface of Community Connect, which has been de-

signed to emulate the affordances of the popular social media platform, Twitter.

Participants have the ability to post images and emojis along with their text content.

They can also interact with content by liking the post, sharing the post as-is (repost-

ing), sharing the post while adding their own thoughts on it (quoting), or replying to

the post. The user profile information is found on the left-most pane, including their

user name (purple_rain) which opens up a page to change their password should they
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wish to do so. This pane also includes a Notifications section, where notifications for

engagement on the user’s posts can be found and clicked on for easier post naviga-

tion. Messages can be liked, shared, quoted, and replied to, as seen in Fig 3.1. On

the right-most pane, the user is able to see all the other users they are connected to,

which could belong to one or more groups. This allows a user to navigate to the posts

made by a specific user easier. Since each user is only connected to defined groups,

they can see who the people they can respond to regularly are, using this pane.

3.4 Data properties captured via Community Connect

Community Connect stores the following data to gain research insights:

1. Outcomes: Information about likes, reposts, replies, and quotes for each post.

These types of outcomes have been widely used to study information contagion

and cascade behavior in the research community [325, 326]

2. Images: Image data, along with the linguistic content of the posts can be used

to study multi-modal communication aspects [327]

3. Emojis: As emoji use has increased on social media platforms, the need to

analyze emoji use and how it correlates with language use has also grown [328].

4. Conversation Threads: This functionality allows analyses of conversations,

similar to those made possible from Reddit discussions [329]

5. Bridge Users: Posts can become available across groups only when a bridge

user who belongs to two groups interacts with them. This allows the controlled

study of information contagion [330].

The conversation structure for the data collected is shown in Figure 3.2. Original

posts form level 0 of the hierarchy. Any posts which are replies, reposts, or quotes

on level 0 become level 1. Replies on level 1 become level 2, and so on - forming

the tree of posts belonging to a conversation thread within the multiple co-occurring
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conversations on the platform. In Community Connect, we utilize three main alphanu-

merically encoded identifiers - the “post_id”, “parent_id” and “conversation_id”. The

“post_id” is a unique ID for each post. The “parent_id” is null for level 0, but stores

the “post_id” of the parent of each post level 1 onward. The “conversation_id” is the

same as the “post_id” for level 0, and each interaction on level 0 carries the same

“conversation_id” as the parent. Thus, the “conversation_id” allows us to separate

each conversation thread, and the “parent_id” allows us to reconstruct it by looking

at the parent.

Figure 3.2: Thread structure of various kinds of posts via data captured in Community
Connect. These could be potentially carry different topics within a substructure.

The ability to extract the conversational structure easily from all data captured on

the platform allows for creating datasets that are rich not only in content, but also

in the necessary metadata for solving tasks such as disentanglement and thread man-

agement. These properties are crucial for conversational AI systems to understand

the ongoing conversation, especially since MPC often display multi-turn utterances

and a model would need to understand the context of such a conversation via disen-

tanglement to participate meaningfully [176]. Data from Community Connect also
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contains metadata of the various threads that can arise within a conversation - not

just the direct replies as seen in Figure 3.2 “L1 - Reply”, but also spin-off conversa-

tions such as those in “L1 - Repost” and “L1 - Quote”. Since Community Connect has

similar affordances to Twitter, “reposts” can be used to express a direct and strong

agreement, and “quotes” can be used to express an opinion on the original post.

Thus we have been able to utilize Community Connect in constructing feature-rich

datasets for MPC modeling. The dataset creation process towards MPC modeling is

described further in Section 3.5.

Table 3.2: Data collection statistics - Race is white (W) or minority (M); Gender is
Female (F), Male (M), Other (O); Leaning is conservative (C), liberal (L), Indepen-
dent (I). These categories have been crudely simplified for modeling.

Exp 1 Exp 2 Exp 3

Time Apr 2021 Oct 2021 Mar-Apr 2022
Race 80% W, 20% M 77% W, 23% M 81% W, 19% M
Gender 50% F, 49% M, 1% O 57% F, 42% M, 1% O 52% F, 47% M, 1% O
Leaning 51.5% L, 42.5% C, 6% I 42% L, 41% C, 17% I 51% L, 44% C, 5% I

3.5 Dataset creation for MPC modeling

We simulate a mock social media network environment for collecting data to enable

the observation of users in differing environments. We collect data over 3 distinct ex-

periments to ensure diversity in the topics being discussed, following guidelines listed

in [182] towards dataset creation, and make sure to remove personally identifiable

information (PII) before utilizing the dataset.

3.5.1 User Experiment Setup

Much of our data collection efforts were underway during the COVID-19 pandemic,

and our efforts to ensure equitable distributions in our participant pool were difficult

(Table 3.2). Moreover, many conversations on the platform tended to focus around

this topic. A larger team comprising of interdisciplinary researchers was involved to

ensure good participation on the platform that reflected the behaviors observed in
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Instruction: Classify User1 into one of the 4
categories as defined below:
Spectators: <definition>
Expressors: <definition>
Avoiders: <definition>
Suppressors: <definition>
User1: I still don’t think we should have to have proof
of vaccinations to go anywhere, when masks were supposed
to be working all along.
User2: You already need proof of several other
vaccinations in order to attend school, go abroad, or
work in certain fields.
User1: That is true but this is slightly different,
it’s too new for some

Figure 3.3: An example of the zero-shot prompt for flan-t5-xxl to generate behavior
annotations for each user.

emotional firestorms.

Utilizing Community Connect [153], we construct a structured social network, with

roughly 15 sub-groups within the network. Each group is designed such that it is either

heterogeneous or homogeneous - heterogeneous groups have a good mix of liberal

and conservative leaning users (50-50), whereas homogeneous groups have an overall

liberal or conservative leaning (80-20). The social network is then connected via bridge

users, which connect groups in differing ways, such as connecting a heterogeneous

group to a homogeneous liberal leaning group. Qualitative findings of this study are

a separate effort and being conducted along with the interdisciplinary team.

To ensure the privacy of our participants, all participants are assigned fictitious

names generated with a random name generator. We also assign fictitious email IDs

to each participant, based on these generated names, via which they can log in to the

platform. The password is selected by the participants themselves, which ensures that

only that participant can login to their account. Once our dataset collection is com-

plete, the personas are assigned to each participant, and any remaining identifiable
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information is removed from the dataset.

Utilizing a mock social media platform allows us to gather the data with explicit

user consent, and allows us to gather information about their race, gender, and lean-

ings without PII, which enabled us to create a metadata-rich resource towards multi-

party conversation modeling.

3.5.2 Social Media Behavior Categories and Annotation Methodology

One of the motivations for our study was to study how providing persona inputs

can allow for response generation tailored to a specific behavior for participating in

the MPC. We focus on 4 main categories of behaviors that are observed during an

emotional firestorm - Spectators, Expressors, Avoiders, and Suppressors [331].

Table 3.3: User behavior annotation statistics - first generated automatically using
flan-t5-xxl, then manually checked for accuracy, and corrected.

Exp Total Annotated by Behaviors

No. Users Avoiders Expressors Spectators Suppressors

1 121 flan-t5-xxl 7 62 41 11
Manually corrected 18 76 19 8

2 140 flan-t5-xxl 7 70 46 17
Manually corrected 12 91 23 14

3 182 flan-t5-xxl 10 102 66 4
Manually corrected 23 111 38 10

Spectators are defined as participants who prefer to observe emotional conversations

unfolding. They utilize social media as a place to obtain information from or a place to

keep in contact with family and friends not share firestorm content. Expressors tend

to utilize social media to seek, process, and express emotions. They find the spread

of emotions to be a positive goal in and of itself, and often can be seen to spread

content based upon its connotation of being “powerful” or because it “needs to be

heard.” Unlike the next two groups they are much less likely to seem to even consider

that social media is any different a place to engage in firestorm content than a real

world conversation. Avoiders are discerning and cautious in their emotion sharing
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on social media. They prefer to discuss difficult topics but mainly share content

they find positive, unifying, or productive. Suppressors suppress overly emotional

content on social media during a firestorm. They view intense emotion expression

on social media (and hence Expressors’ posts) as orthogonal to productive discourse.

Critically, instead of avoiding emotional social media content like the Avoiders, they

actively engage in discourse with Expressors by attempting to advance facts and

advocate for suppressing the emotion expression.

We utilize a zero-shot prompting strategy to obtain automatic annotations for

the typical behavior of each user based on the conversations they participate in.

The flan-t5-xxl model [332] is utilized for generating the annotations since it has

been shown to be effective for instruction based classification tasks [333]. The zero

shot prompt consists of an instruction, an example of which is provided in Figure

3.3. We experiment with variations of the prompt, most notably trying to generate

annotations for all users in the conversation at once, but find that the model performs

more deterministically when the users are explicitly mentioned in the prompt, making

it easier to collect all annotations.

Once the annotations are generated for each user in the dataset, they are manually

checked for accuracy by 2 annotators. On average, they find 70.1% annotations

reflect the user behavior well, whereas 29.9% annotations are modified to reflect user

behavior better. The statistics for the annotations for each category are provided in

Table 3.3. It is worth noting that Expressors form the clear majority of behaviors in

our experiments, whereas Suppressors are fewer in number. Most users classified as

Avoiders did not post much during the entire experiment, whereas those classified as

Spectators preferred engaging with non-political content.

3.5.3 Dataset format for MPC modeling

The fields in Community Connect allow us to compute and format our dataset to

resemble the format of the Ubuntu Chat corpus [79] as described by Hu et al [174].
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Table 3.4: Input fields required for modeling, and how they were derived from the
dataset collected via Community Connect. We introduce the persona fields using
survey outcomes and manually corrected annotations generated using flan-t5-xxl.

Input field for
modeling

Description Field from Community Con-
nect

context All utterances in the conversa-
tion, other than the utterance
to be generated

Text from body of posts, except the
one to be generated

relation_at List of lists which describes
how each context utterance is
related to its parent in the con-
versation graph

Determined by computing the ut-
terance_turn based on parent_id
and feed_id

ctx_spk Relative IDs of the speakers of
the utterances in the context

Determined by taking the
user_handle of all the speak-
ers in the context, and computing
their user ID for the conversation

ctx_adr Relative IDs of the addressees
of the utterances in the context

Determined by taking the
user_handle of all the addressees
in the context, and computing
their user ID for the conversation

answer Utterance to be generated Text from body of posts to be gen-
erated

ans_idx The position of the node where
the response will be added into
the graph

Determined by computing the ut-
terance_turn based on parent_id
of the utterance to be generated

ans_spk Relative ID of the speaker of
the utterance to be generated

Determined by taking the
user_handle of the speaker of
the utterance to be generated, and
computing their user ID for the
conversation

ans_adr Relative ID of the addressee of
the utterance to be generated

Determined by taking the
user_handle of the addressee
of the utterance to be generated,
and computing their user ID for
the conversation

ctx_spk_persona List of personas for each
speaker in context

Compiled from user survey and
manually corrected annotation
generated using flan-t5-xxl

ctx_adr_persona List of personas for each ad-
dressee in context

Compiled from user survey and
manually corrected annotation
generated using flan-t5-xxl

ans_spk_persona Speaker persona of utterance
to be generated

Compiled from user survey and
manually corrected annotation
generated using flan-t5-xxl

ans_adr_persona Addressee persona of utterance
to be generated

Compiled from user survey and
manually corrected annotation
generated using flan-t5-xxl
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Table 3.5.3 lists each of the fields utilized for conversation modeling [174, 12, 16], and

describes how each of these fields was computed from the data storage tables utilized

in Community Connect. The persona related fields are introduced by us, and these

fields store the persona properties for each utterance’s speaker and addressee in a

similar format to how the speakers and addressees themselves are stored.

3.6 Discussion

The collection, creation and annotation of this dataset has been a labor-intensive

project, and has yielded a metadata-rich resource. The statistics related to the content

of the dataset are presented in Table 3.5. The data from each experiment is collected

into a common dataset, of which 20% (521 conversations) is randomly sampled as

test data, 15% (313 conversations) is randomly sampled as validation data, and the

remaining 65% (1766 conversations) is used as training data. This dataset is available

upon request, with access contingent upon approval.

Table 3.5: Dataset statistics for data collected via Community Connect. Final format-
ted dataset contains aggregated data from all 3 experiments towards persona-aware
response generation.

Statistic Exp 1 Exp 2 Exp 3

Conversations > 5 utterances 550 563 720
Total no of turns 6384 5242 9845
Avg turns per conversation 11.61 9.31 13.67
Total no of tokens 97142 83995 144615
Avg tokens per turn 15.22 16.02 14.69
Avg tokens per conversation 15.71 15.55 14.34
Vocab size 9039 8520 11047
Total users 122 144 187
Avg users in conversation 6.55 6.75 9.41

We also observe that persona-based response generation models towards MPC mod-

eling utilize two-party conversations in research owing to the lack of datasets that pro-

vide persona features for conversations [334]. However, with the data collected with

Community Connect, each participant goes through an entry and exit survey which
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not only provides Informed Consent but also records their political leanings. Knowing

these properties, we are able to construct different naturally occurring property-based

groups (ex, homogeneous liberal groups with mostly left-leaning members, and het-

erogeneous groups with a balance of left- and right-leaning members). This allows

us to have significant metadata toward how different people can behave in different

environments online, and can help us understand how people audience design when

responding in groups with known properties, which is a part of future work currently

being conducted along with an interdisciplinary team.

These experiments and the resulting dataset further showcase the capabilities of

Community Connect, and how it can contribute meaningfully towards data collec-

tion for multi-party conversation modeling. We make Community Connect available

online, and also provide the scripts to process the datasets collected via Community

Connect to help with the creation of future feature-rich datasets.



CHAPTER 4: Persona aware Response Generation

4.1 Introduction

Conversational AI aimed toward generating utterances in a conversation has been

a focal point of academic as well as industrial research for a long time. Both retrieval

and generative strategies have been introduced in making this happen [335], with the

conversational setting being a bot and a user, with the bot giving a response to the

user’s prompt. However, this prior work is limited to two-party conversations. Re-

cently, there has been research focusing on MPC for response selection and generation,

detailed in Section 2.5.2. Considering the added challenges towards MPC modeling

(Section 2.2), there is a further need to explore the contributions that newer archi-

tectures such as Transformers and LLMs can make toward improving the response

selection and generation capabilities of MPC systems.

Additionally, engagement with conversational partners is one of the most important

traits for conversational agents [336]. Apart from being engaging, other traits that

are considered desirable for conversational agents include being consistent [31, 337]

and generating content that is affectively appropriate for the given situational con-

text [338]. Consistency in conversational agents has been addressed by incorporating

personality [31, 337]. We therefore propose utilizing persona attributes displayed by

the participants in a conversation towards response generation in MPC.

To this end, we study how user attributes such as race, gender, and behavior type

on social media (Expressors, Suppressors, Avoiders, and Spectators - refer to Section

3.5.2) might contribute towards generating responses that are more relevant, helping

the conversation along by participating in keeping with the persona attributes of

the responding user. We utilize HeterMPC [16] towards this task (Section 4.3), and
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investigate the performance with and without persona attributes. We evaluate the

model utilizing automatic and human evaluation strategies. We follow automatic

evaluation strategies similar to HeterMPC [16], adding human evaluations not just

for checking 1) relevance, 2) fluency and 3) informativeness of the response according

to HeterMPC but also appointing scores for 4) initiative-taking (to check whether the

response helps move the conversation along), 5) thread response appropriateness (to

check whether the response is relevant for the thread within the conversation), and

6) persona-relevancy (whether the response is relevant according to the speaker and

addressee personas). Our main contributions include:

1. Response generation models which take persona attributes into account for mod-

eling in two different ways - as an encoding concatenated with the utterance,

and modeled as nodes connected to the utterance in the graph

2. Human evaluation scores towards a better understanding of the model’s perfor-

mance for the multi-party conversation response generation task

4.2 Related Work

Investigations of how persona attributes might affect generation are very limited

for MPC modeling. Thus, we first begin with related work towards response gener-

ation in MPC modeling, then focus on persona-level datasets and existing work in

persona MPC modeling, and lastly we discuss the factors which motivated our model

evaluation strategy. We limit discussion to research focused solely on MPC modeling

- while the substantial work on persona related dialogue modeling is a motivation

towards our goal, we focus on the MPC modeling aspect since it is more central to

our goal.

Response Generation. Zhang et al [339] propose a tree-based model frame for

structure-aware group conversations, organizing the group conversation as a tree with

different branches involving multiple conversation threads. They utilize hierarchical
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encodings with the Seq2Seq encoder-decoder model [34] implemented with GRUs

[340]. They outperform approaches evaluated on two-party dialogue modeling with

the Ubuntu Corpus [79]. Liu et al [181] propose incorporating Interlocutor-aware

Contexts into Recurrent Encoder-Decoder frameworks (ICRED), leveraging an ad-

dressee memory mechanism to enhance contextual interlocutor information for the

addressee, predicting both speaker and addressee when generating responses. Com-

parison of ICRED with other research is difficult owing to evaluation on differing

datasets, but the authors find that it outperforms two-party dialogue models Seq2Seq,

PersonaModel [31], and VHRED [341] on their dataset. Hu et al [174] generalize exist-

ing sequence-based models to a Graph-Structured neural Network (GSN) for dialogue

modeling, using a graph-based encoder that can model the information flow. They

utilize the Ubuntu Corpus and find that GSN outperforms Seq2Seq and HRED [342]

(of which VHRED [341] is the successor), both trained towards two-party dialogue

modeling. Recently, [16] present HeterMPC, a heterogeneous graph-based neural net-

work for MPC response generation, with 2 types of nodes representing utterances and

interlocutors, and 6 meta-relations node-edge-type-dependent parameters to charac-

terize the heterogeneous interactions. The model architecture uses Transformers [343],

with evaluation over the Ubuntu Corpus which outperform Seq2Seq [34], Transform-

ers, and GSN by a statistically significant margin. We base our model architecture on

HeterMPC owing to its performance as compared to previously proposed approaches

to model persona-level attributes (details in Section 4.3).

Modeling persona attributes. Persona related research in MPC modeling is

limited, with PersonaTKG [344] being the only model proposed towards this end to

the best of our knowledge. They utilize hierarchical encoding, with the utterance en-

coder consisting of word-level and sentence-level encoders with bidirectional GRUs.

They utilize utterance and persona nodes, with the dialogues concatenated to repre-

sent a vertex in the graph. The edges model 3 relationships, between 1) an utterance
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and its reply (and vice versa), 2) between the persona of the speaker and all the

utterances that belong to the persona of the speaker, and 3) between utterances that

belong to the same speaker. The model is evaluated on HLA-Chat++ [345], a dataset

created by the authors, and compared with Seq2Seq, DialogueGCN [346], SIRNN [9],

and PostKS [347], outperforming the models (which are modified to include persona

representations to allow comparisons).

It is important to note that PersonaTKG follows a different modeling approach

than our main aim. Their modeling task includes persona tags which are both de-

tailed and laconic, with input consisting of persona descriptions for the speakers.

The model focuses on predicting the addressee and generating a contextual response,

whereas our aim is to provide speaker and addressee information as input towards re-

sponse generation. Additionally, PersonaTKG utilizes Graph Convolutional Networks

(GCNs), whereas HeterMPC (and thus our model) utilize Transformers and (hetero-

geneous cross) attention, which have been shown to be more effective for modeling

textual information [16]. A closer look at the dataset they utilize (HLA-Chat++)

also reveals that extracting relevant fields towards modeling is not straightforward

(refer to Table 3.4 for required fields), and scripts for calculating this are not pro-

vided, making it difficult to utilize the dataset towards our task. Furthermore, while

HLA-Chat++ is similar to our dataset in terms of informal conversations, it is a

scripted dataset, whereas our study requires a real-world unscripted dataset for open

domain conversation modeling.

Our search for MPC with persona-level attributes thus continues with a recent

survey on this topic [182], which lists two corpora which have the data we require for

modeling. One of these is the FriendsPersona corpus [124] and the other is the TEAMS

entrainment corpus [55]. FriendsPersona does not provide user level personas, and

TEAMS does not provide the explicit speakers and addressees of each utterance in

the conversation. Another corpus which could be useful is the PersonaChat corpus
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[337], however PersonaChat also does not have conversation level data, with defined

speakers and addressees, and personas for each utterances. Our modeling task requires

mentioning speakers and addressees, and each of their personas which are a constant

property of the user. This property is not available for these datasets - another reason

we chose to collect and create our own dataset. Further details on dataset collection

and persona attributes are discussed in Section 3.5.

4.3 Response Generation Model

Owing to the capabilities of HeterMPC [16] in regards to 1) response generation

from scratch, 2) modeling the MPC as a conversation graph and supporting the

generation of an utterance anywhere in the graph [174], and 3) support for utilizing

the attention mechanism and Transformer architecture for modeling [348], we utilize

HeterMPC as the base model. We add parameters which allow us to model personas,

and discuss the implications (Section 4.3.2). The format of the data includes providing

the speakers, addressees, and utterances as input to the model. The output of the

model is a response which is generated from scratch (a generation task, not a selection

task). Refer to Chapter 3 Table 3.4 for details of how we utilize the fields collected

via Community Connect and format them for modeling.

4.3.1 Background

Our main task is response generation for MPC modeling for informal conversations

which take place on social media platforms. We utilize HeterMPC [16] for this task,

owing to its suitability towards modeling aspects of multi-party conversations for our

task and availability on Github [349]. We also opt to utilize HeterMPC given its per-

formance towards modeling the Ubuntu Chat corpus [79] - a dataset with properties

similar to our persona dataset in terms of informal, asynchronous conversations, where

the speakers and addressee information is known. Formally, given the conversation

history and interlocutor information, we aim to generate r̄:
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Figure 4.1: An example of the structure of the conversation graph, as modeled in
HeterMPC [16] - modified to showcase the entire conversation structure and persona
attributes.

r̄ = argmax
r

logP (r|G)

= argmax
r

|r|∑
k=1

logP (rk|Gr<k) (4.1)

HeterMPC utilizes a graph-like structure to model conversation flow using the

DGL library [350]. An example of this is shown in Figure 4.1. The network utilizes a

heterogeneous graph with 2 types of nodes, one representing utterances and the other

representing interlocutors. The relationships between these are represented by 6 types

of edges (only 3 are shown in the figure for brevity) - reply, spoken-by, addressed-

to, and reverse direction edges for each (replied-by, spoken-to, addressed-by). The

calculations discussed below are showcased in Figures 4.3 and 4.4 which have been

modified to include persona information - details of which are in Section 4.3.2.
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4.3.1.1 Node Initialization

A heterogeneous graph G(V , E) is used to model the relationships between V nodes

(which are utterance M or interlocutor I type) with E edges. E = {ep,q}M+I
p,q=1 is the set

of directed edges, between nodes p and q. Six types of meta relations {reply, replied-

by, speak, spoken-by, address, addressed-by} describe the directed edge between two

graph nodes [351, 352]. If an utterance represented by node n replies another utter-

ance represented by node m, the edge en,m = reply and the reversed edge em,n =

replied-by. If an utterance represented by node m is spoken by an interlocutor

represented by node i, ei,m = speak and em,i = spoken-by. If an utterance repre-

sented by node n addresses an interlocutor represented by node i, en,i = address and

ei,n = addressed-by. In other cases, ep,q = NULL to indicate no connection between

nodes p and q.

Each node in HeterMPC is represented as a vector, with utterances encoded by a

[CLS] token inserted at the start of each utterance, and a [SEP] token inserted at the

end [250]. The Transformer architecture is utilized to encode and learn contextual

representations [343]. The calculation for an utterance at the l-th Transformer layer

is denoted as:

Hl+1
m = TransformerEncoder(Hl

m), (4.2)

where m ∈ {1, ...,M} and l ∈ {0, ..., L1 − 1}, L1 denotes the Transformer layers

for initialization, Hl
m ∈ Rkm×d , km denotes the length of an utterance and d denotes

the dimension of embedding vectors.

Interlocutors nodes are directly represented with an embedding vector, derived by

looking up an order-based interlocutor embedding table [178]. Since the order of each

interlocutor is determined relative to their utterance in a given conversation, there is

no need to learn representations separately for each user in the conversation, and the
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order-based learning can be used across train, validation, and test sets.

4.3.1.2 Node Updating

Node representations are updated by feeding them into the built graph for absorb-

ing context information [353, 354, 355]. Heterogeneous attention weights between

connected nodes are calculated and messages are passed over the graph in a node-

edge-type-dependent manner, inspired by introducing parameters to maximize feature

distribution differences for modeling heterogeneity [356, 357, 358, 348]. Node-type-

dependent feed-forward networks (FFNs) followed by a residual connection [359] are

employed to aggregate information. A Transformer layer is placed specifically for the

utterance nodes to update utterance encodings using graph information. L2 denotes

the number of iterations for updating both utterance and interlocutor nodes.

Heterogeneous Attention. Owing to the heterogeneous nature of the graph,

node-edge-type-dependent linear transformations are applied to node representations

before attention calculation so that the two types of nodes share similar feature dis-

tributions [357, 348]. If (s, e, t) denotes an edge e connecting a source node s to a

target node t, l-th iteration representations denoted by hl
s and hl

t. The heterogeneous

attention weight wl(s, e, t) before normalization is calculated as:

kl(s) = hl
sW

K
τ(s) + bK

τ(s), (4.3)

ql(s) = hl
sW

Q
τ(t) + bQ

τ(t), (4.4)

wl(s, e, t) = k(s)WATT
es,t q(t)

µes,t√
d
, (4.5)

where τ(s), τ(t) ∈ {UTR, ITR} distinguish utterance (UTR) and interlocutor

(ITR) nodes. Eqs. 4.3 and 4.4 are node-type-dependent linear transformations.

Eq. 4.5 contains an edge-type-dependent linear projection WATT
es,t where µes,t is an

adaptive factor scaling to attention. All W∗ ∈ Rd×d and b∗ ∈ Rd are parameters to
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be learnt.

Heterogeneous Message Passing. When passing the message of a source node

that serves as a value (V ) vector to a target node, node-edge-type-dependent parame-

ters are also introduced considering the heterogeneous properties of nodes and edges.

Mathematically:

vl(s) = hl
sW

V
τ(s) + bV

τ(s), (4.6)

v̄l(s) = vl(s)WMSG
es,t , (4.7)

where v̄l(s) is the passed message and all W∗ ∈ Rd×d and b∗ ∈ Rd are parameters

to be learnt.

Heterogeneous Aggregation. All source node messages need to be aggregated

for the target node:

h̄l
t =

∑
s∈S(t)

softmax(wl(s, e, t))v̄l(s), (4.8)

where S(t) denotes the set of source nodes. The summarized message h̄l
t is aggre-

gated with the original node representation hl
t [359] as:

hl+1
t = FFNτ(t)(h̄

l
t) + hl

t (4.9)

When stacking L2 iterations, a node can attend to other nodes up to L2 hops

away. The utterance node update at the l-th iteration is then compressed by a linear

transformation as:

ĥl+1
t = [hl

t;h
l+1
t ]Wcom + bcom, (4.10)

where Wcom ∈ R2d×d and bcom ∈ Rd are parameters to be learnt. ĥl+1
t replaces the

utterance representation of [CLS] (i.e., hl
t) in the sequence representations of the whole
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Figure 4.2: The decoder architecture of HeterMPC [16].

utterance. Finally, the updated sequence representations are fed into the additional

Transformer layer for another round of intra-utterance self-attention, so that the

context information learnt by the [CLS] representation can be shared with other tokens

in the utterance.

Decoder. The standard Transformer model is utilized to generate responses (Fig-

ure 4.2). The cross-attention operation over the node representations of the graph

encoder output is performed to incorporate graph information for decoding, followed

by a residual connection along with layer normalization. The representations for the

response to be generated are masked during training. L3 denotes the number of

decoder layers.

4.3.2 PersonaHeterMPC Model Architecture

We experiment with two different ways of modeling persona information towards

response generation. First, we study the effect of concatenating the speaker and

addressee persona attributes to each utterance. Next, we study how including the

speaker and addressee personas as graph nodes, and introducing edges to the utter-

ance nodes, affects response generation.
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4.3.2.1 Together with utterance encodings

Figure 4.3: PersonaHeterMPCconcat, derived from the HeterMPC model [16]. We
include persona attributes concatenated to utterance encodings explained in Section
4.3.2.1. The colors for the graph relations are coded similar to the relations showcased
in Figure 4.1.

We utilize HeterMPC to enable support for persona modeling towards response

generation in keeping with the speaker and addressee personas given as input for

the utterance to be generated. The updates made to the architecture are presented

graphically in Figure 4.3. The most notable changes are detailed below. Formally, the

response generation task in HeterMPC includes modeling the context utterances U =

{U1, U2, ..., Um}, where m is the number of utterances, speakers and addressees I =

{I1, I2, ..., In} where n is the number of interlocutor, and modeling the relationships

between each utterance Uk and interlocutors Ikspk and Ikadr as a graph. Our task is

to also model personas P = {P1, P2, ..., Pn} corresponding to each interlocutor in the

conversation. The goal is to generate response Y = y1y2...ys based on context and

persona set, where yi denotes the word generated in each step.

Persona encodings. Both speaker and addressee personas are provided as inputs
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along with the response generation task. The beginning and ending of the personas

are marked with the [CLS] and [SEP] tokens, to indicate separate sequences. The

encoding for the personas is then padded with the [PAD] token to fit the maximum

persona length hyperparameter - similar to how the utterances are encoded towards

node initialization.

Encoder & Decoder Inputs. The input encodings for the encoder contain the

speaker persona encoding, addressee persona encoding, and the utterances encoding.

The input thus changes from being the encoded context H = {hu1, ...} to also includ-

ing the persona attributes H = {(pu1spk, pu1adr, hu1), ...}. Inputs to the decoder for

generation consist of the a concatenated vector which includes the speaker persona,

addressee persona, and the [BOS] token D = {pansspk, pansadr,[BOS]}. The decoder

attention mask is updated to reflect this change, so that the decoder will attend to

the personas while generating responses. The computation for loss is updated to re-

flect the persona inputs by marking their positions with tokens indices set to [−100],

thus not including the inputs towards calculating the loss for training the response

generation model.

4.3.2.2 Modeled with new graph nodes and edges

We also experiment with creating persona graph nodes and edges that model the re-

lationships of speaker and addressee personas to an utterance. In our case, given a set

of M utterances, I interlocutors, and K overall sets of possible personas, a heteroge-

neous graph G(V , E) is constructed. Specifically, V becomes a set of M+I+K nodes.

E = {ep,q}M+I
p,q=1 is a set of directed edges. Each edge ep,q describes the connection from

node p to node q. We introduce four new meta-relations for persona connections,

namely {utt-to-spk-persona, spk-persona-to-utt, utt-to-adr-persona, adr-persona-to-

utt} along with the six meta-relations for utterance and interlocutor edges. If an

utterance represented by node n is spoken by an interlocutor whose persona is rep-

resented by node s, en,s = utt-to-spk-persona and es,n = spk-persona-to-utt. If an
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Figure 4.4: PersonaHeterMPCgraph, derived from the HeterMPC model [16]. We
include persona attributes concatenated to utterance encodings explained in Section
4.3.2.2. The colors for the graph relations are coded similar to the relations showcased
in Figure 4.1.

utterance represented by node n is spoken to an interlocutor whose persona is repre-

sented by node a, en,a = utt-to-adr-persona and ea,n = adr-persona-to-utt.

Node Initialization. The node initialization for utterance and interlocutor nodes

remains the same as in HeterMPC. For persona nodes, node initialization differs than

that of both utterances (modeled with Transformers encodings with bert-base-uncased

[250]) and interlocutors (indexed according to their speaking order, the embedding

vector is derived by looking up an order-based interlocutor embedding table). Since

our aim is to study how different speaker and addressee persona properties affect

response generation, the persona nodes are indexed globally over the entire dataset.

They are then initialized with a global lookup table, and modeled with an embedding

vector calculated on the basis of this value.

Node Updating. The overall model is shown graphically in Figure 4.4, nodes are

updated by feeding them into the built graph for absorbing context information [353,

354, 355]. As with HeterMPC, heterogeneous attention weights between connected

nodes are calculates and passed over the graph in a node-edge-type- dependent manner

[356, 357, 358, 348]. To aggregate information after learning source to target node

information, a node-type-dependent feed-forward network (FFN) [359] followed by a
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residual connection is employed. A Transformer is placed for utterance node to let

each token in an utterance have access to the information from other utterances. L2

denotes the number of iterations for updating both utterance and interlocutor nodes.

We introduce a new node type, and thus follow the strategy of node-type-dependent

linear transformations before attention calculation so that the nodes share similar fea-

ture distributions [357, 348]. The attention weights are then learnt similar to equa-

tions 4.3, 4.4 and 4.5; with message passing as defined in 4.6 and 4.7; and aggregation

as defined in equations 4.8, 4.9 and 4.10; but for all 3 node types and 10 edge types.

4.4 Experiments

4.4.1 Response Generation Experiments

Much of the training hyperparameters were set similar to those of HeterMPCBERT,

utilizing bert-base-uncased pre-trained weights [360], optimization with AdamW

[361], max gradient norm 1.0, layers for initializing utterance representations (L1) 9,

layers for heterogeneous graph iteration (L2) 3, and number of decoder layers (L3)

6. The maximum utterance length was 50, and the max persona length was set to

match this at 50. We also changed the batch size to 4, and the gradient accumulation

steps to 2 (owing to the dataset size). The validation set was used to select the best

model for testing. The decoding strategy was changed to sampling instead of greedy

decoding, and we experiment with different top_p and top_k values. All experiments

were run on a single A100 GPU. The maximum number of epochs was set to 30,

taking about 8 hours. We release our code to allow reproduction of our results.

We experiment with HeterMPCBERT (hereto referred to as HeterMPC in this work)

since our dataset size is much smaller than the Ubuntu Corpus, and the suitability of

BERT training towards our task. We also tried various learning rates, but found that

6.25 × 10−5 performed best. We aim to experiment with HeterMPCBART in future

work.
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4.4.2 Other strategies studied for modeling personas

We experiment with a few other strategies while training together with utterance

encodings - we experiment with (1) descriptive persona attributes, (2) using spe-

cial tokens such as [BOSP], [EOSP], [BOAP] and [EOAP] to demarcate the persona

sequences, and (3) randomly oversampling the dataset by a factor of 5, 10 and 20.

We find that the best strategy overall for modeling together with utterance encod-

ings is the descriptive personas. Descriptive personas are generated using a template.

For example, if the persona attributes of a person state “white female liberal

expressor”, the descriptive persona would translate to “ ‘I am a white female with a

liberal ideology. I usually prioritize emotional expression on social media, and view

it as a platform to share powerful and important content.” The descriptions for the

user behavior are similar to their definitions (refer to Chapter 3 Section 3.5.2). We

report evaluation metrics with this strategy for modeling with utterance encodings

in Section 4.5.

Using persona special tokens ([BOSP], [EOSP] for beginning and end of speaker

persona, [BOAP], [EOAP] for beginning and end of addressee persona), we find that

generations rank well on automatic evaluations. However, on closer look, we see that

many generations begin either in the middle of a sentence or with a period, and are

incoherent. We observe a similar issue with oversampling, and thus we do not pursue

generations with these experiments (2 and 3) further.

4.5 Evaluation and Results

To support comparisons in future work, we follow the evaluation strategies detailed

in HeterMPC [16]. Similar to previous work [174], we utilize the COCO evaluation

package [362] for BLEU-1 to BLEU-4, METEOR and ROUGEL. We also perform

human evaluation to measure 1) relevance, 2) fluency and 3) informativeness, along

with 4) initiative-taking to check whether the response helps move the conversation
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Table 4.1: Automatic evaluations for PersonaHeterMPC (PHMPC) compared to Het-
erMPC (HMPC) with different generation hyperparameters top_p and top_k - best
values for each are in bold text.

Model (top_p, Metrics

top_k) BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGEL

HMPC (0.9, 5) 12.091 4.967 2.558 1.701 5.076 9.377
PHMPCconcat (0.9, 5) 13.118 4.740 2.066 1.121 4.960 6.979
PHMPCgraph (0.9, 5) 12.784 5.834 3.697 2.859 5.338 9.013

HMPC (0.5, 5) 11.712 4.894 2.940 2.244 4.978 9.612
PHMPCconcat (0.5, 5) 11.305 4.358 2.068 1.285 4.594 6.574
PHMPCgraph (0.5, 5) 12.367 5.643 3.652 2.902 5.153 9.020

HMPC (0.9, 10) 11.747 4.696 2.727 1.993 4.869 8.263
PHMPCconcat (0.9, 10) 12.085 4.125 1.293 0.468 4.452 6.420
PHMPCgraph (0.9, 10) 11.856 5.009 2.861 2.036 5.052 8.244

HMPC (0.5, 10) 11.396 4.788 2.842 2.126 4.856 9.460
PHMPCconcat (0.5, 10) 10.533 3.809 1.616 0.961 4.509 6.678
PHMPCgraph (0.5, 10) 12.473 5.566 3.510 2.725 5.120 8.733

along, 5) thread response appropriateness to check whether the response is relevant

for the thread within the conversation, and 6) persona-relevancy whether the response

is relevant according to the speaker and addressee personas.

4.5.1 Automatic Evaluations

We present the results for three main response generation experiments in Table

4.1 - (1) the original HeterMPC model without persona information, (2) persona

information modeled along with utterance encodings - PersonaHeterMPCconcat, and

(3) persona information modeled as graph nodes with edges connected to utterance

nodes - PersonaHeterMPCgraph.

We find that PersonaHeterMPCgraph performs better in automatic evaluations.

We also utilize a few other combinations for hyperparameters, notably (top_p =

0.3, top_k = 10) which performs very well on automatic evaluations for HeterMPC.

However, upon a closer look, we find that many generations in these hyperparameters

end up being NaNs (around 14%). In comparison, most generations for the hyper-

parameters we report in Table 4.1 produce NaNs in a much smaller range (about
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5% to 7%). Thus, we include the generations obtained from these hyperparameters

combinations. Additionally, we recognize that these generations might be affected

by responses being images or gifs instead of text, and thus multimodal modeling for

multi-party conversations is a direction for our future work.

4.5.2 Human Evaluations

We conduct human evaluations on the (1) base dataset, and generations by (2)

HeterMPC, (3) PersonaHeterMPCconcat and (4) PersonaHeterMPCgraph towards 6

categories. In keeping with HeterMPC, we evaluate for relevance, fluency, and in-

formativeness. We additionally conduct human evaluations towards understanding

initiative-taking, thread relevance, and persona relevance. These metrics are defined

as:

1. Initiative-taking: We first ask annotators to rate whether initiative was needed

at the index where the response should go - for the reply to index of the response,

would it help to to say something in the response which helps the conversation

move forward? Then, we ask annotators to rate whether initiative was taken

by the response, and whether it helped move the conversation forward.

2. Thread relevance: We ask annotators to rate whether the response makes sense

as part of the conversation thread at the graph node where it should go.

3. Persona relevance: We ask for ratings for whether the response is suitable

considering the speaker and addressee personas in regards to user behavior.

We report the average ratings given by two annotators in Table 4.2. We find that

PersonaHeterMPCgraph performs comparable to HeterMPC on utterance-level mea-

sures (relevance, fluency, informativeness) and better on conversation-level measures

(initiative-taking, thread relevance, persona relevance). We also calculate Cohen’s κ

for interrator agreement, and find that most scores are either weak or chance agree-

ment. However, this agreement is also reflected for human ground truth evaluations.
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Table 4.2: Human evaluation scores (averaged) for evaluating ground truth (Human),
HeterMPC (HMPC) and PersonaHeterMPC (PHMPC) with utterance encodings and
graph based modeling.

Models Out of Human HMPC PHMPCconcat PHMPCgraph

Relevance 1 0.766 0.266 0.133 0.433
Fluency 1 0.966 0.566 0.233 0.466
Informativeness 1 0.8 0.166 0.033 0.000

Utterance-level avg 3 2.533 1.000 0.400 0.900

Initiative-taking 1 0.700 0.166 0.000 0.100
Thread relevance 1 0.733 0.233 0.133 0.366
Persona relevance 1 0.733 0.366 0.266 0.466

Conversation-level avg 3 1.466 0.600 0.400 0.833

This points to the possibility that the annotation task is highly subjective, and thus

we report the average scores. Along with the automatic metrics, we hope the average

scores can provide some insight into how the models perform towards the persona-

aware MPC response generation task. To further investigate the performance, we

conduct case studies on all models and study the outputs generated manually.

4.5.3 Case Studies

We conduct two case studies, with one conversation less politically charged (Table

4.3) and one more politically charged (Table 4.4). In both conversations, we find that

there are issues with fluency and grammar especially for PersonaHeterMPCconcat.

Both HeterMPC and PersonaHeterMPCgraph perform better in this regard.

We also change the speaker persona in regards to the social media behavior of the in-

tended response to check whether the responses generated by PersonaHeterMPCgraph

perform well in keeping with it. We see that the generations vary with the speaker

persona, and reflect the speaker persona well. Especially in Table 4.4, we can see that

this property of PersonaHeterMPCgraph is reflected in keeping with the political and

thus emotional charge of the conversation as well as the speaker persona.

Thus we find that our work provides a baseline for modeling persona-aware response

generation towards open domain MPC modeling. There are limitations and future
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Table 4.3: Case study 1 for comparing ground truth, and generated responses by
HeterMPC (HMPC) & PersonaHeterMPC (PHMPC).

Speaker Addressee Utterance

ID Persona ID Persona ID Parent ID Text

1 white female conser-
vative avoider

-1 - 0 - just finished midnight mass on netflix!
amazing show!

2 white male conser-
vative expressor

1 white female conser-
vative avoider

1 0 haven’t seen it. what is it about?

3 white female liberal
expressor

1 white female conser-
vative avoider

2 0 right? if you haven’t watched mike flana-
gan’s other netflix shows (haunting of hill
house, haunting of bly manor) i recom-
mend checking them out. he’s so good at
twisting human drama/tragedy with su-
pernatural elements, and his shows are
beautifully shot.

4 white female conser-
vative expressor

1 white female conser-
vative avoider

3 0 pray for our country while you sleep
soundly in your fantasy land

5 white female conser-
vative avoider

2 white male conser-
vative expressor

4 1 it is about a small island and a church
there and has some sci fi elements. i
don’t want to give away the plot twists.:)
(Human)

5 white female conser-
vative avoider

2 white male conser-
vative expressor

4 1 i love this! (HMPC)

5 white female conser-
vative avoider

2 white male conser-
vative expressor

4 1 .’ll be a good. (PHMPCconcat)

5 white female conser-
vative avoider

2 white male conser-
vative expressor

4 1 it’s really nice. (PHMPCgraph)

5 white female conser-
vative expressor

2 white male conser-
vative expressor

4 1 . (PHMPCconcat)

5 white female conser-
vative expressor

2 white male conser-
vative expressor

4 1 it’s pretty scary. (PHMPCgraph)

5 white female conser-
vative spectator

2 white male conser-
vative expressor

4 1 is the time of the most of the time.
(PHMPCconcat)

5 white female conser-
vative spectator

2 white male conser-
vative expressor

4 1 i agree (PHMPCgraph)

5 white female conser-
vative suppressor

2 white male conser-
vative expressor

4 1 .’t have to me. (PHMPCconcat)

5 white female conser-
vative suppressor

2 white male conser-
vative expressor

4 1 i don’t have the right. (PHMPCgraph)
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Table 4.4: Case study 2 for comparing ground truth, and generated responses by
HeterMPC (HMPC) & PersonaHeterMPC (PHMPC).

Speaker Addressee Utterance

ID Persona ID Persona ID Parent ID Text

1 white male indepen-
dent expressor

-1 - 0 - when you can’t take a joke.... <link>

2 white male liberal
expressor

1 white male indepen-
dent expressor

1 0 this is a mix of toxic masculinity and
privilege (rich / famous) on display. the
joke was in poor taste - yes. but resort-
ing to violence to d̈efendÿour wife from a
joke. unacceptable. also, any other per-
son (not rich / famous) would have been
asked to leave / arrested.

3 white male liberal
expressor

1 white male indepen-
dent expressor

2 0 i can only hope that it was a staged event
and not real.

4 white female conser-
vative expressor

1 white male indepen-
dent expressor

3 0 which is why ricky gervais will probably
never host anything again.

5 white male liberal
spectator

1 white male indepen-
dent expressor

4 1 pathetic display by will smith (Human)

5 white male liberal
spectator

1 white male indepen-
dent expressor

4 1 i don’t think we have to see how he’re in
this is in a lot of the country. (HMPC)

5 white male liberal
spectator

1 white male indepen-
dent expressor

4 1 . is a lot of them. (PHMPCconcat)

5 white male liberal
spectator

1 white male indepen-
dent expressor

4 1 it’s not a good one! (PHMPCgraph)

5 white male liberal
expressor

1 white male indepen-
dent expressor

4 1 that’s right.. (PHMPCconcat)

5 white male liberal
expressor

1 white male indepen-
dent expressor

4 1 it’s not a lot of the same thing to be so,
but they are so it. (PHMPCgraph)

5 white male liberal
suppressor

1 white male indepen-
dent expressor

4 1 that’t....’s not just like a lot, i don’s
a lot of the same people who is.
(PHMPCconcat)

5 white male liberal
suppressor

1 white male indepen-
dent expressor

4 1 it’s just a lot of the real.
(PHMPCgraph)

5 white male liberal
avoider

1 white male indepen-
dent expressor

4 1 is the time to do. (PHMPCconcat)

5 white male liberal
avoider

1 white male indepen-
dent expressor

4 1 they are right! (PHMPCgraph)
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work needed towards realizing this goal more meaningfully, which we discuss in Section

4.6.

4.6 Discussion

We introduce a dataset with persona-level attributes towards multi-party conversa-

tion response generation. It includes attributes towards race, gender, political leaning

and social media behavior. We experiment with various strategies towards persona-

aware response generation for MPC, and find that modeling personas into the conver-

sation graph works best towards our task. Lastly, we conduct human evaluation in

keeping with known shortcomings in MPC evaluation (Chapter 5), and introduce new

albeit subjective methods towards gauging the effectiveness of persona-aware MPC

response generation.

Through our work, we find that persona-aware generation could indeed help to-

wards better MPC modeling. With multiple participants in the conversation, having

more information about their behavior could support an MPC model in generating

responses which are more relevant as it takes part in a conversation. Our work falls

into type 2 (active-simulative) systems (Chapter 2 Section 2.2). One future direction

in our work includes conducting research towards type 1 (active-additive) systems,

and our case studies (Section 4.5.3) prove that this work could be extended towards

this end by introducing new speakers that could participate in the same conversation.

There are many other future directions which could help further our aim towards

studying persona-aware MPC response generation. One of these includes experi-

ments with HeterMPCBART. Another involves experimenting with the number of

Transformer layers for initialization (L1), the number of iterations for updating both

utterance and interlocutor nodes (L2), and the number of decoder layers (L3). These

experiments are computationally intensive, and thus require time and resources to

complete, thus counting towards future work. They could potentially help mitigate

the effect of the difference in dataset size (the Ubuntu Chat dataset is significantly
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larger than our dataset - it is at least 50 times larger). Additionally, some data points

in our dataset contain images and gifs instead of text (around 5%). There is a need

to experiment with multimodal models towards modeling these conversations better.

These future directions also point to the limitations of our work. While we exper-

iment with oversampling towards accounting for the difference in dataset sizes, there

are other strategies which have not been investigated, such as utilizing cross validation

when finding the best model towards generation. Another major limitation is that

our experiments are conducted purely in English, and it is worth studying the effect

of persona-aware modeling for multilingual data (along with multimodal modeling).

We aim to conduct future studies towards overcoming these limitations.



CHAPTER 5: Evaluation for Multi Party Conversation Modeling

5.1 Introduction

There has been much discussion lately in the field of Natural Language Generation

(NLG) focusing on the need for evaluation benchmarks and standards, as evidenced

by the prolific literature focusing on the issues surrounding human evaluation [363,

364, 365, 366, 367], as well as recently proposed benchmarks [368, 369, 370, 371].

These are important and necessary debates - however, work has focused mainly on

two-party dialogue systems. Multi-party dialogue (MPC) systems, which aim to

model conversations between groups (>2 participants) have received less attention,

especially in the area of evaluation. Additionally, while there is existing work towards

modeling MPC, evaluation strategies are not consistent across existing literature,

making it harder to place the progress of the field. In the context of multi-party

dialogue (MPC), we discuss both automatic and human evaluation metrics used for

evaluating the three main sub-tasks described in detail in Section 5.2.

Thus, we foreground the challenges faced by the presence of multiple participants

in a conversation, and how this property affects the evaluation of systems that aim

to model group conversations. We present an expansion to the integrated taxonomy

(Table 5.1) [2]. We use [2] as a baseline owing to their extensive study of data-driven

and theory-driven error analysis, and the empirical validation of the proposed inte-

grated taxonomy drawn from both these error analysis paradigms [372, 373]. However,

we find that the integrated taxonomy does not account specifically for the challenges

faced by MPC modeling systems, and thus we propose an expansion specifically keep-

ing these challenges in mind.

We then draw attention to specific shortcomings of evaluation metrics utilized in
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existing work, such as the lack of consistent reporting within similar evaluation metrics

(such as Recalln@k), and the lack of public availability of the proposed methodologies,

making it harder to place the progress of the field even if an evaluation benchmark

is proposed. Thus, there is a severe gap toward a consistent evaluation framework in

Multi-Party Dialogue (MPC) which needs to be addressed. Our main contributions

include:

1. We propose an expanded taxonomy focusing on the specific challenges intro-

duced by multi-party dialogue, or group conversations (such as the need to

maintain speaker-specific context and recognize the proper addressees), and

provide examples for each newly introduced category.

2. We synthesize evaluation measures currently used in MPC research and relate

them to the expanded taxonomy introduced.

To study evaluation metrics in existing work, we surveyed over 338 research papers

in the field of MPC [42]. We obtained the initial pool based on a keyword search

for variations of “multi-party dialogue", with 258 papers focused on work in English,

and most of them published at *CL, LREC, and related conferences. The papers

included in this article include only those that (a) focus on the English language, (b)

include multiple speakers in the majority of conversations, and (c) which focus on text-

based approaches (thus excluding research that uses multi-modal cues towards the

aforementioned sub-tasks). This paper does NOT focus on multilingual corpora, or

approaches that solely focus on concepts such as speech recognition or synthesis. We

also limit discussion to research published within the past decade for a more relevant

understanding of the current progress in MPC modeling, and aim to build upon

limited prior work in MPC evaluation, which we discuss further in Section 5.3.3. With

this filtering, we find a total of 15 papers whose aim is one or more of the sub-tasks of

Speaker Identification, Addressee Recognition, and Response Selection/Generation.
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We first present an expanded taxonomy with error reporting drawn from the chal-

lenges presented in MPC [7] and [48], adding categories specifically relevant and

important towards MPC evaluation to the taxonomy [2]. Next, we observe the evalu-

ation metrics utilized in existing work in Section 5.4, whose error reporting strategies

we relate to the proposed expanded taxonomy (Table 5.1) and note the lack of eval-

uation for important categories.

5.2 Overview of Challenges in MPC Evaluation

Evaluation for MPC has often focused on specific sub-tasks that are integral to

the working of any conversational system participating in a group conversation. A

lot of existing research focuses either on one or more of the sub-tasks: 1) Speaker

Identification which concerns how an MPC chatbot is able to track the speakers for

each utterance as well as predict who the next speaker could be, 2) Response Selection

which concerns with the selecting the correct next utterance from a set of choices or

Response Generation which concerns with generating the next utterance from scratch

given the context of the conversation, and 3) Addressee Recognition which concerns

with being able to find the addressee(s) for the next utterance. All Speaker Identifica-

tion, Response Selection, and Addressee Recognition can be framed as classification

tasks (evaluation would need to check whether the correct participant(s) were chosen

from the group), whereas Response Generation requires evaluation metrics similar to

response generation for two-party dialogue. Recently, systems trained towards jointly

modeling one or more of the above tasks have been proposed, however as mentioned

before the evaluation strategies lack consistency, and require further thought. While

evaluating the classification could provide important indicators of the performance

of the dialogue model itself, robust evaluation is needed to understand how well the

system would perform in a real life setting. Some leading questions which venture

into this challenge faced by MPC systems include:

1. Is the system able to maintain long-term context from all participants in the
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group? Is the selected/generated response relevant to the prompt and the con-

text of the MPC participants while being grounded in the ongoing conversation?

(Pointing to the need for managing speaker information)

2. Is the system able to respond to every participant’s prompt, whether implicitly

or explicitly mentioned? Conversely, is it able to learn to not respond (yet

remember for context) to the relevant utterances? (Pointing to the need for

managing addressee information)

3. Does the system contribute towards making the conversation successful? This

success could be attributed to either making the conversation easier for the

group by providing information when needed, measuring the interactivity intro-

duced by the presence of MPC dialogue systems, and helping the group achieve

the objective which led to the conversation. (Pointing to the need for evaluating

appropriate timing and thread management abilities)

Keeping these challenges in mind, we present an expansion of error reporting cat-

egories which would be the first step toward accounting for the performance of a

system that operated in the multi-party conversation. We briefly summarize the er-

ror reporting taxonomy for dialogue agents [2], and then discuss how the expansion

accounts for errors specific to multi-party dialogue in Section 5.3.

5.3 Expanded Taxonomy of Errors for Multi Party Conversation

Recently, an integrated taxonomy of errors in chat-oriented dialogue systems (Table

5.1) was introduced [2]. Their work focuses on responses given by a chatbot (convers-

ing with one user) which could cause a breakdown in the conversation [372]. They

empirically validate the resulting integrated taxonomy by asking the same annota-

tors who annotated breakdowns to rate the breakdown for each error category [373].

While the resulting taxonomy is quite exhaustive, we find that it does not account

for challenges specific to MPC, such as the need to know whether the user is able to
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Table 5.1: Integrated taxonomy for errors in chat-oriented dialogue systems [2]. We
expand the taxonomy to include errors specific to MPC - extensions are italicized.
The numbering is assigned serially and used in text to refer to discussions surrounding
the specific error.

Violation of Form Violation of Content

Utterance (I1) Uninterpretable
(I2) Grammatical error

(I3) Semantic error
(I4) Wrong information

Response

(I5) Ignore question
(I6) Ignore request
(I7) Ignore proposal
(I8) Ignore greeting

(I9) Ignore expectation
(I18) Forgot speaker
(I19) Forgot addressee(s)

Context
(I10) Unclear intention
(I11) Topic transition error
(I12) Lack of information

(I13) Self-contradiction
(I14) Contradiction
(I15) Repetition

Society (I16) Lack of sociality (I17) Lack of common sense

Participant (I20) Wrong speaker
(I21) Wrong addressee(s)

(I22) Wrong thread response
(I23) Inappropriately timed initiative

attribute utterances to each participant correctly. Thus, we expand the taxonomy [2],

focusing specifically on how the presence of multiple participants affects the possible

errors which occur in a group conversation.

We elaborate on each error from an MPC point of view, providing examples demon-

strating the need for further research. We draw from perspectives relating to the

challenges presented for realizing the differences between two-party and multi-party

dialogue evaluation [7, 48]. Specifically, we expand on Response-level errors (I18 and

I19) which are affected by the speaker and addressee(s), and add a new dimension

with Participant-level errors (I20, I21, and I22), which showcase errors from a partic-

ipant’s point of view. We include all these, italicized and highlighted, in Table 5.1,

and include details for each error with examples in this section.

5.3.1 Response level Errors

This subsection focuses on response level errors, which apply to the semantic mean-

ing of the complex information contained in responses in MPC.
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5.3.1.1 Violation of Content

We maintain the definition presented earlier [2], and thus violation of content errors

indicate that even though the surface form of the utterance may be appropriate, it

could lead to confusion during the conversation.

(I18) Forgot speaker: The utterances made by a specific user are often ignored.

This relates specifically to the challenge of Speaker Identification [7], and is an ex-

tremely important property for maintaining context in MPC, since it could create

confusion for the system downstream if the utterance is referred to again and the

user feels ignored. In the example below, the System (S) forgets the utterance made

by User 1 (U1) at the beginning of the conversation. Failure to remember the correct

speaker for an utterance could lead to critical downstream errors.

(1) U1: We need to consider factors A and B for making a decision

in case X.

U2: Factor C would also be interesting and important to con-

sider along with A and B.

S: U2 mentions factor C will be important to take into con-

sideration for case X.

(I19) Forgot addressee(s): The system forgets to mention the correct ad-

dressee(s), relating to the Addressee Recognition challenge [7], and specifically forgets

one or more addressees it should have mentioned. If the system was prompted by

multiple speakers on a similar topic, but the system responded only to some, this

counts as an error since it could make forgotten participants feel alienated from the

conversation. In the example below the System (S) forgets to address User 2 (U2),

although it should have included both U1 and U2.
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(2) U1: We need to consider factors A and B for making a decision

in case X.

U2: Factor C would also be interesting and important to con-

sider along with A and B.

S: Thanks for bringing factors A, B and C up for case X, U1.

5.3.2 Participant level Errors

We introduce a new broad category of errors for MPC evaluation called Participant-

level errors. The categories of errors introduced in this section stem from the inher-

ently entangled nature of responses in MPC - a response contains not only the content

and context of the utterance but also information about who the speaker(s) and ad-

dressee(s) of the utterance are. We elaborate further in this subsection.

5.3.2.1 Violation of Form

The violation of form at the participant level indicates that the system involves the

wrong participant(s) in the current state, leading to confusion.

(I20) Wrong speaker: The system credits the wrong speaker for an utterance,

also relating to Speaker Identification [7], but specifically mistaking one user for an-

other. This can lead to very important mistakes, since different participants could

express differing views which could be contrasting in nature. In the example, the

System (S) credits the utterance to U1 instead of U2, which diminishes U2’s contri-

butions.
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(3) U1: We need to consider factors A and B for making a decision

in case X.

U2: Factor C would also be interesting and important to con-

sider along with A and B.

S: U1 mentions factors C will be taken into consideration for

case X.

(I21) Wrong addressee(s): The system mentions the wrong addressee when

responding to a prompt, leading to miscommunication. Relating to the challenge of

Addressee Recognition [7] as well, mentioning the wrong addressee could lead to a

breakdown since this means the system was unable to maintain contextual information

that it should have in the conversation. This could lead to a breakdown especially

if the addressee who is mentioned does not wish to be mentioned/take part in the

current conversation. In the example, the System (S) mentions the wrong addressee

U1 instead of U2.

(4) U1: We need to consider factors A and B for making a decision

in case X.

U2: Factor C would also be interesting and important to con-

sider along with A and B.

S: Interesting insight on factor C, U1.

5.3.2.2 Violation of Content

A violation of content means that the system makes an error that might seem ap-

propriate in the conversation, but is incorrectly placed, therefore leading to confusion.

(I22) Wrong thread response: MPC can have communication ongoing in mul-

tiple threads within the same conversation (Thread/Conversation Management [7]).
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If the system talks about the wrong topic when participating in a different thread,

this could lead to confusion and interrupt the desired flow of conversation. In the

example below there exist two threads of conversation: one whose topic is sports (U1,

U2, U3) and the other whose topic is movies (U4, U5). There are sub-groups of users

within the conversation who are participating in different threads, and the System

(S) makes an error by mentioning a topic in the wrong thread and sub-group.

(5) U1: This football season has been going great!

U2: I agree, for most teams anyway. Which one is your favorite?

U3: I prefer soccer instead. Is anyone here a soccer fan?

U4: I don’t pay much attention to sports. My main hobby is

movies!

U5: Yeah, and Knives Out was a great one!

S: I agree U5! The Rams are doing so well this year!

(I23) Inappropriately timed initiative: MPC systems need to figure out when

to take the floor in a conversation without causing an abrupt change in the conver-

sation. Secondly, while they could be prompted to speak, it is also important to take

the lead to get a conversation started since participants could be yielding the floor to

other participants. This relates specifically to the challenge of Initiative Management

[7], since the system needs to learn when to take initiative and introduce new topics

without which the conversation might come to a halt. In the example, the conver-

sation flow is smoothly going on for fiction (U1, U2, and U3), but the System (S)

interrupts with a contrasting topic.
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(6) U1: I love documentaries and it’s been great seeing so many

come out in recent years.

U2: They do seem informative. I’m particularly interested in

performative documentaries, they seem more personal.

U3: I also enjoy performative documentaries, like Supersize Me.

Have you watched it, U2?

S: Does anyone here like fiction?

5.3.3 Takeaways

In recent research, we observe the prevalence of the aforementioned errors within

MPC research. We notice how the need to account for multiple participants affects the

response selection/generation pipeline for systems modeling MPC, and thus discuss

error reporting in existing research in the section to highlight our observations. Since

there is limited existing research in the field of MPC response selection/generation,

we reserve experimental validation of the expanded taxonomy for future work. How-

ever, the first research paper of particular interest to this discussion [14, 15] propose

evaluations for interactions between virtual multi-party systems and users: 1) User

Satisfaction via rated survey questions (accounting for Response-level errors I5-I9,

I18, & I19, Society-level errors I16 & I17, and Participant-level errors I20-I23); 2)

Intended Task Completion via predefined task success and inter-rater reliability (ac-

counting for I4 and I12); 3) Recognition Rate via classification F-score (accounting

for I19 and I21); and 4) Response Appropriateness via a custom-defined scale (ac-

counting for Context-level errors I10-I15 and I22-I23). This paper presents a great

first step in evaluations for MPC systems that interact in the real world, and we hope

to draw from such studies for future work (Section 5.5).
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5.4 Inconsistency of Evaluation Metrics in Existing Research

Papers focusing on specific tasks within MPC have been observed to employ mostly

automatic evaluation measures, with very few including human evaluations. Repeated

observations within mainly two-party NLG evaluation have shown that automatic and

human evaluations do not correlate well [374, 375, 376, 377, 378], leading to arguments

about automatic evaluations being unsuitable for assessing linguistic properties [379].

Owing to these, [367] survey the field and present arguments towards how the inclusion

of human evaluations gives a more complete picture of the performance of systems

whose main purpose is to participate in human conversations. With research in MPC

severely lacking this reporting, it is difficult to place the success of systems that

have been proposed to perform well in real-world scenarios. Moreover, owing to the

complex nature of group conversations, this lack of reporting exacerbates the effect

towards understanding the progress of MPC. Thus, this section illustrates research

focusing on the core task of MPC modeling, drawing attention to the evaluation

strategies followed by them. We provide a brief synthesis of currently formalized

tasks and relate the errors from the expanded taxonomy (Table 5.1).

5.4.1 Evaluation Metrics in Sub tasks

We organize this section by including sub-task focused discussions to get a clearer

idea of the evaluations reported for each sub-task, and how these relate to the ex-

panded taxonomy of errors. We start with the joint formalized task introduced [8]

- Addressee Recognition and Response Selection, Section 5.4.1.1 - which is the one

of the most consistent research area with regards to error reporting. We then focus

specifically on Response Selection in Section 5.4.1.2, then moving to Response Gen-

eration in Section 5.4.1.3, and lastly Speaker Identification in Section 5.4.1.4. Lastly,

we wrap up by discussing the overall takeaways in Section 5.4.2.
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5.4.1.1 Addressee Recognition and Response Selection

The first formalization of the Addressee and Response Selection (ARS) [8] joint task

included an input consisting of the (responding agent, context, candidate responses)

and output consisting of the (addressee, response). The formalization is accompanied

by a few models, the best being the Dual Encoder based RNN model (called Dynamic

RNN), for which they evaluate accuracy over addressee selection (ADR) limited to

the addressee of the last utterance, and response selection (RES), as well as a mix

of both with addressee-response pair selection (ADR-RES). SI-RNN [9] then utilize

the same framework for their evaluation, improving their model by including speaker

embeddings. Who2Whom [10] focuses on identifying addressees within the same

task, but for all utterances, also reporting accuracy (with n-grams, n=5, 10, and

15) and Precision@1. They also involve limited human evaluations, comparing the

consistency between human and model outputs, along with significance tests. MPC-

BERT [12] introduces pre-trained models and fine-tuning for downstream tasks within

MPC systems. They follow the same evaluation strategy established earlier [9].

Thus most papers in this line of research focus on measuring errors towards I18, I19,

I20, and I21, with some including human evaluations for a subjective understanding

of the success of their models.

5.4.1.2 Response Selection

Topic-BERT [11] and SA-BERT [178] focus on response selection as a classification

task, with two very similar frameworks. The main difference between the approaches

is that Topic-BERT builds topic-sentence pairs as input, while SA-BERT instead

builds speaker embeddings as input - both utilize the basic embeddings for BERT

pre-training (segment, position, and token embeddings). Both report recall as de-

fined by the response selection task proposed in DSTC-8 [304] sub-tasks 1 and 2, using

Recalln@k for reporting recall for matching n available candidates to k best-matched



113

responses (the official leaderboard utilizes MRR and Recall@10 with n = 100). How-

ever, their is still no overlap in the evaluation results for response selection on DSTC-8

reported by both papers, with one [11] reporting Recall@1, Recall@5, Recall@10 and

MRR (assuming all these are reported for n = 100 - only mentioned in Section 4.1

of the paper) which details the pre-training for Topic-BERT; and the other [178] re-

porting only Recall2@1, Recall10@1, Recall10@2, and Recall10@5, although they do

mention Recall100@1 once in Section 1. Both papers do however mention Recall10@1,

Recall10@2, and Recall10@5 for the Ubuntu V1 corpus, which does allow a partial

comparison for results. Additionally, Topic-BERT [11] also report BLEU [380] and

Precision@n (n=1, 2, 3, 4) scores for incorrectly selected responses, checking the

relevance of the Topic-BERT retrieved results.

The Thread-encoder model [176] also tackle response selection, with more focus

on dialogue dependency to organize the conversation into contextually aware threads

(built with Transformer based BERT-base, same as [11, 178]. They utilize similar data

(Ubuntu V2 and DSTC-8), and report evaluations for response selection, reporting

hits@k (similar to Recall@k as per the paper and ParlAI [381] metrics, k = 1, 2, 5),

and MRR for Ubuntu V2 and hits@k (similar to Recall@k, k = 1, 5, 10, 50) and

MRR for DSTC-8 (with n=100).

Since most papers working on response selection essentially work on a classification

task, naturally the reporting is limited to classification metrics. However, even re-

search conducted around the same time, over the same task, reports different metrics

with only partial overlaps which could be used to partially compare performance.

However, we do not consider this evaluation to count towards any of the expanded

taxonomy since none of the classification metrics specifically look for performance

consciously in any of the dimensions included in the taxonomy - they just measure

whether the system was able to choose the next utterance given the previous utter-

ances and a possible list of the right next utterance. Breaking down the evaluation
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into components presented in the taxonomy, i.e. measuring success keeping in mind

the speaker, addressee, and content & context of the selected utterance would help

understand the performance more robustly - like [11] report BLEU for the incorrect

responses.

5.4.1.3 Response Generation

Response generation is formalized as an input consisting of previous utterances

and an output consisting of the next utterance, and has been tackled with various

methods [179, 181, 174] ([181] also specifically include the responding speaker and

target addressee in the inputs and outputs). One [179] reports the BLEU-n (n based

on n-grams, n = 1, 2, 3, 4) and METEOR [382] scores (mentioning that the eval-

uation could be supplemented); another [181] reports BLEU, ROUGE [383], noun

mentions, and length of generated response, along with limited human evaluations

for fluency, consistency, and informativeness; and the last [174] reports BLEU-n (n

= 1, 2, 3, 4), METEOR, ROUGE-L (L for longest common subsequence), along with

human evaluations for fluency, grammaticality, and rationality. Models utilizing the

conversational structure [172, 174] towards response generation, with structured at-

tention and Variational RNN, report the same automatic metrics BLEU-n (n = 1, 2,

3, 4), METEOR, ROUGE-L (L for longest common subsequence). They also find that

they can perform speaker identification and addressee recognition without specifically

training for these tasks.

Multi-role Interposition Dialogue System (MIDS) [245] tackle response generation

along with speaker identification, proposing LSTMs to build an encoder, a contextual

RNN, a speaker encoder, and a decoder. They report accuracy for speaker identifi-

cation; and perplexity and loss for response generation.

Even with the majority of papers reporting the basic automated evaluation metrics

most common for generation (BLEU, METEOR, ROUGE [367]), these are not always

reported. Moreover, the aforementioned metrics show either weak or no correlation
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with human judgments [384]. Human evaluations are also limited, although they

do cover some of the most reported metrics (fluency, consistency, informativeness,

grammaticality, rationality [367]). Most research thus covers major aspects of the

expanded taxonomy, namely Utterance-level I1-I4, Context-level I10-I15, and Society-

level I17. Some papers also report speaker identification and addressee recognition,

accounting for I18, I19, and Participant-level I20-I23 with thread management.

5.4.1.4 Speaker Identification

Approaches using RNN and CNN to identify speakers with a sitcom dataset [169],

report accuracy and F1 (+ F1 towards each participant and a confusion matrix to

better analyze wrong predictions). Those using MLE, SVM, CNN, and LSTM archi-

tectures to model sitcom, finch and multibotwoz datasets [170] report accuracy. Both

utilize a variety of features (such as surrounding utterance concatenation, agent and

content information) with the models to improve predictions. They extend their work

by integrating MLE, CNN, and FSA-based architectures, for multibotwoz, reporting

accuracy [171].

Classification for speaker identification does help response selection and generation,

counting towards errors I18 and I20 from the expanded taxonomy. However, it would

be helpful to include more classification metrics (like the confusion matrix [169]) to

allow for more robust evaluations.

5.4.2 Takeaways

It is imperative to observe the various kinds of evaluation metrics that have been

used to evaluate different tasks within MPC. Most metrics reported are not consistent

across the main task they focus on, sometimes even when they report performance on

a shared task such as DSTC-8 [291]. It is important to note that these inconsistencies

lead to confusion when it comes to looking for the current state-of-the-art systems, as

well as for making important performance comparisons such as significance testing.
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Additionally, we find that there is a 50-50% (8:7) division of the code in the papers

being publicly available (if we include broken links, the unavailability goes up, but

we count these as attempts to provide reproducible methods). This means that even

with re-evaluation given a benchmark, there is a possibility that comparison across

existing research will not be able to provide a full picture of the progress in each

sub-task.

All these issues draw attention to the need for more shared tasks and robust bench-

marks which report errors in a manner fitting the proposed taxonomy. We postulate

that this would allow better comparisons across tasks, and overall performance to-

wards building systems able to participate in MPC - although we reserve the evalu-

ation of our proposed extensions to the taxonomy itself for future work. We aim to

follow methods similar to the ones described by [373] to maintain the standards they

set up for validation of error analysis.

5.5 Discussion

We have presented an expansion - which focuses specifically on errors important in

multi-party dialogue - to the integrated taxonomy of errors [2]. We include examples

for each newly introduced error in Section 5.3, and relate the errors to the MPC

modeling challenges [7]. We then present inconsistencies in the evaluation strategies

reported in existing research (Section 5.4), organized by the sub-tasks they focus

on. We observe the difficulty in comparisons across the proposed methods owing to

inconsistencies in error analysis. We also relate the reported errors to the expanded

taxonomy, drawing parallels for overall comparison.

We observe how the challenges introduced by the presence of multiple participants

affect the need for more robust evaluations (Section 5.3.3) which are capable of report-

ing how well the approach performs, and a preliminary discussion [14, 15] surrounding

these errors, albeit more focused on interactions between virtual systems and users.

We also find that even with defined tasks, inconsistencies could arise in reporting
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errors (Section 5.4.2), leading to confusion when placing the progress of research in

MPC.

We note that while our presented taxonomy is relevant to the errors reported in

current literature, there is a need to evaluate their effectiveness empirically, which is

the main limitation for this paper and proposed future work. Another big limitation

of this work which is also a part of proposed future work is the formalization of

the proposed expanded errors specific to MPC from this paper (Table 5.1), and the

validation of the formalization toward a proposed benchmark. The first shared task

DSTC-8 [291] focused on the response selection sub-task, however, there is a need

for future shared tasks which account for all three sub-tasks (speaker identification,

response selection/generation, and addressee recognition), and related sub-tasks (such

as disentanglement, thread management, and coreference resolution).

We draw from our work in this area towards evaluating our persona-aware response

generation model proposed in Chapter 4 (PersonaHeterMPC), specifically towards

measuring initiative-taking (I23), and thread relevance (I22). We also ask for persona

relevance scores from human annotators to gauge whether generated responses were

in keeping with the expected behaviors of the speaker and addressee.



CHAPTER 6: Conclusions and Future Work

The field of multi-party conversational AI has yet to see significant strides as com-

pared to two-party modeling. We have shown that many research gaps exist within

this field, and aimed to fill some of these by (1) creating tools for corpora collection and

utilizing these to create effective datasets towards persona-aware conversational mod-

eling, (2) introducing a novel persona-aware multi-party response generation model,

and (3) providing guidelines and introducing human evaluation metrics towards im-

proving NLG evaluation for multi-party conversations.

We introduce the Community Connect platform open-sourced on Github

[153] which acts as a mock social media network. It supports asynchronous com-

munication among multiple participants who can log on from anywhere, and setting

them into experimental groups which can be defined a the research team. It is built

on the MEAN stack and can run on AWS, making it scalable in nature. We utilize

Community Connect in 3 distinct experiments (with around 150 partici-

pants in each) to collect a cumulative dataset of over 1800 conversations

with more than 5 turns each.

We observe that recent research focusing on utilizing Transformers towards response

selection and generation tasks in MPC [178, 12, 16] utilize the Ubuntu Dialogue

datasets, which were released in 2015 [79], since existing research utilizes the corpus

as well [8, 9, 10, 174]. While the Ubuntu Dialogue corpus is important towards

baseline benchmarking, it is also restrictive in the topics of conversations which are

mainly related to the usage of the Ubuntu operating systems (OS) and questions about

solving any errors that might arise while using the OS. Towards this end, we make the

metadata-rich dataset we have been able to collect with Community Connect available
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upon request, which are more reflective of everyday conversations. We provide the

data in a format that can be easily adopted toward MPC modeling especially

towards persona-aware response generation.

We introduce a novel persona-aware MPC response generation model which utilizes

this dataset and provides a baseline towards this research area. We find that mod-

eling persona attributes as nodes and connecting them to utterance nodes

via edges for modeling performs best, and produces persona-aware out-

puts, outperforming the non-persona-aware base model. We aim to conduct

further work with multimodal modeling to account for the images and gifs shared on

Community Connect. We also aim to conduct experiments with multilingual data to

study the effect of persona-aware generation in languages other than English.

We also study issues in NLG evaluation towards multi-party conversational AI. We

find that there exist many inconsistencies in error reporting even when performance is

reported on the same shared task. We also find that with the challenges introduced by

multi-party conversation modeling, there is a need to introduce measures which can

more effectively contribute towards gauging progress towards modeling. We intro-

duce an expanded taxonomy which introduces these new error categories,

and utilize some of the guidelines towards evaluating our persona-aware

model. In future work, we aim to validate these error categories further, in keeping

with previous work in this area with two-party dialogue model evaluation [2]. We also

aim to collaborate with the community at large towards creating a benchmark which

could help towards gauging the progress in the field in a more streamlined, robust

manner.
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