
EXTRACTION OF ATYPICAL ASPECTS FROM CUSTOMER REVIEWS:
DATASETS AND EXPERIMENTS WITH LANGUAGE MODELS

by

Smita Nannaware

A thesis submitted to the faculty of
The University of North Carolina at Charlotte

in partial fulfillment of the requirements
for the degree of Master of Science in

Computer Science

Charlotte

2023

Approved by:

Dr. Razvan Bunescu

Dr. Wlodek Zadrozny

Dr. Xi (Sunshine) Niu

Dr. Tomek Strzalkowski



ii

©2023
Smita Nannaware

ALL RIGHTS RESERVED



iii

ABSTRACT

SMITA NANNAWARE. Extraction of Atypical Aspects from Customer Reviews:
Datasets and Experiments with Language Models. (Under the direction of DR.

RAZVAN BUNESCU)

A restaurant dinner can become a memorable experience due to an unexpected aspect

that is appreciated by the customer, such as an origami-making station in the waiting

area. If aspects that are atypical for a restaurant experience were known in advance,

they could be leveraged to make recommendations that have the potential to engender

serendipitous experiences, further increasing user satisfaction. Although relatively

rare, due to their memorable quality, atypical aspects often end up being mentioned

in reviews. Correspondingly, in this thesis, I propose the task of detecting atypical

aspects in customer reviews. To facilitate the development of extraction models,

I manually annotate benchmark datasets of reviews in three domains: restaurants,

hotels, and hair salons. The datasets are then used to evaluate a number of language

models, ranging from fine-tuning the instruction-based text-to-text transformer Flan-

T5 to zero-shot and few-shot prompting of the much larger ChatGPT.
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CHAPTER 1: INTRODUCTION

When looking for a restaurant or a hotel, people are often faced with an over-

whelming number of options matching their search constraints. Even when ranked

by their average review scores, there may be numerous high quality choices that satisfy

the basic search criteria, especially in a metropolitan area. This may lead to choice

overload, or overchoice [38, 5], where an individual is presented with a large number

of choices that are too difficult to compare, particularly under time constraints [9].

Making a decision in the presence of overchoice becomes mentally exhausting and can

lead to subsequent impaired self-regulation [39], decision paralysis, and anxiety [10].

The level of satisfaction that people experience when faced with an increasing number

of choices has been observed to follow the well-known Wundt curve [2], an inverted

U-shape curve originally relating stimulus intensity with its pleasantness. According

to this functional dependency, as the number of choices goes up, satisfaction initially

increases and then decreases [35, 14]. In this context, choice overload can be alleviated

by reducing the number of consumer choices [32] or by making one option stand out

and appear better than the others [31]. To this end, I propose to emphasize options

that possess aspects with the potential to surprise the user in a positive way, i.e.,

serendipity. For example, as shown in Figure 1.1, suppose a user Jane is looking for

a ramen restaurant in her locality. The system knows that she has been passionate

about creating crafts from paper since childhood. Upon asking the system for recom-

mendations, the system finds a number of highly rated ramen restaurants, however,

one of these, Nikita Ramen, stands out because it has an origami making station in

its waiting area (an atypical aspect for a restaurant). The system recommends this

restaurant to her, without telling her about the origami station. Upon entering
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the restaurant, she is very pleasantly surprised to see the origami making station in

the waiting area, which brings feelings of nostalgia and happy memories from child-

hood. She takes some time making various origami figures, before being seated at

her table. This serendipitous experience was facilitated by the fact that an origami

making station is an atypical aspect, hence it would be experienced as surprising in

a restaurant. After the dinner event, the system further confounds her expectations

by asking her if she enjoyed the origami making station, which surprises her because

she did not expect that the system was responsible for the initial surprise.

To enable such recommendations with potential for serendipity, the input would

ideally consist of three parts:

1. The user’s query, be it a standalone request or a turn in a longer conversation.

This would be used to find the initial, often large set of items that satisfy the

user’s information need.

2. The item’s data, including not only information about the typical aspects of

items from the same category, but also any atypical aspects that are likely to

generate surprise.

3. The user’s data, especially in terms of their interests, their likes and dislikes.

This would be useful for determining if an atypical aspect would be enjoyed by

the user, i.e. serendipitous.
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Figure 1.1: The user profile on the left shows (in bold) a user interest that is relevant
for the atypical aspect (in bold) shown on the right.

To increase the chance of serendipity, the system would need to (i) have knowledge

about the user preferences, and (ii) also ensure that the user notices / takes advantage

of the atypical aspect, e.g. estimating that there will be some wait involved in the

origami example. In this thesis, I introduce a more focused task where I assume that

the category of items requested in the user’s query at (1) is known, e.g. restaurants,

and the task is to use the item’s data to extract aspects that are atypical for its

category, e.g. origami station for restaurants. Given that the user’s expectations

are shaped by what they think is common for the category of interest in their query,

atypical aspects are likely to confound the user’s expectations, and hence be perceived

as surprising. Henceforth, we will use the term surprising aspects to refer solely to

atypical aspects. Because atypical aspects tend to be more noticeable and often lead

to more memorable experiences, they are likely to be mentioned in customer reviews.

Therefore, I use customer reviews as the source of an item’s data at (2). At this

time, no user data is used as input, which means that the atypical aspects that are

extracted, while surprising for the user searching for that particular category of items,

cannot be said for sure to lead to serendipity due to unknown user preferences. In
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short, the task is that of extracting atypical, surprising aspects from customer reviews,

where atypical is defined to be relative to a predefined item category.

The rest of the thesis proceeds as follows. Chapter 2 describes briefly related

work in the area. Chapter 3 introduces the task of surprising aspect extraction from

customer reviews. Chapter 4 details the development of benchmark datasets of cus-

tomer reviews that are manually annotated for atypical aspects with respect to three

categories: restaurants, hotels, and hair salons. In Chapter 5 I describe a number

of extraction approaches that rely on language models (LM), ranging from Flan-T5

[40, 6] and ChatGPT [26] in zero-shot or few-shot setting, to fine-tuning of Flan-T5

with and without the help of artificial data generated using ChatGPT. Experimental

evaluations of these models in both extractive and abstractive settings are detailed in

Chapter 6. The thesis ends with concluding remarks in Chapter 7. Data is available

for review at https://anonymous.4open.science/r/surprising-aspects.

https://anonymous.4open.science/r/surprising-aspects


CHAPTER 2: RELATED WORK

Mitigating overchoice is an important focus of recommender systems and it is typ-

ically addressed by recommending between 5 to 20 attractive and diverse items [3],

based on user preferences [11, 44], user ratings, item attributes, or user reviews [23,

33, 17]. Recommending items with potential for serendipity is one way of diversifying

an item set. In [28], unexpectedness is defined as the distance of an item from a set

of obvious items for that user, relative to the user’s preferred level of unexpectedness.

Li et al. [18] recommended unexpected items by modeling user interests as clusters

of historical data in a latent space and calculating the weighted distance between a

new item and the clusters of interests. Kotkov et al. [16] crowdsourced serendipity

labels for a movie dataset using multiple definitions of serendipity. Fan and Niu [7]

and Niu et al. [25] develop a number of computational approaches to serendipity,

decomposed into surprise and utility components, and evaluate them on the task of

recommending news articles in the health domain. In contrast, the task described in

this proposal targets a more fine-grained category of surprise, namely that of atyp-

ical aspects. Atypical aspects inherently have a high potential for surprise, which

precludes the need for a computational definition of surprise.

User reviews have been used to learn latent features of users [17], extract senti-

ment [33], derive user preferences [44], or to perform aspect based sentiment anal-

ysis in order to recommend better quality products with aspects relevant to the

user [23, 22]. Conversational recommender systems use reviews to provide expla-

nations [24], to maintain fluency in conversation [20], or to understand the users

requirements by asking questions about aspects mentioned in reviews [45].

To the best of my knowledge, no prior work has looked into extracting atypi-
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cal aspects from item data such as customer reviews, which have high potential for

serendipity and for alleviating overchoice.



CHAPTER 3: XtrAtA TASK DEFINITION AND ANNOTATION GUIDELINES

Given a domain category, e.g. restaurants, and a customer review of a particular

item in that category, e.g. a restaurant, the task is to extract aspects of that particular

item that are atypical of items in its category. I call this task as Extraction of Atypical

Aspects (XtrAtA). Throughout most of this document, I will use the category of

restaurants as an example. Correspondingly, in Table 3.1 I show samples taken from

4 reviews, illustrating two types of manual annotations, extractive and abstractive,

analogue to the extractive [13, 15] and abstractive [12, 30] annotation schemes widely

used in summarization datasets1. Similar to Table 3.1 examples for hotels and hair

salons are given in Table A.1 and Table A.2 in the appendix.

In the extractive annotation, only base noun phrases referring to atypical aspects

are annotated. If multiple phrases refer to the same atypical aspects, I only anno-

tate the grounding instance of the coreference chain. For example, the noun phrase

"adjoining park" in the second review is not annotated, as it refers to "Goose Creek

Park" which is already annotated. However, if a review mentions an atypical category,

such as "arcade games" in the first review or "local wildlife" in the third review, any

category instance that is mentioned will also be annotated as atypical, such as "nfl

blitz 99" in the first review or "anarchists" in the third review, respectively. If the

atypical aspect is a more complex noun phrase, I only annotate the base noun phrase

that expresses the semantic core (often the syntactic head), as in "the Goose Creek

Park behind the restaurant". The extractive annotation is meant to be used together

with the original review in downstream applications, which makes it acceptable to

annotate only the most important part of the phrase.

1https://duc.nist.gov, https://tac.nist.gov

https://duc.nist.gov
https://tac.nist.gov
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I A group of work friends and I stumbled upon Upper Deck a little over a year ago

and everyone from our office has turned Upper Deck into our local watering hole

ever since. Their happy hour special is unbeatable, they have a good selection

of draft beers, and the food is out of this world good. The stand out feature of

Upper Deck is the offering of life size beer pong at their outside patio. This

takes traditional beer pong and substitutes solo cups with garbage cans (painted

to look like solo cups) and Ping Pong balls with dodgeballs They also have a pool

table and recently added arcade games (nfl blitz 99 beats madden 15 all

day). Get some friends and bring your appetites and some quarters, you won’t

be disappointed.

The restaurant offers life size beer pong at their outside patio. They

have a pool table. They recently added arcade games, such as nfl blitz

99 and madden 15.

I The big draw of this place is the excellent pizza, which you can have with beer

on an outside deck with a view of the parklands. It’s a nice place to hang out

on a sunny afternoon. You can even go for a walk in the Goose Creek Park

behind the restaurant afterwards to burn off the calories you just consumed. The

big minus is that if you go for lunch or in early afternoon, the menu is really

limited. This place also seems to attract a goodly number of families with kids

at lunch times, probably because it serves pizza and there’s a playground in the

adjoining park,

Continued on next page
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Table 3.1 – Continued from previous page

The restaurant has an outside deck with a view of the parklands. Cus-

tomers can go for a walk in the Goose Creek Park behind the

restaurant. There’s a playground in the adjoining park.

I Classic West Philly spot where you can see local wildlife. Everyone from

moms to anarchists to hackers to organic gardeners to activists hangs out

there. The coffee is excellent, the baked goods are great as well, and if you’re

working on something, you might run into a possible collaborator there. If you’re

thinking of moving to West Philly, definitely check out Satellite and the farmer’s

market. They’ve replaced the cracked and chipped cups with awesome new cups,

which are awesome.

In this restaurant you can see local wildlife. Everyone from moms

to anarchists to hackers to organic gardeners to activists hangs out

there.

Continued on next page
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Table 3.1 – Continued from previous page

I This is such a cool place! Three words was all it took to add this gem to my

list of places to visit while in St. Louis - "Good Burger Car!!" YES! They have

the car from the movie Good Burger! A movie I was obsessed with as a child &

have since gotten my kids to love just as much! The place is made out of cool,

colorful shipping containers with many neat decorations, what looks like an

alien spaceship from Toy Story with a laser on it adorned the top of the place

along with a cow. Now, on to the food. They have many different options to

choose from including create-your-own burgers & many of their own creations,

sandwiches, salads, sides, kid’s meals, & shakes & floats ... Such a unique place

& worth a visit! They also sell souvenir T-shirts & hats, & my fiance had to

get himself a "HI AF" shirt. The shirts were heavily influenced by the movie

Good Burger & there was one in particular I had my heart set on, unfortunately

they did not have it in my size.

The restaurant has the car from the movie Good Burger. They sell

souvenir T-shirts and hats, and a customer got a "HI AF" shirt. The

shirts are heavily influenced by the movie Good Burger.

The place is made out of cool, colorful shipping containers, with many

neat decorations, what looks like an alien spaceship from Toy Story

with a laser on it adorned the top of the place along with a cow.

Table 3.1: Examples of extractive and abstractive annotations of customer re-
views in the restaurants domain. Secondary or optional annotations are shown in
blue.

In the abstractive annotation, one or more sentences are generated that enumerate

the atypical aspects mentioned in the review. The formulation is kept as close as
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possible to the original text while maintaining naturalness. The generated sentences

are intended to be concise, usually maintaining details that are expressed in the

same sentence in the review, however keeping out unimportant information about

the atypical aspect that is mentioned in other sentences, or details that are vague

or uncertain. Sentiment words are maintained only if it helps keep the text natural

and faithful to the original. The abstractive annotation is meant to be standalone

and used without the original review in downstream tasks, as such it may require

some minimal rewriting of the original review formulation, e.g. adding the phrase

"the restaurant", or removing opinion words such as "beats" in the first example.

Sometimes, reviewer use metaphors to refer to atypical aspects, in which case it is

important that the abstractive version preserves the metaphorical meaning. This is

the case for "local wildlife" in the third review, which refers metaphorically to types

of customers that are seen relatively less often in that context.

All aspects that are related to the core business of a restaurant, including but

not limited to food, service, price, opening hours, parking, are considered typical

aspects and are not annotated. Conversely, an aspect is considered atypical and is

annotated if it is not related to the core business of a restaurant, yet it belongs to or

is a feature of the restaurant ("a restaurant" refers generically [4] to the restaurant

category, "the restaurant" refers to a specific restaurant). A special case is made

of aspects that are related to the ambience or atmosphere of a restaurant: while

they might be considered as an important part of, and thus subordinate to, the core

restaurant experience, there are cases where they stand out and become an attraction

on their own. When that happens, I annotate them on a secondary, optional layer.

In my annotations, the distinction between typical vs. atypical aspects is done with

respect to common cultural expectations in the US. This is to control for the fact

that aspects that are typical in the US, e.g. a bar in a restaurant, may be atypical in

other cultures.
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In many aspect-based sentiment analysis approaches [34], identifying typical aspects

that are mentioned in a review is done explicitly as aspect term extraction. However,

the task of extracting atypical aspects, as introduced above, cannot be solved simply

by first (a) identifying all typical aspects of restaurants that are mentioned in a review,

followed by (b) extracting all other noun phrases, i.e. phrases that do not refer to

a typical aspect of a restaurant. In their reviews, people often mention entities or

events that are not associated with the restaurant, such as "our office" in the first

review, or "the farmer’s market" in the third review, and these phrases should not

be extracted either. Thus, it is important that the noun phrase refers to an aspect

that is associated with the reviewed restaurant, and that at the same time is atypical

of restaurants (or unexpected for a restaurant). Finally, while Table 3.1 may induce

the perception that atypical aspects are common, the opposite is actually true. As

will be detailed in Section 4.1 below, it takes going through at least 50 reviews in

order to find one review that mentions an atypical aspect. The difficulty of manually

finding this "needle in a haystack" further motivates the development of automated

approaches for surprising aspect extraction.



CHAPTER 4: XtrAtA DATASETS OF CUSTOMER REVIEWS

In this chapter I introduce a real dataset of reviews that are manually annotated for

atypical aspects (Section 4.1), followed by the description of a procedure for automatic

augmentation of originally typical reviews (Section 4.2) with sentences describing

atypical aspects.

4.1 Manual Annotation Of Atypical Aspects

I used the Yelp dataset [42] as a source of reviews for the 3 target categories:

Restaurant (∼5M reviews), Hotel (∼190K reviews), and Hair Salon (∼115K reviews).

Because most aspects are expressed as nouns and less frequently as verbs, I use spaCy

[36] to collect lemmas of all nouns and verbs and compute their frequencies for each

domain. I rank words in ascending order based on their counts and filter out words

that appear with very low frequency, e.g., less than 10 times for the Restaurant

domain, as these tend to be spelling mistakes or interjections that are purposely

misspelled for extra emphasis, e.g., "amaazzing". I then consider the remaining rare

words in ascending order of their frequency as candidate atypical words, extract the

reviews that mention them, and read these reviews to determine which occurrences

truly refer to an atypical aspect. When reading a review, all atypical aspects are

annotated, not only the ones corresponding to the search word. Notwithstanding

the heuristic selection of reviews based on the occurrence of rare words, overall this

was still a very time-consuming process, because rare words very often appear in

a review without necessarily referring to atypical aspects. For example, out of the

43 restaurant reviews that contain the lemma "poncho", in only 1 review the word

"ponchos" was deemed to refer to an atypical aspect (the restaurant was selling them).
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The other 42 reviews contained references to ponchos that were not associated with

the restaurants itself, e.g. staff helping customers put their ponchos on a rainy day,

or customers describing their arrival at the restaurant on a rainy day. As I went

down the list of rare words, their frequency increased, resulting in a larger number

of reviews to skim through for each rare word. Overall, for the Restaurant dataset,

I used search words as the rare words that appeared with a frequency of up to 187.

Upon semi-automatically sifting through the ∼97K reviews found to contain these

words, I was able to collect 114 reviews that contained atypical aspects. On average,

one hour of following this process led to finding between 2 and 3 reviews containing

atypical aspects for the restaurant category, whereas for the hair salon category it

took on average two hours to find 1 atypical reviews. Henceforth the term atypical

review will be used to refer to a review that contains one or more atypical aspects;

analogously, the term typical review will be used to refer to reviews that do not contain

any atypical aspect.

As illustrated in the examples from Chapter 3, I organize annotations of atypical

aspects on two layers:

• A primary layer that contains atypical aspects that are clearly not connected

to any core feature of that domain.

• A secondary layer that contains atypical aspects that are related to a typical

aspect, such as ambiance or location, but that stand out and are interesting on

their own, separate from the core features of the domain.

For example, ’I was even encouraged to visit their petting zoo in the back’ would be

considered a primary atypical aspect in any of the 3 categories, whereas ’There is an

interesting giant stuffed spider that goes up and down when the door leading to

the bathrooms opens and closes’ would be annotated as a secondary atypical aspect.

Table 4.1 shows summary statistics for the 3 datasets, one for each domain (cate-
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Table 4.1: Statistics for the 3 datasets, split between Train+Test and Development
(Dev). The number of atypical reviews and atypical aspects are presented separately
for primary atypical aspects (Primary) vs. both primary and secondary atypical
aspects (+ Secondary).

Domain Dataset split Primary + Secondary Total
# reviews # aspects # reviews # aspects reviews

Restaurant Train+Test 100 253 107 340 200
Dev 14 32 16 46 28

Hotel Train+Test 69 274 85 401 150
Dev 10 33 11 49 20

Hair Salon Train+Test 45 147 48 181 90
Dev 5 24 5 29 10

gory), split between data used for training and testing, and data used for development.

Under the Primary column, I show the number of atypical reviews and atypical aspect

annotations contained in them. The next column shows the same statistics for when

both primary and secondary atypical aspects are considered. The total number of

reviews in each dataset, shown in the third column, is about double the number of

primary atypical reviews, reflecting a balanced dataset where the number of typical

reviews was selected to be about the same as the number of atypical reviews.

Often a reviewer expresses positive or strong sentiment towards the atypical aspect

by explicitly writing that they like it or implicitly through exclamation points. In

the restaurant domain, 119 out of 253 primary atypical aspects are associated with

a positive or a strong sentiment, whereas 9 are associated with a negative sentiment.

The remaining atypical aspects are mentioned in neutral, informative sentences such

as "There is a gift shop". In the hotel domain, 138 out of 274 primary atypical aspects

are associated with a positive or a strong sentiment, whereas 7 are associated with

a negative sentiment. And in the hair salon domain, 51 out of 147 primary atypical

aspects are associated with positive sentiment, whereas there are no atypical aspects

associated with a negative sentiment.

With the help of Erfan Al-Hossami, I computed inter-annotator agreement (ITA)
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on both the extractive and abstractive annotations in the development set of Hair

Salon. The ITA metrics are shown in the last row of Table 6.1 and are calculated by

holding one annotator’s annotations as the ground truth, while the other annotator

is considered as the system.

4.2 Artificial Addition Of Atypical Aspects

Finding atypical reviews is a time-consuming process and finetuning a LM often

requires a large amount of data. To alleviate this issue, I created a synthetic dataset

using state of the art generative models such as ChatGPT. I have used two methods

to generate atypical reviews: Type 1 and Type 2. It is important to note here that

the synthetic reviews are meant to be used only during training, as such testing will

always be conducted solely on real reviews. In Type 1, I instructed ChatGPT to

think of any atypical aspect and incorporate it into a given typical review as shown

in Ex.1. This method helps to identify atypical aspects which ChatGPT has seen in

its training data that I had not discovered while creating the manual dataset earlier.

Whereas, in Type 2, I provided an atypical aspect and asked ChatGPT to incorporate

it into a given typical review as shown in Ex.2.

Ex.1 ChatGPT Input prompt: Below is an example of a restaurant review that

contains an atypical aspect.

Review: I’m addicted to the smoothies here. They make me feel like a glowing goddess,

full of light energy and goji berries. The menu is impressive, spanning many different

types of cuisine in a vegan rendering. My one problem is the price- The smoothies

come out to $8 plus tax, which make this place more of a special treat for me rather

than a morning routine, which it could be if the prices were about 25% lower. This

trend spans the rest of the menu, which is unfortunate because while I love their

mission and I really want to support this place more often, I balk at the prices and

end up shying away from ever trying anything substantial. However, I understand



17

that the pricing is due to the quality of the ingredients and the costs of running a

very niche restaurant (not to be confused with Niche, the restaurant), so I chalk up

my 8+ dollars and indulge as often as I can. I love PuraVegan because it’s such a

refreshing change of pace in a place like St. Louis, where things like "pork steak" rule

and ravioli is deep-fried and BBQ is a lunch staple. I really like the people who work

here, and they host donation yoga classes, which is so awesome. This place is worth

the price if you want to treat yourself to a truly healthy meal and nurture your body.

This place is not for people who got lost on their way to The Kitchen Sink.

Atypical aspect: The restaurant hosts donation yoga classes.

Follow these steps to answer the user queries.

Step 1: Read the review given by the user.

Step 2: Think of one or more suitable atypical aspects that would be co-

herent with the review. Atypical aspects are not related to food, service,

beverages, decor, location, price, menu, discounts, parking, policies, staff,

customer satisfaction, or other items commonly associated with a restau-

rant.

Step 3: Incorporate the atypical aspects into the original review in the

same writing style as the original review. Add one or two sentences hav-

ing atypical aspects anywhere in the original review.

Step 4: Check the updated review for naturalness and coherence.

Step 5: Return the updated review.

Review: After living 25 years thinking Greek food was like the kind served in Daphne’s

Cafes, I was blown away by Zorba’s. Each dish has obviously been nurtured to the

best possible quality and flavor, seasoned and cooked into perfection. You’re probably

discarding my opinion since my comparison is like Kraft Singles vs. smoked gouda,

but hey, I love Daphne’s and fake cheddar slices. They remind me of college :)The

service is also great. I’ve been there twice, the first time as a save haven from the
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soreness and cold from visiting the Eastern State Penitentiary in winter. I had no

idea I’d walk into Greek heaven! It also happened to be Valentine’s Day, so we got

free heart-shaped ice cream dessert!

ChatGPT response: Review: After living 25 years thinking Greek food was like

the kind served in Daphne’s Cafes, I was blown away by Zorba’s. Each dish has

obviously been nurtured to the best possible quality and flavor, seasoned and cooked

into perfection. You’re probably discarding my opinion since my comparison is like

Kraft Singles vs. smoked gouda, but hey, I love Daphne’s and fake cheddar slices.

They remind me of college :)The service is also great. I’ve been there twice, the

first time as a save haven from the soreness and cold from visiting the Eastern State

Penitentiary in winter. I had no idea I’d walk into Greek heaven! It also happened

to be Valentine’s Day, so we got free heart-shaped ice cream dessert! Oh, and did I

mention, Zorba’s also has live Greek music performances every Saturday night,

which adds an amazing cultural touch to the dining experience.

Ex.2 ChatGPT Input prompt: Follow these steps to answer the user queries.

Step 1: Read the review and the atypical aspect given by the user.

Step 2: Incorporate the atypical aspect into the original review in the same

writing style as the original review. Add one or two sentences having the

atypical aspect anywhere in the original review.

Step 3: Check the updated review for naturalness and coherency.

Step 4: Return the updated review.

Atypical Aspect: painting classes

Review: Wow! It happened again! My weekend was just weird! My cousin died, and

we found out he was related to frank sinatra! See that’s weird! So i go to Firecracker

and sure enough Katie Brown is there! She says to me, gee Rick did anybody ever tell

you you look like Frank Sinatra. I said no. Before too long she had me singing "I did

it my way". I received over $50 in tips. Then a guy approached me and asked me if
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i would sing at the atomic cowboy. After resisting he offered me a $300 advance. I

took it! Will be setting up date soon. Katie then encouraged me to get lady gaga to

sing with me. She called her. We are all set. That katie is the best bartender alive!

ChatGPT response: Wow! It happened again! My weekend was just weird! My

cousin died, and we found out he was related to Frank Sinatra! See that’s weird!

But you know what else is weird? I decided to try something new and took painting

classes at Firecracker. So, when I went there, Katie Brown, the bartender, said to

me, "Gee Rick, did anybody ever tell you you look like Frank Sinatra?" I said no.

Before too long, she had me singing "I did it my way" while painting on the canvas.

It was such a unique experience! I even received over $50 in tips for my singing and

painting skills. Then, a guy approached me and asked if I would sing at the Atomic

Cowboy. After resisting at first, he offered me a $300 advance, and I just couldn’t

resist. I’ll be setting up the date soon. Katie, being the amazing bartender that she is,

even encouraged me to get Lady Gaga to sing with me. And guess what? She called

her, and now we are all set to perform together. That Katie is truly the best bartender

alive!

Table 4.2 shows summary statistics for the 3 datasets, one for each domain (cat-

egory), split between original data used for training and testing, data created using

artificial methods Type 1 and Type 2, and data used for development. Under the

Primary column, I show the number of atypical reviews and atypical aspect annota-

tions contained in them. The next column shows the same statistics for when both

primary and secondary atypical aspects are considered. The total number of reviews

in each dataset, shown in the third column, is about double the number of primary

atypical reviews, reflecting a balanced dataset where the number of typical reviews

was selected to be about the same as the number of atypical reviews.

To create an artificial dataset I used a temperature between 0.6 to 1.2 and a number

of samples equal to 6. I have manually verified the coherency of 6 samples from Chat-
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Table 4.2: Statistics for the 3 datasets, split between Train+Test, Artificial Train
Type 1 (ATT-1), Type 2 (ATT-2) and Development (Dev). The number of atypical
reviews and atypical aspects are presented separately for primary atypical aspects
(Primary) vs. both primary and secondary atypical aspects (+ Secondary).

Domain Dataset Primary + Secondary Typical
# reviews # aspects # reviews # aspects reviews

Restaurant Train+Test 100 253 107 340 93
ATT-1 50 75 50 76 50
ATT-2 50 71 50 71 50
Dev 14 32 16 46 14

Hotel Train+Test 69 274 85 401 65
ATT-1 50 66 51 90 49
ATT-2 50 77 50 88 50
Dev 10 33 11 49 10

Hair Salon Train+Test 45 147 48 181 42
ATT-1 50 72 50 72 50
ATT-2 50 68 50 68 50
Dev 5 24 5 29 5

GPT output and selected one in order to create a lexically diverse dataset. While

ChatGPT is able to generate phrases in the style of a review, such as "Oh, did I

mention", when the same prompt is used with a different review, it tends to gen-

erate the same phrase again. To alleviate this behavior, I change the temperature

and use sampling. Minor manual updates are done for some reviews to remove addi-

tional/repetitive words e.g. repetitive use of words such as ’unique’ and ’resident’ in

’unique touch, unique activity, resident pianist, resident painter’.

To come up with atypical aspects for the Type 2 data generation method, I first

looked at the atypical aspects generated by ChatGPT, and abstracted a taxonomy

of general categories for atypical aspects that make sense to appear in that domain.

For example, "free English classes for immigrants" is categorized into an "Educa-

tional" category, whereas "massage lounge" goes into a "Personal care" category.

The resulting taxonomy of atypical aspects for the Restaurant domain is shown in

Table 4.3. After the categories were created, for each category I manually added new
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atypical aspects that could be surprising/useful for a user while visiting the domain

(restaurants/hotels). These aspects together with the unused Type 1 aspects are then

used for Type 2 artificial data generation. The list of atypical aspects used for Type

2 data generation for each domain are shown in Appendix B.1, Appendix B.2 and

Appendix B.3.

Table 4.3: Taxonomy of restaurant atypical aspects

Category Atypical Aspects

Retail • Books

• Hiking gear

• Travel items

Entertainment • Passive

– Live music

– Magic shows

• Active

– Games

– Dancing

Personal care • Counseling • Spa, massage, hair, etc.

Socializing/dating

services

• Speed dating, networking

Activities • Food(fishing, picking,

etc.)

• Children activities

• Petting animals

Educational • Free English classes • Workshops

Cultural • Museum • Festivals

Continued on next page
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Table 4.3 – Continued from previous page

Tourism • Tours • Bike rentals

Nature • Garden

Community service • Donation booths

Location • On the water in a boat

Misc • Composting program



CHAPTER 5: XtrAtA APPROACHES USING LANGUAGE MODELS

This chapter describes language model (LM) based approaches to detecting sur-

prising aspects in customer reviews. I experimented with 2 language models: Flan-

T5 and ChatGPT. The 3 billion parameter FLAN-T5 is an encoder-decoder trans-

former based on the T5 model [29] that was further instruction-tuned on the FLAN

dataset [40, 6]. I decided to use the FLAN-T5 model due to its exposure to narratives

in the style of reviews, e.g., blog posts, during pre-training on the C4 corpus [29], and

also due to its instruction-tuning on summarization and sentiment analysis tasks. I

also experimented with zero-shot and few-shot prompting of the much larger Chat-

GPT (gpt-3.5-turbo) [26] in order to evaluate the performance of a state-of-the-art

language model without any fine-tuning.

With the exception of abstractive generation for Hotels, which did not benefit from

a prompt, the FLAN-T5 fine-tuning experiments employed the following prompts:

I Fine-tuning FLAN-T5 Extractive Prompt: question: Based on the following

restaurant review, list aspects that are atypical for a restaurant. Separate them

using commas. context: {{Review}}

I Fine-tuning FLAN-T5 Abstractive Prompt: question: Based on the follow-

ing restaurant review, what are the atypical aspects for a restaurant? context:

{{Review}}

In the 0-shot setup for ChatGPT, I include an instruction to either extract lists of

atypical aspects (extractive) or to generate naturally sounding text about the atypical

aspects in the review (abstractive):

I 0-shot ChatGPT Extractive Prompt: Given the following restaurant review,
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can you list atypical aspects for a restaurant? Atypical aspects are not related to

service, food, drinks, location, price, menu, discounts, policies, staff, customer sat-

isfaction, or other items commonly associated with a restaurant. Please be precise

in your response; it should contain only atypical aspects associated with the restau-

rant that is reviewed. Extract base noun phrases in the output format as below:

’Atypical aspects: aspect 1, aspect 2, aspect 3.’ Output 〈None〈 if there are no atyp-

ical aspects. Please follow the output format strictly.

Passage: {{Review}}

I 0-shot ChatGPT Abstractive Prompt: Which aspects mentioned in the review

are atypical for a restaurant? Unlike common aspects such as service, food, drinks,

location, price, menu, discounts, policies, staff, or customer satisfaction, atypical

aspects are not commonly associated with a restaurant. In the output, formulate

each aspect as sentences, e.g., "Atypical aspects:

– The restaurant has 〈aspect 1〉.

– The restaurant has 〈aspect 2〉.

– The restaurant has 〈aspect 3〉.".

If there are no atypical aspects, output "None".

Passage: {{Review}}

In the few-shot setup for ChatGPT, I include in the prompt both the instruction and

5 worked-out examples:

I Few-shot ChatGPT Extractive and Abstractive Prompt: Given the fol-

lowing restaurant review, can you list atypical aspects for a restaurant? Atypical

aspects are not related to service, food, drinks, location, price, menu, discounts,

policies, staff, customer satisfaction or other types of items that are commonly
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associated with a restaurant. Please be precise in your response, which should con-

tain only atypical aspects that are associated with the restaurant that is reviewed.

Output <None> if there are no atypical aspects.

Example 1: {{Example Review 1}}

Atypical aspects: {{comma-separated extractive annotations OR bullet-listed

abstractive sentences}}

...

Example 5: {{Example Review 5}}

Atypical aspects: {{comma-separated extractive annotations OR bullet-listed

abstractive sentences}}

Can you try for the restaurant review below? {{Review}}

I use the Hugging Face Transformers package [41] for fine-tuning Flan-T5 with the

following hyper-parameters: an effective batch size of 32, a number of epochs of 30,

a learning rate of 3e-5 for Restaurants and 5e-5 for Hotels and Hair Salons, a weight

decay of 0.001, and a generation max length set to 512. Those hyper-parameter values

were found through tuning on the development portion of each dataset. I perform the

fine-tuning experiments on a high-performance computing cluster using 8 CPU cores,

128 GB RAM, and 2 A100 80 GB GPUs, for around 96 hours. I use the OpenAI API

Python package [27] for the ChatGPT experiments, where I do greedy decoding by

setting the temperature parameter to 0.



CHAPTER 6: EXPERIMENTAL EVALUATIONS

The LM-based approaches are evaluated in a 10-fold evaluation scenario where the

Train+Test review dataset is partitioned into 10 folds, 9 folds are used for training

and 1 fold is used for testing. This process is repeated 10 times until each fold in

the dataset is used as a test fold. The evaluation metrics computed across the 10

folds are then micro-averaged yielding the final evaluation metric. For the extractive

evaluation, I report the Precision (P), Recall (R), and F1 scores using exact [F.1]

and partial [F.2] matches of the extracted base noun phrase (BNP) with the ground

truth phrase. For the abstractive evaluation, I follow prior work in summarization

[37, 1, 21] and compare the generated output with the ground truth using BERT F1

Score [43] instantiated with DeBERTa [8], Rouge-1, Rouge-2, and Rouge-L-Sum [19].

F.1 Extractive Exact Match:

In the exact match method, an entire ground truth (gold) BNP is matched with

extracted whole BNP.

P = # correct extracted BNPs / # total extracted BNPs

R = # correct extracted BNPs / # gold BNPs

F.2 Extractive Partial Match:

In the partial match method, I use a greedy method [Algorithm.1] to compute

a bipartite matching between gold phrases (GP) and extracted phrases (EP).

P = TPe / (TPe + FP) R = TPg / (TPg + FN)

where, TPe = True positives w.r.t extracted BNPs

TPg = True Positives w.r.t gold BNPs

FP = False Positives, FN = False Negatives
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Table 6.1: Extractive (exact vs. partial match) and abstractive results (%), on pri-
mary (default) and primary + secondary atypical aspects across the 3 domains. Pre-
cision (P), Recall (R), and F1 scores are reported for the extractive setting. The F1
scores of Rouge-1 (R-1), Rouge-2 (R-2), rougeLsum (RLS) and BERTScore (BS) are
reported for the abstractive setting. Best results in each domain are in bold.

Language Model & Exact Match Partial Match Abstractive
Experimental Setup P R F1 P R F1 R-1 R-2 RLS BS

Restaurants
ChatGPT (0-shot) 22.0 37.7 27.7 27.9 56.8 37.4 35.0 24.0 52.0 66.0

+ secondary 25.1 35.2 29.3 32.5 56.0 41.2 42.0 29.0 53.0 68.0
ChatGPT (5-shot) 33.0 43.6 37.6 39.3 61.7 48.0 42.0 31.0 59.0 71.0

+ secondary 26.8 38.9 31.7 33.5 60.7 43.2 46.0 36.0 57.0 70.0
FLAN-T5 (0-shot) 28.9 23.5 25.9 32.4 28.7 30.5 32.0 24.0 44.0 54.0

+ secondary 27.9 18.5 22.3 32.3 23.9 27.4 30.0 22.0 44.0 56.0
FLAN-T5 (fine-tuned) 67.5 60.2 63.4 72.9 65.3 68.6 58.0 50.0 73.0 79.0

+ secondary 57.7 58.6 56.4 64.2 64.4 62.3 56.0 48.0 68.0 75.0
Hotels

ChatGPT (5-shot) 30.5 35.2 32.7 34.8 46.9 39.9 34.0 26.0 56.0 65.0
FLAN-T5 (fine-tuned) 60.2 54.9 55.9 63.8 57.6 59.0 34.0 26.0 59.0 63.0

Hair Salons
ChatGPT (5-shot) 34.7 43.2 38.5 42.4 61.1 50.1 48.0 37.0 57.0 69.0
FLAN-T5 (fine-tuned) 66.6 62.9 63.9 75.1 69.1 71.1 38.0 33.0 61.0 65.0
Human ITA (est.) 92.3 82.8 87.3 94.2 85.1 89.4 59.0 41.0 78.0 91.0

+ secondary 74.2 67.6 70.8 79.0 71.8 75.3 65.0 47.0 77.0 91.0

The overall experimental results are shown in Table 6.1. For Restaurants I show

results on extracting primary atypical aspects as well as results on extracting both

primary and secondary atypical aspects. Since fine-tuned Flan-T5 and ChatGPT

(5-shot) obtained the best results on Restaurants, they were selected to be evaluated

on the other two domains, using solely primary atypical aspects. Fine-tuning FLAN-

T5 yields the best performance in the extractive task across all domains. While I

observe a big performance gap between ChatGPT and fine-tuned FLAN-T5 in the

extractive setting, that gap shrinks considerably in the abstractive setting for Hotels

and Hair Salons, where ChatGPT (5-shot) occasionally outperforms FLAN-T5 on

some of the metrics. For both LMs the Hotel domain appears to be more challenging.
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Algorithm 1 An algorithm to compute Extractive Partial Match metrics
for gp in GP do

if EP is empty then
FN ← FN + |gp|/|gp|

else Find the extracted phrase ep in EP that best overlaps with gp (in terms
of maximizing Jaccard similarity)

TPe← TPe+ |ep ∧ gp|/|ep| . # matching tokens between ep and gp
TPg ← TPg + |ep ∧ gp|/|gp|
FP ← FP + |ep− gp|/|ep| . # tokens of ep that are not present in gp
FN ← FN + |gp− ep|/|gp| . # tokens of gp that are not present in ep

end if
Remove ep from the set EP.

end for
for ep in EP do

FP ← FP + |ep|/|ep|
end for

Compared to the other domains, atypical aspects are more common and more diverse

in hotels, likely because hotels try to differentiate themselves from other hotels more

than restaurants or hair salons do. Table 4.1 shows that indeed there are more primary

and secondary atypical aspects per review in the hotel domain.

To determine how well Flan-T5 generalizes to unseen atypical aspects in the Restau-

rant domain, I manually created groupings of atypical aspects where semantically

similar atypical aspects, e.g. greeting cards and anniversary gifts, are grouped to-

gether, such that aspects in different groups are semantically very different. I then

partition the set of groups into 10 folds of groups, which ensures that the atypical as-

pects that the language model sees in the test fold have not been seen during training

(either literally or semantically similar). Upon fine-tuning and evaluating FLAN-T5

on this dataset, I observe a similar precision as reported in Table 6.1, however there

is a significant drop in recall from 60.2 to 46.1 for primary atypical aspects and from

58.6 to 49.3 when extracting both primary and secondary atypical aspects. Improving

generalization to semantically novel atypical aspects is therefore an interesting avenue

for future work.
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Error analysis reveals that fine-tuned Flan-T5 is more succinct in its answers,

leading it to sometimes ignore atypical aspects in its response. Conversely, ChatGPT

tends to be more verbose, often generating unnecessary details about the atypical

aspects that it extracts, or mistaking typical for atypical aspects.

6.1 Experiments Using Artificially Augmented Reviews

In these experiments, the artificially augmented reviews are added to the original 9

training folds, and the fine-tuned LM is tested on the original test fold. This process

is repeated 10 times until each fold in the original dataset is used as a test fold. These

experiments are done for primary aspects only for each domain.

The addition of artificial examples during training leads to a 3-4% increase in

the performance for extractive tasks on all domains as reported in Table 6.2. For

the abstractive task, performance increases up to 5% in the case of the restaurant

domain, 3% in the case of the hotel domain but in the case of the hair salon domain

performance did not improve as much.

As ChatGPT is very sensitive to prompts and the current artificial dataset is cre-

ated using only 2 or 3 prompts, the artificial review examples are not as lexically

diverse and natural when compared to the original review examples. Also, 32% of the

artificial atypical reviews contain more than one atypical aspect however in the origi-

nal dataset 62% of atypical reviews contain more than one atypical aspect. Therefore

to improve generalization performance further using artificial datasets, more prompts

and atypical aspects could be used in future work in order to make the artificial data

as similar to the real data as possible.
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Table 6.2: Extractive (exact vs. partial match) and abstractive results (%), on pri-
mary atypical aspects across the 3 domains. Precision (P), Recall (R), and F1 scores
are reported for the extractive setting. The F1 scores of Rouge-1 (R-1), Rouge-2 (R-
2), rougeLsum (RLS) and BERTScore (BS) are reported for the abstractive setting.
Best, and second best results in each domain are in bold, underline respectively.

Language Model & Exact Match Partial Match Abstractive
Experimental Setup P R F1 P R F1 R-1 R-2 RLS BS

Restaurants
ChatGPT (0-shot) 22.0 37.7 27.7 27.9 56.8 37.4 35.0 24.0 52.0 66.0
ChatGPT (5-shot) 33.0 43.6 37.6 39.3 61.7 48.0 42.0 31.0 59.0 71.0
FLAN-T5 (0-shot) 28.9 23.5 25.9 32.4 28.7 30.5 32.0 24.0 44.0 54.0
FLAN-T5 (fine-tuned) 67.5 60.2 63.4 72.9 65.3 68.6 58.0 50.0 73.0 79.0

+ Artificial Data 69.7 63.7 66.3 75.6 69.3 71.8 62.0 53.0 77.0 84.0
Hotels

ChatGPT (5-shot) 30.5 35.2 32.7 34.8 46.9 39.9 34.0 26.0 56.0 65.0
FLAN-T5 (fine-tuned) 60.2 54.9 55.9 63.8 57.6 59.0 34.0 26.0 59.0 63.0

+ Artificial Data 61.8 60.3 59.3 65.3 63.0 62.1 48.0 34.0 62.0 66.0
Hair Salons

ChatGPT (5-shot) 34.7 43.2 38.5 42.4 61.1 50.1 48.0 37.0 57.0 69.0
FLAN-T5 (fine-tuned) 66.6 62.9 63.9 75.1 69.1 71.1 38.0 33.0 61.0 65.0

+ Artificial Data 71.6 66.5 67.7 75.4 69.7 71.1 58.0 52.0 62.0 67.0
Human ITA (est.) 92.3 82.8 87.3 94.2 85.1 89.4 59.0 41.0 78.0 91.0



CHAPTER 7: CONCLUSION

I introduced the new task of extracting atypical aspects from customer reviews.

Items with aspects that are atypical for their category can be promoted in search

results or recommendation lists in order to alleviate overchoice, on the premise that

atypical items are likely to be perceived as surprising and thus to lead to serendip-

itous and more memorable experiences. To enable the training and evaluation of

atypical aspect extraction models, I manually annotated two layers of atypical as-

pects in customer reviews from three domains. Experimental evaluations show that

fine-tuning of Flan T5 obtains better accuracy than few-shot prompting of GPT 3.5.

Even though fine-tuning on reviews that are artificially augmented with atypical as-

pects leads to further gains in performance, the LM performance is still far from

human performance, justifying future efforts in this area.
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APPENDIX A: ANNOTATED EXAMPLES

A.1 Hotels Domain

I This was an awesome stop for me and my dog after a long day of travel. Hotel

McCoy has a whimsical, Route 66 vibe with a modern sensibility. After an incred-

ibly exit off the freeway, We were welcomed by super friendly staff. Our room was

comfortable and cool upon entry and features a retro fridge, chalk and a chalk-

board on back of the door, and a nice book display. An overnight stay included

a free drink at the very comfortable bar and a complimentary breakfast delivered

to your room at your time of choice! There is a nice wide sidewalk out front to

walk your pet as well. The buildings feature whimsical, colorful murals. Finally,

this place features a fabulous small bookstore called Barrio Books! I highly

recommend Hotel MCCoy if you are looking for accommodations in Tucson. Cost

is SO reasonable and SO many pluses.

The hotel features a fabulous small bookstore called Barrio Books.

I We stayed here for a night and loved it. The rooms and hotel have a charm,

nicely decorated boutique style, cozy, and comfortable. They have a nice rooftop

bar and pool and pretty much smack in the middle of State St. Everything is

within walking distance on State St.

We loved the bed with pillow top mattress and I liked the plush pillows. There is

a bird book and a pair of binoculars in every room to bird (or people) watch

from the balcony. The bathroom was nice in the room we had, it had a TV and a

nice bath tub/shower, soft towels, and good water pressure...

Continued on next page
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Table A.1 – Continued from previous page

The hotel offers a bird book and a pair of binoculars in every room to

bird watch from the balcony.

I The largest non-casino hotel in the US definitely lives up to it’s title. This place

is huge and it is quite easy to get lost in it. Having been to the other location

in Orlando, I can say that I prefer this location. The staff are extremely helpful

and nice, and the food choices, although priced for a resort, are plentiful. Going

for a convention is great, as you really don’t need to go out for much if you don’t

want to. It is within walking distance to the Opry Mills mall, the Grand Ole

Opry (they also have a free shuttle there), and they have a shuttle to downtown

Nashville for a nominal fee (much less than taxi).

The hotel has a free shuttle to Grand Ole Opry. They have a shuttle to

downtown Nashville for a nominal fee (much less than taxi).

It is within walking distance to the Opry Mills mall, the Grand Ole

Opry.

Continued on next page
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I My friend M says: "They get everything wrong, but they’re so nice about it!"

The Shining comparisons can’t be avoided – long windy hallways, dark wood

trim. Like many Doubletrees, it’s a 1970’s hotel, but I didn’t see any writing on

the mirrors. I had no choice in the hotel – I go where the meetings are – but

the three stars come from my highly scientific pro/con meeting hotel evaluation

formula(TM).

Pros: Cheap ($88 - $100 a night), soft pillows, shuttle to airport & downtown,

decent gym and outdoor pool, lots of meeting rooms, good tea & coffee, rose

garden makes for a fragrant break, location right on the riverside bike path

offers jogging/fishing/blackberry picking options.

Cons: Far from town, depressing architecture, very limited Wifi, the food, bar

prices are high, if you get the one cranky lady at the front desk she won’t let the

shuttle take you downtown even though you had it booked already.

The hotel has a shuttle to downtown.

The hotel’s location is right on the riverside bike path that offers jog-

ging/fishing/blackberry picking options.

Table A.1: Examples of extractive and abstractive annotations of customer
reviews in the hotels domain. Secondary or optional annotations are shown in
blue.

A.2 Hair Salons Domain
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I I’ve been coming to this salon for a long time. The staff is very friendly and the

building is nicely decorated. Katie Chavez has been doing my hair for the last 13

years. I have followed her to a couple new salons, but I’m so happy she decided to

make her home here. The place is clean and modern. I believe they offer exercise

classes, but I’ve never attended on. If I could give this salon 6 stars, I would!

The salon offers exercise classes.

I Such an amazing space. Guaranteed - you will become just a little bit cooler and

more stylish from even just walking into the place. Not only is the environment

and decor inspiring - from the photography on the walls to the vintage furniture

everywhere, but they also sell all kinds of things that you’re going to want to buy.

They sell vintage dresses, new designer T shirts, and best of all - all kinds of

amazing, one of a kind jewelry pieces and handmade hats and scarfs. There

were easily 5 things that I wanted to buy immediately upon arrival. I decided on

one new scarf and I love it! I will be back to buy some jewelry next time.

Also you will leave with a hairstyle that is flattering, edgy, and stylish. The do

cuts, colors, braids, wedding hair - everything. There is a photography studio

in the back where you can book photo shoots as well. The owners and employees

are beyond friendly. You should totally check this place out for so many reasons,

it’s really unique and inspiring.

The salon sells vintage dresses, new designer T shirts, jewelry pieces

and handmade hats and scarfs.

There is a photography studio in the back where you can book photo

shoots as well.

Continued on next page
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Table A.2 – Continued from previous page

I Ok, so I gave Icon another try. I was walking through Commerce Place when I

passed a mirror and remembered I was desperately in need of a haircut. I decided

to give them a try again - and I’m glad I did. A woman named Jayme cut my hair

and I honestly haven’t had such a hip, modern cut in long time. This time the

service was exceptional, and I have to say that the salon has improved by leaps

and bounds. I learned it’s under new management. The studio has adopted a

more boutique-style environment, with artwork on the walls and they even

have a tattoo studio attached. The place was quiet, as it was in the middle of

the afternoon during the week, but I wouldn’t be surprised if weekends are packed.

I was really impressed with Jayme’s friendly service and she even gave me tips for

styling my hair, without pushing product on me - a pet peeve of mine at salons.

I will definitely go back for a haircut, and may even try a colour there next time.

Keep up the good work, Icon.

The salon has a tattoo studio attached.

The salon has adopted a more boutique-style environment, with artwork

on the walls.

Continued on next page
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I I decided to go to Plume on a whim since it’s just a block from my house. I

was very pleased with the service and how my hair turned out. I was greeted by

name upon arriving and offered water, coffee, or a glass of wine. You really can’t

beat the eclectic feel you get in this intimate space. They sell adorable potted

plants and succulents, as well as unique jewelry, clothes, and items that I

assume are made by local artists. The esthetic has a very relaxing gypsy vibe

with beautifully mismatched furniture and exposed brick. I was a fan of

the bowl of candy they had in the waiting area.

I can’t remember my hair dresser’s name but she was very nice and helpful. I left

it in her hands to decide which color to highlight hair and I’m so happy I did that.

She suggested I go for a more golden blonde tone because my current color was

washing me out. All of the products she used smelled SO good and I left a very

happy camper. It’s not just a haircut appointment - It’s an experience. I will be

coming back to Plume for my next cut!

The salon sells adorable potted plants and succulents, as well as unique

jewelry, clothes, and items made by local artists.

You really can’t beat the eclectic feel you get in this salon. The esthetic

has a very relaxing gypsy vibe with beautifully mismatched furniture

and exposed brick.

Table A.2: Examples of extractive and abstractive annotations of customer
reviews in the hair salons domain. Secondary or optional annotations are shown
in blue.
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APPENDIX B: ATYPICAL ASPECTS IN ARTIFICIAL DATASET

B.1 Restaurants Domain

Category Atypical Aspects

Retail • selling culinary books

• car washing service at the back

• small travel store that includes travel size toiletries,

water bottles, granola bars, small hiking gear, etc.

• anime/comic figurines for sale

• guitar store

Entertainment • group of clowns entertaining children

• collection of sea creatures

• stand-up comedy night

• caligrapher to write your name in any language

• outdoor movie nights

• live snake charmer

• collection of travel books of the places of all countries

in the world

• binocular for bird watching

• cool science experiments for the kids

Personal care • massage lounge to relax while waiting

• men’s grooming service

• miniature therapy horse

Continued on next page
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Socializing/dating

services

• speed dating event

• find a foodie friend program

• single mom day

Activities • escape room

• weekly ballroom dance event for locals

• their monthly salsa dancing nights

• you can fish your own fish in fish tank

• pottery man, you can create own pottery and take

home

• restaurant having pool and water slide activity

• small tree house for kids to play

• gold panning activity

• puzzles on the table to solve

• camel ride

Educational • karate classes for womens for self defense

• free English classes for immigrants

• food photography

• sharing their recipe of a dish

Continued on next page
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Cultural • mini-museum for cultural(Indonesian/Japanese/etc)

• small museum-like space, vintage cars and motorcy-

cles

• weekly cultural performances, traditional music and

dance

Tourism • bicycle rental to roam around town

• rent kayaks, snorkel gear

• horse carriage ride around the town

Nature • butterfly garden

• bonsai garden with bonsai for sale

• view of a mountain range

Community service • donation booths where you can donate clothes, shoes,

etc to needy

Location • they are on the water in a boat

• beside the museum

• white water rafting center

Misc • composting program

Table B.1: Atypical aspects of restaurants for Type 2 artificial data
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B.2 Hotels Domain

Category Atypical Aspects

Retail • handmade jewelry and accessories

• car washing service at the back

• souvenir shop

• handcrafted pottery sale

• shop selling perfumes, scarfs, hats, sunglasses

• toys for sale

• booking of flights, train, bus

• mobile accessories shop with cellphone chargers, head-

phones, cables, etc.

Entertainment • magician

• fun karaoke area

• giant aquarium

• therapeutic treehouse that overlooks a serene lake

• rescued farm animal sanctuary on the property

• monthly stand-up comedy show with local comedians

• fortune-telling booth

• ice-sculpting show

• live snake charmer

• henna tattoo artist

Continued on next page
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Personal care • men’s grooming service

• miniature therapy horse

• hair salon

Activities • maze made of hedges

• water park access

• indoor ice skating rink

• resident llama named Simon who you can take for

walks around the property

• complimentary dance class

• cherry picking activity

• gold panning activity

Educational • on-site pottery studio where guests can participate in

pottery classes

• complimentary music lessons

• workshops on artful jewelry making

• archery sessions for kids

• hobby classes for kids

• embroidery sessions

Cultural • collection of antique clocks

• weekly cultural performances, traditional music and

dance

Continued on next page
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Tourism • horse carriage rides around town

• daily tours including hiking, kayaking, etc

• rent ski

• guided boat tour in a lake

• taxi service

• beach chair rental

Nature • butterfly garden filled with rare species of butterflies

• natural hot spring

Community service • community outreach program where they hire and

train individuals from underprivileged backgrounds in

hospitality management

• "Adopt-A-Boat" program, where you can adopt a lo-

cal fishing boat and help support the preservation of

the local fishing industry

• donation booths where you can donate clothes, shoes,

etc to needy

Location • they are in the lake

Misc • Test-drives of Tesla

Table B.2: Atypical aspects of hotels for Type 2 artificial data
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B.3 Hair Salons Domain

Category Atypical Aspects

Retail • car washing service at the back

• handcrafted pottery

• shop selling perfumes, scarfs, hats, sunglasses

• toys for sale

• anime/comic figurines for sale

• handmade Moroccan jewelry and accessories

• cultural cookbooks for sale

• antique store

• eclectic antique salt and pepper shakers

Entertainment • collection of travel books of the places of all countries

in the world

• live snake charmer

• outdoor gaming area

• audiobooks of short stories

• caricature artist onsite

• claw machine game

• monthly stand-up comedy show with local comedians

• miniature golf course

• board games and puzzles

Continued on next page
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Personal care • massage lounge to relax while waiting

• dietician on-site for hair wellness

Socializing services • single mom day

Activities • painting studio; paint your own ceramics

• coloring book and crayons

• themed escape rooms

• binocular for bird watching

• gold panning activity

• zumba sessions

• design your own stickers

• ice-skating rink

Educational • music lessons

• on-site pottery studio where guests can participate in

pottery classes

• free origami lessons

• karate classes for womens for self defense

• free English classes for immigrants

• photography lessons

• embroidery sessions

Continued on next page
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Cultural • mini-museum of Indonesian culture

• collection of antique musical instruments

Tourism • ski rental

• guided boat tour in a lake

• borrow bicycles for free

• camel ride around the town

Nature • butterfly garden filled with rare species of butterflies

• bonsai garden with bonsai for sale

Community service • community outreach program where they hire and

train individuals from underprivileged backgrounds in

hair salon services

• donation booths where you can donate clothes, shoes,

etc to needy

• pet adoption center

Misc • office space for work while waiting

• daycare facility

Table B.3: Atypical aspects of hair salons for Type 2 artificial data
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