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ABSTRACT

SAURABH B. TRIVEDI. Design and development of a distributed control scheme
for an AC stacked distributed PV inverter architecture.

(Under the direction of DR. BABAK PARKHIDEH)

The increasing importance of renewable electricity, especially PV generation, and

the reducing costs of PV modules has placed the inverter in limelight. Panel-level in-

verter configurations like Micro-inverter are gaining commercial importance, but hold

a minor market share. On the other hand, PV inverters which are connected in series

on the AC side, like cascaded multilevel inverter or cascaded H-bridge (CHB), are gain-

ing research importance. Another such configuration called Inverter Molecule™(IM),

which is at its nascent stage seems to be very promising as a panel-level inverter

configuration.

The control structures employed for the distributed panel-level inverters in cascade

such as CHB, are either centralized or hybrid. A control structure which is truly

distributed, taking advantage of the inverter configuration/architecture, has not yet

been developed. The hypothesis here is that, individual inverters of a string can

be controlled independently of each other, without any communication because the

common string current inherently shares the information with all members.

Hence, a novel distributed control scheme has been designed and developed and its

feasibility for the IM architecture is proved in this thesis, by mathematical modeling

and analysis, and simulation results.

Inverter Molecule™ is a trademark of SineWatts, Inc. The author does not claim any rights.
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CHAPTER 1: INTRODUCTION

1.1 Electricity Generation

Electricity generation has been largely dependent on sources of energy that are

non-renewable, like fossil fuels and nuclear energy. Based on the data from EIA [1], as

shown in Figure 1.1, the contribution of fossil fuels (coal and natural gas combined),

nuclear and hydro-electric sources has not increased significantly since 2001, while

the contribution of other renewable sources has increased by around 300%. But,

generation from these renewable sources is still minor (approximately 7%) compared

to conventional sources. The problem with this distribution is that these conventional

sources are hazardous to the environment because of the toxic emissions. In 2010

alone, approximately 2.3 billion metric tons of CO2 was emitted as a result of coal and

natural gas used in electricity generation [1]. These emissions are a major contributor

to global warming. Also, because of their unprecedented use, fossil fuels are fast

depleting.

Figure 1.1: Net electricity generation in the U.S. [1].
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Electricity generation from coal, natural gas, nuclear energy adds pollutants to

traditional water resources, while producing electricity from geothermal energy may

pollute ground water reserves in the process [2]. Hydro-electricity generation does not

pollute water, but drastically changes the river habitats, due to dam construction.

Thus, because of all the aforementioned reasons, the use of renewable sources like

wind and solar in electricity generation must be encouraged as they have minimum

negative impact on the environment.

1.2 Motivation

1.2.1 Renewable Electricity Challenges

There are many challenges involved in making renewable electricity mainstream

and one of the biggest is the cost involved. The U.S. DOE’s EERE office has been

introducing a lot of programs to make renewable electricity cost-competitive compared

to traditional sources. One such program is the ‘SunShot’ initiative introduced in 2011,

which aims at bringing the cost of a utility scale PV system to $1/W (levelized cost of

energy of $0.06/kWh) by 2020. Of this, $0.5/W is the cost of PV module, $0.1/W is

the cost of power electronics and $0.4/W is the balance of system (BOS) [3]. After just

three years into the program, the cost has reduced significantly, as seen in Figure 1.2.

Most of the reduction in cost is from the PV module costs, thus making the inverter,

hardware and BOS the major contributors. The inverter cost has also reduced, from

1.6 c/kWh to 1 c/kWh but, it is required to reduce it further to 6 c/kWh (equivalent

to $0.1/W), based on SunShot targets.

Another major challenge of integration of renewable sources with the electrical

grid, is the intermittent nature of generation because wind and solar insolation vary

significantly with time. This problem can be solved by better planning and operation

of the grid as suggested by NREL in their report [5]. But, it is equally important

to increase the efficiency and reliability of the power electronics to deal with this

problem.
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Figure 1.2: LCOE of PV systems [4].

1.2.2 Photovoltaic Inverter

In order to harness solar energy, there are two types of technologies available; one

is Photovoltaics, which converts the light to DC electricity while the other uses con-

centrated solar power to produce heat. Of these, PV technology is more widely used

to generate electricity. But, as most of the transmission and distribution systems for

delivering electricity use AC, the power conversion stage called ‘Inverter’ is necessary.

Traditionally, a central inverter configuration has been used, in which PV panels

are connected together in series and parallel to build up the power, followed by the

inverter stage connecting it to grid. This architecture, however, is not able to capture

all the energy because variation in insolation on some PV modules affects the power

extracted from others. This drawback has been overcome with newer architectures

like the Micro-inverter, which is connected to a panel. But, this newer technology has

disadvantages in terms of cost. Thus, there is a need for a better inverter configuration

that can achieve panel-level optimization and also the cost targets set by DOE.

This thesis investigates a new configuration/architecture, based on an embodiment

of [6], called Inverter Molecule™(IM), in which PV inverters, at panel-level, are con-
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nected in series on the AC side to build up the voltage, and then connected to the

grid. This configuration - an AC stacked distributed PV inverter, has the advantage

of a micro-inverter and also reduced complexity and cost as each panel-level inverter

is operating at lower voltage. It also provides benefits of higher efficiency and helps in

reducing other hardware and BOS costs. Since, it is a new PV inverter architecture,

this thesis aims at showing its feasibility with a distributed control scheme.

1.3 Organization of Thesis

A brief description of the reasons leading to the motivation of the thesis has been

provided before. Remainder of the thesis is organized as follows:

Chapter 2 gives a background of PV inverter configurations/architectures that

exist today and how they are controlled.

Chapter 3 derives the mathematical model of the IM architecture and gives the

design and analysis of a distributed control scheme for it.

Chapter 4 discusses the results of the simulation of the IM configuration with the

distributed control scheme, using MATLAB/Simulink.

Chapter 5 concludes the thesis and provides suggestions for future work.



CHAPTER 2: BACKGROUND

2.1 Introduction

In the introduction to this thesis, the importance of PV electricity and the prime

role of the inverter was highlighted. This chapter will review different structure topolo-

gies (configurations) for grid connected PV inverters and their control structures. Sec-

tion 2.2 introduces the commercially accepted PV inverter configurations like central

inverter, string/multi-string inverter and the micro-inverter or AC module. Section

2.3 will introduce the control schemes that have been used for these inverter configu-

rations. In the following section a more recent configuration called cascaded multilevel

inverter and its control scheme is reviewed. Section 2.5 reviews a PV inverter tech-

nology which is in its nascent stage, called the Inverter Molecule™(IM) and its control

method.

2.2 PV Inverter Configurations

The Central Inverter is the technology, in which a sufficient number of PV panels

are connected in series such that the voltage built up is grid comparable, without need

for boosting and such strings of panels are connected in parallel through diodes (to

avoid damage to the modules by reverse flow of current) to build up the power (several

kW), as shown in Figure 2.1(a) [7]. A central inverter is typically a 3-phase inverter

but may also be single phase. Initially, it used line commutated thyristor bridge which

injected current with high harmonic content and non-unity power factor into the grid,

but, with advancement in power electronics, IGBTs, BJTs and MOSFETs have been

used [8]. Typically, it is a single stage full-bridge with a power decoupling capacitor

at the input and a filter network at the output. It may be coupled to the grid with
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or without a transformer (at line frequency).

The advantages of central inverter are high efficiency and low cost per watt [8].

The disadvantages of this configuration are more evident: high voltage DC cables be-

tween the PV modules and inverter decrease safety, mismatch losses due to centralized

MPPT or panel variations, losses in string diodes and non-flexible design [7], [8].

(a) (b) (c) (d)

3 phase 1 phase
1 phase or 

3 phase 1 phaseGrid

String diodes

PV modules

Figure 2.1: Grid-tie PV inverter configurations: (a)Central inverter (b)String inverter
(c)Multi-string inverter (d)Micro-inverter.

String and multi-string inverters are the reduced versions of central inverter [9],

shown in Figure 2.1(b) and (c). Instead of connecting the string of panels in parallel,

they are directly connected to an inverter. This eliminates the diode losses. Also, the

mismatch losses due to partial shading are reduced because each string MPP can be
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controlled separately [7], [8], [9]. Similarly, in multi-string configuration, a DC-DC

converter is employed for each string and the outputs of these converters are con-

nected to a common DC bus followed by a central inverter. Both these configurations

also have the advantage of being easily expandable, by adding a string with DC-DC

optimizer or string inverter [7], [8], [9].

The AC module or micro-inverter consists of an inverter integrated with the PV

module, thereby directly interfacing it to the grid, as shown in Figure 2.1(d). This

configuration completely eliminates the mismatch losses as individual panel-level max-

imum power point tracking (MPPT) can be performed. Also, it provides the advantage

of scaling up easily, owing to its modular structure. However, the main drawback is

that it requires a boost stage in order to interface the panel-level voltage (25 V to 40

V) to grid voltage level. This, conversion is lossy and decreases the efficiency. Also,

due to the complex power topologies involved, price per watt is higher [7], [9]. The

advantages of micro-inverter make it the latest commercially accepted inverter tech-

nology for residential applications. But due to its disadvantages, it is not as widely

accepted for PV power plants.

2.3 Control Scheme

Developing the control scheme for a particular PV inverter configuration is an

essential task because both the input and output need to be controlled. Figure 2.2,

shows the non-linear I-V and P-V characteristics of a PV module. Here, it is required

to maintain the voltage at the output of PV as constant at the maximum power

point (MPP). Thus, usually there is a power decoupling capacitor at the point of PV

coupling to the power converter, whose voltage needs to be controlled. The maximum

allowable amplitude of voltage ripple is 8.5% for a utilization of 98% [7].

On the other hand, at the output side of the inverter, the current going into the grid

must be controlled to be sinusoidal and in phase with the grid voltage (unity power

factor). There are certain regulations in this regard, and one important requirement
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Figure 2.2: PV characteristics [7].

is that THD of the current must not exceed 5% [10]. Other supervisory controls, such

as to disconnect the PV inverter from the grid in case of outage (anti-islanding), may

also be required. It may also be required to supply reactive power (leading/lagging

power factor).

For studying the basic control scheme, the inverter configurations studied so far

can be categorized mainly as single-stage or two-stage. The central and string inverter

configurations are usually single-stage while the multi-string and micro-inverter are

two-stage configurations. In a single-stage configuration, both the input voltage and

output current control must be performed by the full-bridge inverter stage. Usually

a multi-loop strategy is applied as shown in Figure 2.3 [9], [11]. The outer loop is a

voltage controller for the DC link capacitor. The reference for this controller comes

from an MPPT block. This MPPT block is a separate controller which runs at a

much lower frequency, that finds the required voltage across the PV so that maximum

power is extracted. Algorithms such as Perturb and Observe (P&O), incremental

conductance are widely used for it. The voltage controller output is a current reference

for the grid side current, but is a DC quantity. This needs to be multiplied with

the output of a phase-locked loop (PLL), locked with the grid voltage. The current

controller then generates the PWM required to maintain this current.

For a two-stage configuration, the control scheme is as shown in Figure 2.4 [12].
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Figure 2.3: Single-stage grid-tie PV inverter control scheme.
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Figure 2.4: Two-stage grid-tie PV inverter control scheme.

Here, the DC-DC stage controls the PV side voltage based on the MPPT reference.

The flexibility of the inverter stage to support the grid under varying PV power,

increases due to the presence of this stage. This stage may be a boost, buck or

buck-boost converter with a suitable topology. Usually it is a boost configuration,

so that when the PV power goes down due to shading (cloud cover), a lower MPPT

voltage (as required) is maintained at the input of this DC-DC stage and the output

voltage can be much higher such that it can support the grid voltage. For a Micro-
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inverter configuration, it is required to be a boost converter because very high step-up

from panel voltage to grid voltage is required. The inverter controller is again a two-

loop configuration, with the difference that the outer loop now controls the DC link

capacitor voltage which is not the point of PV coupling [9].

2.3.1 Voltage Controller

The details of the control blocks considered in the above control structures will now

be reviewed. The voltage controller block usually employs a proportional-integral (PI)

controller to follow the reference capacitor voltage with zero steady-state error. But,

the reference is a constant value, while the actual capacitor voltage has ripple. Thus,

some methods are used to eliminate the ripple by filtering or by estimation. Low-pass

or notch filters (tuned for 120 Hz) can be used to measure the voltage average value.

Energy balance methods are used to estimate the capacitor stored energy over one

switching cycle [13], one electrical cycle [14], [15] or half electrical cycle [12], and thus

estimate the voltage ripple. This ripple can then be subtracted from the measured

voltage to generate a constant current reference i.e. the current reference output of

the controller is not affected by the voltage ripple. The advantage of this approach

over filtering methods is that the controller frequency can be much higher than the

grid frequency.

2.3.2 Current Controller

The current controller block is fed with a DC quantity as reference. But, the

current to be controlled is AC. Thus, various methods are available to control the

sinusoidal current and its phase with respect to grid voltage, such as instantaneous

PI control, proportional-resonant (PR) stationary frame control, D-Q synchronous

reference frame (SRF) PI control. All the methods require a phase-locked loop (PLL)

based on the grid voltage. In instantaneous control, the output current is compared

with the reference multiplied by the PLL output. Thus, the output of the PI controller
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is a sinusoidal voltage reference or modulation index. The problem with this approach

is that it is challenging to generate the AC reference to achieve zero steady-state error

[16]. This is because the reference, for the output current to be in phase with grid,

must account for the PI lag.

The PR controller also acts on the error of sinusoidal reference current (gener-

ated by multiplication of DC reference from previous voltage controller with required

phase of PLL output) and measured AC current. The difference is in the transfer

function of the controller. Unlike a PI, it can achieve infinite gain (theoretically) at

the fundamental frequency, but practically very high gain can be achieved [18].

The D-Q transformation is usually used for the three-phase system where it is

defined by the Park’s transformation to convert the three phases (abc) to dq0. But,

for a single phase system, the measured current first needs to be converted to the

static frame (αβ), by creation of a second current (in quadrature with the real one).

This can be achieved by various methods as described in [17], by delaying the real

sinusoidal current by 90°, by obtaining capacitor current feedback or by using notch

filters. The D-Q frame rotates with respect to αβ frame as shown in Figure 2.5. The

D-Q transformation matrix used, depends on the whether the current is aligned with

sine or cosine function and whether the α and β are RMS or peak values. Here, we

consider that they are RMS values and the D-Q components are peak values, thus we

get a multiplying factor of
√

2. Thus, we get the following transformation matrices,

T =
√

2

 cos(θ) sin(θ)

− sin(θ) cos(θ)

 , T−1 =
1√
2

cos(θ) − sin(θ)

sin(θ) cos(θ)

 (2.1)

where,

 ~vD
~vQ

 = T

 ~vα
~vβ

 ,
 ~vα
~vβ

 = T−1

 ~vD
~vQ

 (2.2)
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Figure 2.5: Relation between αβ and D-Q frames.
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Figure 2.6: D-Q controller.

The D-Q SRF controller structure is shown in Figure 2.6 [17]. The measured AC

current is converted to its DC D and Q components. The reference obtained from the

previous voltage control stage is usually compared with the D-component, while the

Q-component reference depends on the required reactive power. Then two separate

PI controllers are used to control these components. The output of these two PIs is

some DC value as expected and needs to be converted back to sinusoidal reference

using the inverse of D-Q transform. It can be seen that, it has additional decoupling

terms (ωL) because the system model is such that they are coupled. This will be clear
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in the next Chapter, where modeling is discussed.

Now, usually the output of any of the above current controllers goes to a PWM

generator that generates the sinusoidal PWM (SPWM) for the full bridge inverter. In-

stead of controlling the average current (output of the filter stage after inverter) based

on the sinusoidal reference (for example, by sine-triangle method), a peak current con-

troller (PCC) can be used, in which the switching is directly controlled so that the

current (output of the inverter, before filtering) follows the reference. PCC, though

traditionally used for DC-DC converters, can also be used in inverters as mentioned

in [19], with adequate slope-compensation near the peaks of the sine wave. There are

other methods like hysteresis control, but it involves variable switching frequency.

2.4 Cascaded Multilevel Inverters

2.4.1 Topology and Operation

There has been a significant amount of research interest in the Multilevel Inverter

topologies, especially the cascaded multilevel inverter or H-bridge (CHB). This is one

of the commercial topologies of multilevel configuration and has the advantage of

reliability owing to its modular structure [20]. In grid connected PV applications,

each PV module can be connected to an H-bridge and they are series connected on

the AC side to build up the voltage and then connected to the grid as shown in

Figure 2.7. Each H-bridge is triggered with different modulation functions such that

the sum of outputs (after filtering) is a sinusoid. The switching can either be at

the fundamental frequency or a high frequency. Some modulation techniques like

selective harmonic elimination (SHE), carrier based techniques like level-shifted and

phase-shifted carriers, and space vector modulation (SVM) are used to generate the

multilevel waveforms.

A common SHE technique, using fundamental switching frequency PWM is shown

in Figure 2.8 (a). This technique has the disadvantage of unequal power distribution

due to unequal conducting times [20]. The most common modulation technique used
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Figure 2.7: Cascaded H-bridge topology.

Figure 2.8: Multilevel modulation techniques: (a)SHE PWM (b)Phase-shifted PWM
[20].
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in CHB, is the phase-shifted carrier PWM which works as shown in Figure 2.8 (b).

Here, phase shifted versions of a carrier signal are used to compare with the sinusoidal

reference.

2.4.2 Control Scheme

The CHB configuration has the advantage of being a distributed PV architecture.

But the control schemes usually employed are not completely distributed ones, they

are either centralized or hybrid (centralized + distributed). A centralized control

scheme is proposed by [21], as shown in figure 2.9. Here, the error of DC link voltage

and its reference from individual MPPT stages is summed and total voltage control

(PI) is performed on it. The output after multiplication with normalized PLL output

gives the current reference. The error in string current is calculated and fed to the

current controller (PR). The output of the current controller is the inductor voltage

reference, which is added with the grid voltage measurement to get the total converter

output voltage. Instead of directly using this output (normalized) as modulation index

for each converter, an additional feedforward term, generated to control the DC link

voltages of individual converters, is added to get individual modulation indices.
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Figure 2.9: Centralized control scheme for CHB.

A typical hybrid control scheme proposed in [22] is shown in Figure 2.10. In-

dividual, module-level MPPT is performed and the reference is used to control the
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individual DC link capacitor voltages for n − 1 inverters, while one inverter uses the

summation of measured DC voltages and references of all inverters to control the total

voltage. Thus, there are n voltage controllers. The n − 1 voltage controller outputs

are multiplied by normalized sine signal synchronized with grid to generate their re-

spective switching functions. Since, it is a series configuration, only one inverter is

required to have a current controller loop. The inverter controlling the total voltage,

controls the string current. The current reference is generated by multiplying the

voltage controller output with normalized sine signal and the error in string current

is fed to the current controller (PI). The output of this controller is the sum of all

inverter switching functions and thus, switching functions of all other inverters are

subtracted from it to give the switching function for that inverter. The centralized

PWM generator then generates gating signals for all the H-bridges (based on phase

shifted PWM).
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Figure 2.10: Hybrid control scheme for CHB.

This hybrid control scheme is the most widely used method, with some variations,

for the multilevel CHB configuration. A non-active current reference feedforward cou-

pled with this overall scheme is proposed in [23]. Also, a variation is proposed in [24],

for 3-phase PV system with D-Q current control. For this scheme, apart from the

fact that the PWM generation controller is a centralized one owing to the multilevel

configuration (as phase-shifted PWM needs to be generated), the voltage controller
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stage and the modulation function generation stage of the current controlling inverter,

requires information from all other modules. At the same time, the modulation func-

tion generation of other inverters in cascade is only dependent on their own voltage

controller. Hence, in this thesis, it is termed as a hybrid control scheme.

2.5 Inverter Molecule™

The IM configuration is similar to the CHB configuration studied in the previous

section, with respect to the series connection of H-bridges. Many different embodi-

ments of [6], provide different topologies (single-stage, two-stage, inverter with DC-DC

converter parallel to DC bus called MFEC) for a common ideal of the configuration

of AC stacked panel-level inverters. Of these, the single-stage inverter topology with-

out the proprietary MFEC (which removes the 120 Hz DC bus ripple in signle-phase

inverters) is considered here1, which is similar to the CHB configuration shown in

Figure 2.7. The difference here is that each H-bridge output has a filter (LC) network

and the connection to the grid is through an interface inductor. This difference is

because the principle of operation is different - each inverter stage (with filtering)

produces a sinusoidal voltage and current. Being a panel-level configuration, it takes

the advantage of low voltage switches like MOSFETs, which can be switched at high

frequencies to reduce the size of passive components required for filtering, in turn

increasing power density. This also reduces cost in terms of the hardware. The BOS

costs are much lower compared to central inverters as this configuration is panel-level

like Micro-inverters. Also, the efficiency is higher compared to Micro-inverters as there

is just one stage of conversion. The advantage of this configuration over a multilevel

CHB is that the centralized control, required by CHB for the phase-shifted carrier

for PWM generation of individual inverters, is not required for IM. This configura-

tion however, requires a grid synchronized (PLL) signal for the reference generation

1Throughout the thesis, this representation is used for the IM configuration for simplicity pur-
poses, thus, not taking advantage of all the features of the IM architecture. However, the author
does not claim that it is the only representation possible or that such advantages do not exist.
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(modulation index) for each string member, which requires low bandwidth communi-

cation. According to an embodiment of [6], this function, along with other functions

like string protection and anti-islanding, can be performed by a ‘Termination Box’ or

‘Load Center’ which interfaces the string to grid.

MPPT
Voltage
Controller

+
-

Current
Controller

+
-

ipv1_mes
vdc1_ref iL_ref

iL_mes

MPPT
Voltage
Controller

+
-

ipv2_mes

vdc2_ref

MPPT
Voltage
Controller

+
-

ipvn_mes

vdcn_ref

vdc1_mes

vdc2_mes

vdcn_mes

m1

m2

mn

sin(ωt)

sin(ωt)

sin(ωt)

Figure 2.11: Distributed control scheme for IM.

The very fact that it is a series connected string of inverters, can be used to realize

a truly distributed control scheme. Such a control scheme, based on an embodiment

of [6], is shown in Figure 2.11. The string members do not require voltage or current

information from other SMs. The inverter control depends only on locally measured

voltage and current while the required information of other members is inherently

carried through the AC side. Here, each SM controls its DC link voltage to extract

maximum power. One of the SMs can be assigned the task of controlling the string

current. This SM will be referred to as current administrator (CA). The CA controls
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the string current by controlling its own power. If there is loss of power on any SM,

resulting in the loss of string voltage, it will be translated to the DC side on account of

power balance because the grid holds the string side voltage. This in turn will reduce

the current in order to bring back the DC link that has gone up in voltage.

2.6 Conclusion

This chapter reviewed various grid-tie PV inverter configurations and their control

schemes along with the advantages and disadvantages. The most promising config-

uration is the IM. Along with reducing the power electronics complexity, increasing

efficiency and reducing costs, this configuration also provides the opportunity to re-

alize a distributed control scheme. This thesis will thus make an attempt to design

and develop the distributed control scheme using modern control theory approach and

prove its feasibility.



CHAPTER 3: MODELING, ANALYSIS AND CONTROLLER DESIGN

3.1 Introduction

The main objective of this chapter is to derive the model of the Inverter Molecule™(IM)

and by analyzing the model, design a suitable controller. The first step is the modeling

of a single phase PV inverter, discussed in Section 3.2. Following this, a model for IM

is derived and analyzed in Section 3.3. Then, based on the principle of state feedback

control, using the distributed control method discussed in previous chapter, Section

2.5, the controller for IM is designed in Section 3.4 and the closed form is derived.

The designed controller is analyzed under different operating points. The chapter is

concluded with comments on the feasibility in Section 3.5.

3.2 Single Phase PV Inverter Modeling

The single-stage single phase, full bridge inverter for grid-tie PV application was

studied in the previous chapter, Section 2.3 along with its control scheme. This section

will discuss its state space modeling, based on the representation of Figure 3.1. In

our modeling, we neglect the high frequency filter capacitor on the AC side. Also, as

shown in Figure 3.1, the PV source is emulated as a DC voltage source in series with

a resistor. Though the resistor has linear I-V characteristics, unlike PV, it is sufficient

for our model because the concept of fixed input power based on controlling the DC

capacitor voltage, the important characteristic of interest, is preserved.

Applying KVL to the output side of the inverter, we get,

vac − vg = L
diL
dt

(3.1)
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Figure 3.1: Single phase inverter.

Applying KCL to the DC capacitor, we get,

ipv − idc = Cdc
dvdc
dt

(3.2)

The averaged switching function or the modulation index (m) of the inverter can

be used to write, vac = mvdc and idc = miL (based on power balance). Thus, also

writing ipv in terms of Vin, equations 3.1 and 3.2 become,

mvdc − vg = L
diL
dt

(3.3)

Vin − vdc
Rdc

−miL = Cdc
dvdc
dt

(3.4)

In order to analyze the time varying quantities, we convert them to synchronous

rotating frame (SRF) using DQ transformation, discussed in the previous chapter,

Sub-Section 2.3.2. Accordingly, the time-varying parameters must be converted to α

and β phases. The actual parameters contribute to the α phase and their 90° phase

shifted versions contribute to the imaginary or β phase. Equations 3.3 and 3.4 become,

mαvdc − vgα = L
diLα
dt

mβvdc − vgβ = L
diLβ
dt

(3.5)



22

Vin − vdc
Rdc

−mαiLα −mβiLβ = Cdc
dvdc
dt

(3.6)

Combining α and β in equations (3.5) and (3.6),

mα

mβ

 vdc −
vgα
vgβ

 = L
d

dt

iLα
iLβ

 (3.7)

Vin − vdc
Rdc

−
[
mα mβ

]iLα
iLβ

 = Cdc
dvdc
dt

(3.8)

The transformation matrix (T ) to convert from αβ to D-Q, and its inverse are

given in equation 2.1. Thus, converting the stationary frame terms in (3.7), to SRF

using inverse of transformation matrix T−1,

T−1

mD

mQ

 vdc − T−1

vgD
vgQ

 = L
d

dt
T−1

iLD
iLQ

 (3.9)

Multiplying (3.9) by transformation matrix T and simplifying,

mD

mQ

 vdc −
vgD
vgQ

 = L

 ˙iLD − ωiLQ
˙iLQ + ωiLD

 (3.10)

Transforming equation (3.8) to synchronous frame using inverse of transformation

matrix T−1,

Vin − vdc
Rdc

−

T−1

mD

mQ



T

T−1

iLD
iLQ

 = Cdc
dvdc
dt

(3.11)

Simplifying (3.11),

Vin − vdc
Rdc

− 1

2

[
mD mQ

]iLD
iLQ

 = Cdc ˙vdc (3.12)
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Now, equations(3.10) and (3.12), have non-linear terms. Thus, after adding per-

turbation and linearizing,

MD

MQ

 v̂dc +

m̂D

m̂Q

Vdc −
 ˆvgD

ˆvgQ

 = L

 ˙̂iLD − ω ˆiLQ

˙̂iLQ + ω ˆiLD

 (3.13)

Vin − v̂dc
Rdc

− 1

2

[
m̂D m̂Q

]ILD
ILQ

− 1

2

[
MD MQ

] ˆiLD

ˆiLQ

 = Cdc ˙̂vdc (3.14)

In order to write the state space equations in standard form, the state variables,

inputs and outputs must be specified. The inductor current D and Q components and

the capacitor voltage will be the state variables. In PV applications the voltage at the

point of PV coupling, in this case is the DC capacitor voltage, needs to be controlled

in order to extract maximum power. Thus, v̂dc is an output variable. Also, the ˆiLQ

is also an output variable as it needs to be controlled. On the other hand, since the

D-component of the output current is dependent on the input power and its value is

not necessarily explicitly specified, it is not considered as an output. The modulation

indices of the inverter and the grid voltage D-component, because Q-component is

zero in a synchronized system, are considered inputs. Thus, system is summarized as

below,

X =


ˆiLD

ˆiLQ

v̂dc

 , U =


m̂D

m̂Q

ˆvgD

 , Y =

 ˆiLQ

v̂dc


Considering the standard state space equations as,

Ẋ = AX +BU

Y = CX +DU
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We get the A, B, C, D matrices from (3.13) and (3.14) as follows,

A =


0 ω MD

L

−ω 0
MQ

L

−MD

2Cdc

−MQ

2Cdc

−1
RdcCdc

 (3.15)

B =


Vdc
L

0 −1
L

0 Vdc
L

0

−ILD

2Cdc

−ILQ

2Cdc
0

 (3.16)

C =

0 1 0

0 0 1

 , D =

0 0 0

0 0 0

 (3.17)

3.3 Modeling and Analysis of IM

3.3.1 Modeling

The approach for deriving the model of IM will be similar to the previously derived

single phase inverter model. The IM has been discussed in the previous chapter,

Section 2.5. Figure 3.2 shows the representation of the IM for a string of two inverters.

As considered in previous section, the output side has just one inductor (equivalent

of filter inductors of both inverters and the grid connection inductor in series), the

filter capacitors are ignored. Here, just two string members (SM) are considered as a

minimal system, since it is enough to prove the concept.

Similar to equations (3.5) and (3.6) in the previous section, the differential equa-

tions for IM can be written from Figure 3.2 as,

m1αvdc1 +m2αvdc2 − vgα = L
dilα
dt

m1βvdc1 +m2βvdc2 − vgβ = L
dilβ
dt

(3.18)
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Figure 3.2: IM model.

Vin − vdc1
Rdc

−m1αiLα −m1βiLβ = Cdc
dvdc1

dt
Vin − vdc2

Rdc

−m2αiLα −m2βiLβ = Cdc
dvdc2

dt

(3.19)

Combining α and β in equations (3.18) and (3.19),

vdc1

m1α

m1β

+ vdc2

m2α

m2β

−
vgα
vgβ

 = L

 ˙iLα

˙iLβ

 (3.20)

Vin
Rdc

1

1

− 1

Rdc

vdc1
vdc2

−
m1α m1β

m2α m2β


iLα
iLβ

 = Cdc

 ˙vdc1

˙vdc2

 (3.21)

Now, using the inverse of D-Q transformation matrix T−1, equations (3.20) and

(3.21) become,

m1D

m1Q

 vdc1 +

m2D

m2Q

 vdc2 −
vgD
vgQ

 = L

 ˙ilD − ωilQ
˙ilQ + ωilD

 (3.22)
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Vin
Rdc

1

1

− 1

Rdc

vdc1
vdc2

− 1

2

m1D m1Q

m2D m2Q


iLD
iLQ

 = Cdc

 ˙vdc1

˙vdc2

 (3.23)

After adding perturbation and linearizing the equations,

M1D

M1Q

 ˆvdc1 +

m̂1D

m̂1Q

Vdc1 +

M2D

M2Q

 ˆvdc2 +

m̂2D

m̂2Q

Vdc2 −
 ˆvgD

ˆvgQ


= L

 ˙̂iLD − ω ˆiLQ

˙̂iLQ + ω ˆiLD


(3.24)

Vin
Rdc

1

1

− 1

Rdc

 ˆvdc1

ˆvdc2

− 1

2

m̂1D m̂1Q

m̂2D m̂2Q


ILD
ILQ

− 1

2

M1D M1Q

M2D M2Q


 ˆiLD

ˆiLQ


= Cdc

 ˙̂vdc1

˙̂vdc2


(3.25)

Now, in order to derive the small-signal state space model, we consider the state

variables, input and output variables similar to previous section, as follows,

X =



ˆiLD

ˆiLQ

ˆvdc1

ˆvdc2


, U =



m̂1D

m̂1Q

m̂2D

m̂2Q

ˆvgD


, Y =


ˆiLQ

ˆvdc1

ˆvdc2



Thus, based on the equations (3.24) and (3.25), we get the A, B, C, D matrices as
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follows,

A =



0 ω M1D

L
M2D

L

−ω 0
M1Q

L

M2Q

L

−M1D

2Cdc

−M1Q

2Cdc

−1
RdcCdc

0

−M2D

2Cdc

−M2Q

2Cdc
0 −1

RdcCdc


(3.26)

B =



Vdc1
L

0 Vdc2
L

0 −1
L

0 Vdc1
L

0 Vdc2
L

0

−ILD

2Cdc

−ILQ

2Cdc
0 0 0

0 0 −ILD

2Cdc

−ILQ

2Cdc
0


(3.27)

C =


0 1 0 0

0 0 1 0

0 0 0 1

 , D =


0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

 (3.28)

3.3.2 Analysis

Now, after deriving the state space for IM, finding the values of these matrices for

a steady state operating point is desirable. In the system described in Figure 3.2, Vin

is assumed to be the open circuit voltage for a PV panel. From the VOC specification

of a 285 W PV panel, Vin = 39.7 V [25]. Now, in order to emulate a PV at MPPT,

in steady state Vdc1 = 31.3 and Vdc2 = 31.3, based on the Vmpp specification of a PV

panel [25]. But at the same time the value of Rdc must also be set based on the Impp

of the panel as Rdc = (Vin − Vdc1)/Impp = 0.9231. The value of Cdc, the electrolytic

capacitors, is assumed to be 10 mF.

Two string member inverters with their DC voltages as above can be used to

support a grid voltage of 50 V (stepped down), because it is essential that the required

modulation index should not be 1 (100%), so that the string of inverters can support

the grid even at less than maximum power. The Q-component of the grid voltage is

zero, thus the peak value of grid voltage, VgD = 50 V, VgQ = 0 V. Now, assuming
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no losses, the peak of output current, ILD = 2Pdc/VgD = 22.786 A and ILQ = 0 A

for zero reactive power compensation. The inductor is assumed to be 75 µH, as the

switching frequency is 100 kHz.

In order to find the steady state values of the modulation indices of the two in-

verters, we use equations (3.22) and (3.23) to derive steady state equations, by adding

perturbation and retaining the DC terms, as follows,

M1D

M1Q

Vdc1 +

M2D

M2Q

Vdc2 −
VgD
VgQ

+ L

 ωIlQ

−ωIlD

 = 0 (3.29)

Vin
Rdc

1

1

− 1

Rdc

Vdc1
Vdc2

−
M1D M1Q

M2D M2Q


ILD
ILQ

 = 0 (3.30)

Substituting the values assumed above in the equations (3.29) and (3.30), we get the

nominal symmetric modulation indices as,

M1D = 0.7987,M1Q = 0.0206,M2D = 0.7987,M2Q = 0

These nominal operating points can be summarized as in Table 3.1.

Based on the above values for a steady state operating point, we get the A and B

matrices as follows,

A =



0 120π 1.065× 104 1.065× 104

−120π 0 274.441 0

−39.936 −1.029 −108.331 0

−39.936 0 0 −108.331


(3.31)
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Table 3.1: Nominal operating points.

Vin 39.7 V
Rdc 0.9231 Ω
Vdc1, Vdc2 31.3 V
VgD 50 V
VgQ 0 V
ILD 22.786 A
ILQ 0 A
M1D 0.7987
M1Q 0.0206
M2D 0.7987
M2Q 0
L 75 µH
Cdc 10 mF

B =



4.173× 105 0 4.173× 105 0 −1.333× 104

0 4.173× 105 0 4.173× 105 0

−1.139× 103 0 0 0 0

0 0 −1.139× 103 0 0


(3.32)

The eigenvalues of the above obtained system matrix A can be found to analyze

the stability of the system as follows,

eigA =



−46.4762 + 994.643 i

−46.4762− 994.643 i

−16.969

−107.08


(3.33)

The eigenvalues are found using MATLAB function ‘eig()’, which lists the eigenvalues

in the order of the state variables. As observed, the eigenvalues have negative real

parts, indicating that the system is stable. But, the values are not very big in mag-

nitude, indicating that the poles of the system are close to the origin and might go
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to the right half for other operating points. Also, it can be seen that the eigenvalues

corresponding to iLD and iLQ have a large imaginary part indicating that there are

oscillations and the system is not completely damped.

It is desirable to have a completely damped system and also push the poles further

into the left half. It is also required that the system be decoupled to some extent,

meaning that change in a state variable should not affect another state variable. Here,

we know that a change in vdc1 should not affect vdc2 and vice versa, and it is true based

on the Amatrix obtained above. But also, iLD and iLQ must be decoupled, which is not

the case as can be seen in the A matrix. Similarly, there is some degree of decoupling

required between inputs and outputs in a MIMO system as we have, meaning that one

output should not get affected by all inputs. For example, we know that a change in

modulation index of one SM must not affect the input voltage or the power of another

SM. It is thus required to have a closed loop control and add a feedback that changes

these system properties as desirable.

3.4 Feedback Control Design for IM

3.4.1 Formulation

B

A

C

D

F

K

+ ++- ++
v u x x y

Figure 3.3: State variable feedback system.

In order to design the controller for IM, the principle of state variable feedback

[26] will be applied. Figure 3.3 shows the block diagram of a general system with
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state feedback. Here, v is the reference input, K is the feedback matrix and F is the

input reference feedforward matrix. The way in which the feedback and feedforward

matrices affect the system state space model can be seen by the equations that follow

[26].

The input has now changed to,

u = Fv −Kx (3.34)

Thus, the standard state equation ẋ = Ax+Bu becomes,

ẋ = Ax+B(Fv −Kx) (3.35)

ẋ = (A−BK)x+ (BF )v (3.36)

Thus, from equation (3.36), it can be seen that the system matrix and input matrix

change to,

ACL = A−BK, BCL = BF (3.37)

Now for the model of IM, (3.34) can be re-written as,



m̂1D

m̂1Q

m̂2D

m̂2Q

ˆvgD


=



F11 F12 F13

F21 F22 F23

F31 F32 F33

F41 F42 F43

F51 F52 F53




ˆiLQref

ˆvdc1ref

ˆvdc2ref

−



K11 K12 K13 K14

K21 K22 K23 K24

K31 K32 K33 K34

K41 K42 K43 K44

K51 K52 K53 K54





ˆiLD

ˆiLQ

ˆvdc1

ˆvdc2


(3.38)

Ideally, a system should be completely decoupled, so that the system matrix A is

diagonal. But for our system of IM, iLD must depend upon vdc1 and vdc2. iLD and

iLQ should be decoupled from each other. But iLQ should not depend on either

DC voltages, because it is preferable that reactive power is not supplied by the DC
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side. The vdc1 and vdc2 must be completely decoupled because it is not desirable

that if one SM loses power, the maximum power extracting capability of other SM is

compromised. Thus, the feedback matrix must be designed such that the closed loop

system matrix ACL looks like,

ACL =



A11 0 A13 A14

0 A22 0 0

0 0 A33 0

0 0 0 A44


(3.39)

Now, the aim is to design a distributed control architecture with just one SM

controlling the current (CA) while all others (including the CA) are controlling their

input voltage to extract maximum power. By observing equation (3.38), the elements

of the K matrix that violate the distributed control requirement must be eliminated.

The input m̂1D, of SM1 which is the current controller, must only depend on ˆiLD and

ˆvdc1. But since the system matrix A has cross coupling term ω as seen in equation

(3.31), this input should also feed back ˆiLQ in order to decouple it. Similarly for m̂1Q,

ˆiLD and ˆvdc1 must be fed back in order to decouple them. Now, m̂2D should only

depend on ˆvdc2 because SM2 is not responsible for controlling current. Similarly, m̂2Q

must not have feedback of ˆiLQ and also ˆvdc2. The input ˆvgD does not depend on any

state variable. The feedback matrix, based on this method, must look like,

K =



K11 K12 K13 0

K21 K22 K23 0

0 0 0 K34

0 0 0 0

0 0 0 0


(3.40)

The F matrix can be built with constraints similar to the ones considered for K
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above. Firstly, consider the decoupling required in the input matrix of the closed loop

system BCL. This input matrix now relates the state variables to the reference inputs.

The elements of the reference vector v from equation (3.38) are ˆiLQref , ˆvdc1ref , ˆvdc2ref .

The state variable ˆiLD will depend on both ˆvdc1ref and ˆvdc2ref . But the other state

variables will only depend on their respective references. Thus BCL must look like,

BCL =



0 B12 B13

B21 0 0

0 B32 0

0 0 B43


(3.41)

Now, considering the distributed control method required and referring equation

(3.38), we attempt to eliminate the elements of F matrix. The system input m̂1D

depends on ˆvdc1ref only, while the input m̂1Q depends on ˆvdc2ref . As we already know,

ˆvgD is completely independent. The Q-components of the modulation of both SMs

only depends on ˆiLQref . Thus, the reference feedforward matrix looks like,

F =



0 F12 0

F21 0 0

0 0 F33

F41 0 0

0 0 0


(3.42)
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3.4.2 Analytical Design

Considering the K, A and B from equations (3.40), (3.31) and (3.32) for nominal

symmetric operating points (steady-state), we get the closed loop system matrix as,

ACL =



−Vdc1K11

L
ω − −Vdc1K12

L
M1D−Vdc1K13

L
M2D−Vdc2K34

L

−ω − −Vdc1K21

L
−Vdc1K22

L

M1Q−Vdc1K23

L

M2Q

L

ILDK11−M1D

2Cdc

ILDK12−M1Q

2Cdc

ILDK13Rdc−2
2CdcRdc

0

−M2D

2Cdc

−M2Q

2Cdc
0 ILDK34Rdc−2

2CdcRdc


(3.43)

Equating this above obtained matrix with the one from equation (3.39), the fol-

lowing values of the K matrix are found,

K11 =
M1D

ILD
= 0.03506

K12 =
ωL

Vdc1
= 0.000903

K21 =
−ωL
Vdc1

= −0.000903

K23 =
M1Q

Vdc1
= 0.000658

It is also found that the ACL matrix has the term which makes vdc2 dependent on

iLD. This could be removed by adding the term K31 in the feedback matrix, but this

does not conform with our distributed control architecture i.e. the SM which is not

controlling current must not have current feedback.

For the other values of the feedback matrix, K13, K22, K34 there will be numerous

possibilities. These possibilities can be found by checking for the eigenvalues of A−BK

for stability (negative real parts) and complete damping (zero imaginary parts). An

additional condition based on the response time can be checked for, i.e. the eigenvalues

corresponding to current should be much more negative than those corresponding to

the two DC capacitor voltages. This is because, in a multi-loop control system, the
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inner loop is much faster than the outer loop. Thus, eigenvalues for current can

be selected to between fsw/2 and fsw/10, where fsw is the switching frequency, and

eigenvalues for vdc1 and vdc2 can be 1/5th of that. An additional condition that, the

eigenvalue for the DC voltage of current controller should be two times faster than

other DC voltage, can be used. The implication of this is that the current controller

SM also compensates for the voltage if an SM loses its power. This condition should

be used, if the current controller is the most powerful SM [6]. Thus, by loop iterations

in MATLAB to meet the above conditions of eigenvalues, many different combinations

of values of K13, K22, K34 are found. Around 2000 combinations are found for iterating

the values of these K elements in steps of 0.01. More can be found by decreasing the

step size. The selected values of K and the eigenvalues of the closed loop system are,

K =



0.03506 0.000903 −1 0

−0.000903 0.09 0.000658 0

0 0 0 −0.98

0 0 0 0

0 0 0 0


, eigACL

=



−37.56× 103

−13.21× 103

−2.623× 103

−1.248× 103


(3.44)

Now, by multiplying the F from equation (3.42) with the B matrix from equation

(3.32) we do get the input matrix of equation (3.41). Thus, we cannot find the values

of the remaining elements of the F matrix. So, we need to find the values of F based

on the closed loop transfer function. Taking Laplace transform of equation (3.36),

sx(s) = (A−BK)x(s) + (BF )v(s) (3.45)

x(s) = ((sI − (A−BK))−1)(BF )v(s) (3.46)
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Substituting this in y(s) = Cx(s) +Dv(s),

y(s) = C((sI − (A−BK))−1)(BF )v(s) + 0 (3.47)

Thus, we get the closed loop transfer function as,

G(s) =
y(s)

v(s)
= C((sI − (A−BK))−1)(BF ) (3.48)

Substituting A matrix from (3.31), B matrix from (3.32), K and F matrices from

equations (3.44) and (3.42), in above equation and doing symbolic calculation in

Mathcad for steady-state transfer function, we get,

GCL(0) =


1.11F21 + 1.11F41 0 0

0 −0.913F12 0

0 −0.031F12 −0.961F33

 (3.49)

We know that the above obtained GCL(s) must be an identity matrix, so that the

reference is tracked exactly and is not dependent on other references. Here, we can

find F33, but F21 and F41 can not be solved for without assuming either one. This

shows that the Q-component of the current that contributes to reactive power, is

shared by both SMs equally and only depends on the ˆiLQref . We assume 0.045 for

both. Also, there is a compromise between making vdc1 track the reference and making

vdc2 independent of vdc1 for finding F12. If the latter is considered, than it makes vdc1

completely independent of its reference (by making the GCL2,2 zero), which is not

acceptable. Thus, the reference tracking capability of vdc1 is given importance and we
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get the following F matrix,

F =



0 −1.095 0

0.045 0 0

0 0 −1.04

0.045 0 0

0 0 0


(3.50)

The closed form looks like,

GCL(0) =


1 0 0

0 1 0

0 33× 10−3 1

 (3.51)

The penalty paid for not making the closed form completely equivalent to identity

matrix, which was possible if current was fed back to the second SM which is not the

current controller, should now be studied.

The step response of the closed loop system is shown in Figure 3.4. It can be

seen from all the step responses that the response times are as expected based on

the feedback gains selected. The response of a state variable to other references has

some disturbance, but it is very minor, and settles at around zero. Only when there

is a step change in vdc1ref , the vdc2 changes slightly, but also settles close to zero very

quickly.

3.4.3 Asymmetric Operation Analysis

After designing the controller, it is now desirable to analyze the impact of changes

in the steady state operation. Due to cloud presence during daytime, the output of

some of the PV panels may get affected, resulting in lower power to the inverter input

of some string members. This, will in turn reduce the string output power, but it



38

0 1 2

x 10
−4

0

0.2

0.4

0.6

0.8

1

I
Q

ref

Time (seconds)

I q

0 2 4 6

x 10
−3

−4

−3

−2

−1

0
x 10

−4

V
dc1

ref

Time (seconds)
0 2 4 6

x 10
−3

0

0.5

1

1.5

2
x 10

−8

V
dc2

ref

Time (seconds)

0 2 4 6

x 10
−3

0

1

2

3

4
x 10

−5

Time (seconds)

V
d

c1

0 2 4 6

x 10
−3

0

0.2

0.4

0.6

0.8

1

Time (seconds)
0 2 4 6

x 10
−3

−1

−0.8

−0.6

−0.4

−0.2

0
x 10

−4

Time (seconds)

0 2 4 6

x 10
−3

−2

−1.5

−1

−0.5

0
x 10

−5

Time (seconds)

V
d

c2

0 2 4 6

x 10
−3

0

0.1

0.2

0.3

0.4

Time (seconds)
0 0.5 1 1.5 2 2.5

x 10
−3

0

0.2

0.4

0.6

0.8

1

Time (seconds)

Figure 3.4: Step response of closed loop system.

must not affect the MPP of the other SMs.

Assume that, in the two SM system considered so far, SM2 loses power. This effect

can be emulated by changing the Vin of that SM. But, the Vdc2 also needs to change

in order to extract maximum power at this reduced power level. Let the new values

be, Vin2 = 36, Vdc2 = 30. Keeping the value of Rdc same, we get the output current as
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ILD = 19.193. Substituting these values in equations (3.24) and (3.25),

M1D = 0.948

M1Q = 0.021

M2D = 0.677

M2Q = 0

The values for asymmetric operation are summarized in Table 3.2

Table 3.2: Asymmetric operating points.

Vin1 39.7 V
Vin2 36 V
Rdc 0.9231 Ω
Vdc1 31.3 V
Vdc2 30 V
VgD 50 V
VgQ 0 V
ILD 19.19 A
ILQ 0 A
M1D 0.948
M1Q 0.021
M2D 0.677
M2Q 0
L 75 µH
Cdc 10 mF

Substituting these values in equations (3.26) and (3.27),

A =



0 120π 1.264× 104 9.031× 103

−120π 0 274.441 0

−47.413 −1.029 −108.331 0

−33.866 0 0 −108.331


(3.52)
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B =



4.173× 105 0 4× 105 0 −1.333× 104

0 4.173× 105 0 4× 105 0

−959.636 0 0 0 0

0 0 −959.636 0 0


(3.53)

Based on these new values for the system and input matrix and considering the same

gains for feedback and feedforward, we get the closed form as follows,

GCL(0) =


1 0 0

−1.264× 10−4 0.997 13× 10−3

6.37× 10−5 33× 10−3 0.985

 (3.54)

As it can be seen, it has changed from the closed loop transfer function obtained

for nominal values. The reference tracking of the two DC voltages has been affected

negatively by a small margin.

The step response for the new asymmetric system with same K and F is show

in Figure 3.5. As it can be observed, the step response is very similar to the one

obtained for nominal operating points in Figure 3.4. There is a very small error in

the reference tracking on all the state variables. The response of a state variable to

others is very small and quickly settles close to zero except for the effect of the DC

voltages on each other. In addition to the effect of vdc1ref on vdc2, as seen in previous

step response, there is also a similar effect of vdc2ref on vdc1. But both settle close to

zero very quickly.

3.5 Conclusion

This chapter laid the mathematical foundation for the Inverter Molecule™ by de-

riving a linearized state space model. Then, a distributed control scheme was designed

and analyzed using modern control theory approach. It was also analyzed for oper-

ating points other than what is was designed for. The control scheme provided the
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Figure 3.5: Step response of closed loop system with asymmetric operating points.

essential characteristics of stability, fast response, reference tracking and the required

degree of decoupling. These characteristics also held true for an asymmetrical operat-

ing point, keeping the gains constant, with acceptable margin of error. Thus, it proves

the feasibility of this distributed control scheme for IM. The visualization of the IM

architecture with the distributed control thus designed can be seen in Figure 3.6.
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Figure 3.6: IM system with controller.



CHAPTER 4: SIMULATION AND RESULTS

4.1 Introduction

The main objective of this chapter is to corroborate the mathematical formulation

and analysis for the distributed control scheme of IM presented in the previous chapter,

with simulation test results. Section 4.2 outlines the simulation setup used for testing

a two SM system of IM. The results and discussions are then presented in Section 4.3

under symmetric operation and asymmetric conditions like shading on one SM and

grid disturbance.

4.2 Simulation Setup

The model is created in Simulink as shown in Figure 4.1. The simulation is setup

for a discrete time step of 0.1 µs (10 MHz), which is 100 times the switching frequency

(fsw = 100 KHz). As mentioned in the previous chapter, PV is emulated using a

voltage source with a resistor. The switching model of the full bridge, consisting of

MOSFETs is used. At the output of each SM, the LC filter is used and the series is

connected to the grid through an inductor. The grid is emulated using a controlled

voltage source fed by a sine wave.

The top string member (SM1) is controlling the string current and its own input

power while the bottom string member (SM2) is controlling only its own power and

producing the required output voltage. As shown in Figure 4.1, the controller for

SM1 consists of an integrator which acts on the error of measured DC voltage and

the output (AC current peak magnitude) goes to a Peak Current Controller block

(PCC), which generates its PWM. Similarly, for SM2, the controller consists of the

just the integrator block, which generates the modulation index for the Unipolar PWM
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Figure 4.1: Simulink model of IM with controller.
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generator.

Figure 4.2: Simulink model of unipolar PWM generator.

The unipolar PWM generator details are shown in Figure 4.2. The modulation

index is first multiplied by grid synchronized sine. The switching signals for the slow

switching leg (60 Hz) are obtained by determining if the sine wave is in positive half

or negative half. The signal for the top switch corresponds to the sign of sine while

the bottom switch signal is its complementary. The signals for fast leg are determined

by the sine-triangle method i.e. by comparing a sawtooth wave with the reference

modulation index sine wave. The modulation function is different for different half

of the sine wave and thus the switch. Based on the slow switch signals selected,

the modulation functions for the fast leg top and bottom switch are 1 − sin(ωt) and

− sin(ωt).

The PCC block details are shown in Figure 4.3. The reference for PCC is generated

by multiplying the amplitude reference with sine, which is synchronized with the grid.
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Figure 4.3: Simulink model of peak current controller.

An additional block of slope compensation is required so that duty cycles greater than

50%, which bring instability, are prevented. The slope compensation just subtracts a

small ramp (at switching frequency) from the sinusoidal reference and the amplitude

of this ramp changes dynamically with current, based on the MATLAB function block.

The absolute value of the measured current is then compared with the absolute value

of reference. This generates the reset signal for the SR-flip flop, the set signal for

which is provided by a pulse generator at the switching frequency. Some additional

logic using the NOR gate prevents the reset signal from being high for the initial

1% of the switching period. The outputs of the flip flop are gate signals for the fast

switching leg of the H-bridge. The signals for the top and bottom switch are selected

based on which switch of the slow leg is on. The switching signals for the slow leg are

similar as explained for unipolar PWM. Additional logic is used to control the current

near the zero crossings of the sine wave after peaks, because the current does not

decrease even if fast side active switch is completely off (zero state). Thus, if current

goes above reference then all the switches are opened.

The physical and controller parameters of the Simulink model are summarized in

Tables 4.1 and 4.2. As it can be observed, the integrator gains are negative. This

is because the current is inversely proportional to DC voltage, and decreasing the
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voltage increases the current for our model. The sampling times of the integrators are

10 times slower than the switching frequency. This is acceptable because the inner

loop current control is performed at switching frequency, as PCC is used.

Table 4.1: Physical parameters of simulink model.

Vin1, Vin2 39.7 V
Rdc1, Rdc2 0.9231 Ω
Vdc1, Vdc2 31.3 V
Cdc1, Cdc2 10 mF
Lf1, Lf2, Lf3, Lf4 150 µH
Cf1, Cf2 1 µF
Lc 50 µH
Vg (amplitude of Grid sine) 50 V
Rpass (resistance of passive elements) 10 µΩ
Ron (On resistance of MOSFETs) 1 mΩ
fsw 100 KHz

Table 4.2: Controller parameters of simulink model.

KI1 (Gain of Integrator 1) -150
KI2 (Gain of Integrator 2) -1
Ts1 (Sampling time of Integrator 1) 100 µs
Ts2 (Sampling time of Integrator 2) 100 µs

4.3 Simulation Results

4.3.1 Case 1: Symmetric Operation

In this case, both the SMs are operated with same parameters as indicated in Table

4.1. The DC voltage reference is reduced in steps of 2 V, every 0.2 s, for both the

SMs, from the open circuit voltage Vin to the MPP voltage, as per the data sheet of a

PV panel [25], of 31.3 V. Figures 4.4 and 4.5 show the change in reference voltage and

the corresponding change in the DC voltage. The DC voltage has a 120 Hz ripple and
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at MPP steady-state, the peak-to-peak is around 2.5 V (8%), which is in acceptable

limits (for 98 % utilization [7]). This ripple may be completely eliminated by the full

representation of IM with MFEC. The response of voltage controller is good, as after

each transient, steady-state is reached in about 0.1 s.
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Figure 4.4: DC voltage and reference of SM1 for case 1: symmetrical ramping up to
maximum power.

The grid side voltage and current are shown in Figure 4.6. It can be observed that

the current ramps up as the DC voltage is ramped down in the previous figures. The

response of the current controller is very fast and it can be verified from the figure

as the peak envelope of the current exactly follows the slow changes in DC voltage.

The current amplitude is about 22.786 A at MPP, as expected. The steady-state after

reaching MPP, of the grid current and voltage between 0.75 s and 0.8 s, is shown in

Figure 4.7. As it can be observed the current is exactly in phase with the grid voltage.

The THD of the current waveform as it ramps up to maximum power is shown in

Figure 4.8. It can be observed that the THD is very high initially and decreases with

increase in current. Also, at every transient in current reference (because of change
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Figure 4.5: DC voltage and reference of SM2 for case 1: symmetrical ramping up to
maximum power.
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Figure 4.6: Grid voltage and current for case 1: symmetrical ramping up to maximum
power.

in DC reference), the THD is higher and when it reaches the steady-state for that

current value, the THD is much lower. The THD of the current at the maximum

power steady-state is shown in Figure 4.9. It can be observed that the THD is much
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Figure 4.7: Grid voltage and current at MPP steady-state for case 1: symmetrical
ramping up to maximum power.

lower than the Utility standards of 5%. It is around 0.62%.
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Figure 4.8: Grid current THD for case 1: symmetrical ramping up to maximum power.

The AC side voltages of the individual SMs are shown in Figure 4.10. It can be
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Figure 4.9: Grid current THD at MPP steady-state for case 1: symmetrical ramping
up to maximum power.

observed that both voltages are almost equal and constant throughout the ramp-up

to MPP i.e. the operation is symmetric and the grid voltage of 50 V is shared among

the two SMs equally (around 25 V each).

The ramp in power, both the SMs DC power and the combined AC average power,

is shown in Figure 4.11. Both SMs have equal power from input, of around 285 W,

and the total AC power is about 567 W.

4.3.2 Case 2: Shading on SM2

In this case, power loss due to shading on SM2 is emulated as in the previous

chapter Sub-Section 3.4.3, by reducing the Vin2 as well as Vdc2 to 36 V and 30 V

respectively. After reaching MPP steady-state at 0.8 s, this change on DC side of

SM2 is made at 0.9 s as shown in Figures 4.12 and 4.13. Here, it is assumed that the

DC link voltage reference changes immediately as the input voltage changes, which is

an extreme case. As it can be observed, the transient settles to steady-state for DC

voltage of SM2 in about 0.2 s. This transient also affects the DC link voltage of SM1,
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Figure 4.10: AC voltages of individual SMs for case 1: symmetrical ramping up to
maximum power.
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Figure 4.11: Power ramp-up for case 1: symmetrical ramping up to maximum power.

but it settles back in about 0.1 s.

The effect on the AC side or grid current can be seen in Figure 4.14. The current

reduces with the reduction in power on SM2, to the expected value of about 19.19 A.
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Figure 4.12: DC voltage and reference of SM1 for case 2: shading on SM2 at 0.9 s.
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Figure 4.13: DC voltage and reference of SM2 for case 2: shading on SM2 at 0.9 s.

Also, it can be quantified from Figure 4.15 that the steady-state THD of the current

is still very low, about 0.81%, but has increased from its previous (symmetric MPP)

value.
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Figure 4.14: Grid voltage and current for case 2: shading on SM2 at 0.9 s.
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Figure 4.15: Grid current THD for case 2: shading on SM2 at 0.9 s.

Figure 4.16 shows the output voltages of both SMs. It can be observed that the AC

voltage of SM1 increases to around 30 V (around 96% modulation), to maintain its own

power balance and in-turn, compensates for the loss of SM2. The SM2 AC voltage is
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reduced to about 20 V, and now it contributes less to the total grid voltage. Here, apart

from acting as the current controller for the string, SM1 also acts (unintentionally) as

the voltage compensator for the grid voltage.
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Figure 4.16: AC voltages of individual SMs for case 2: shading on SM2 at 0.9 s.

The power changes are shown in Figure 4.17. The power of SM2 gradually changes

to about 195 W in 0.2 s. It can be observed that the average AC power also changes

by the same amount (around 95 W). The DC power of SM1 gets affected slightly and

only for a few cycles, as expected because of the change in Vdc1 because of transient

on SM2.

4.3.3 Case 3: Shading on SM1

In this case, shading on SM1 is emulated similarly as before. The Vin1 is reduced

to 36 V and Vdc1 is reduced to 30 V. Figures 4.18 and 4.19 show the DC voltage

change in SM1 and how it affects SM2. It can be observed that the transients are

much higher (2-3 V) than in previous case. But settling time is similar, even though

SM1 has shading it settles to stead-state in about 0.1 s while SM2 settles in 0.2 s.
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Figure 4.17: DC and AC power for case 2: shading on SM2 at 0.9 s.
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Figure 4.18: DC voltage and reference of SM1 for case 3: shading on SM1 at 0.9 s.

The effect on the AC side or grid current can be seen in Figure 4.20. The current

reduces with the reduction in power on SM1, to the expected value of about 19.19

A as in the previous case with similar settling time. Also, it can be quantified from

Figure 4.15 that the steady-state THD of the current is even lower than its previous
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Figure 4.19: DC voltage and reference of SM2 for case 3: shading on SM1 at 0.9 s.
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Figure 4.20: Grid voltage and current for case 3: shading on SM1 at 0.9 s.

(symmetric MPP) value, at about 0.54%.

The AC voltages of both SMs are shown in Figure 4.22. As it can be observed, the

SM1 voltage reduces to about 20 V due to power loss, while the SM2 voltage increases
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Figure 4.21: Grid current THD for case 3: shading on SM1 at 0.9 s.
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Figure 4.22: AC voltages of individual SMs for case 3: shading on SM1 at 0.9 s.

to about 30V to compensate for it. The variation of power is shown in Figure 4.23.

SM1 power has decreased by around 90 W, and the total AC power has reduced by

a similar amount to 478 W, as in the previous case. The effect to the DC power of

SM2 is more than in previous case and it settles back in more time (around 0.1 s).
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Figure 4.23: DC and AC power for case 3: shading on SM1 at 0.9 s.

4.3.4 Case 4: Grid Disturbance

In this case, a Grid disturbance is emulated by changing the peak of the grid voltage

from 50 V to 55 V (10% change). After the MPP steady-state is reached at 0.8 s, this

grid voltage change takes place at 0.9 s. Then, at 1.2 s, another grid disturbance, this

time a huge change from 55 V to 45 V (18.18%), is added. These transients are shown

in Figure 4.24, and the corresponding change in current, to maintain power balance,

can also be seen.

The AC voltages of individual SMs are shown in Figure 4.25. At both the transients

(0.9 s and 1.2 s), it can be observed that Vac1 of SM1 changes quickly according to the

increase or reduction in grid voltage, thus acting as the voltage compensator. After a

few cycles, the voltage contribution of both SMs becomes equal again.

This grid disturbance also affects the DC side of both SMs as shown in Figures

4.26 and 4.27. For SM1, the DC link voltage settles back in around 0.1 s after the

first transient and about 0.2 s after the second transient. For SM2, the settling time

is slightly more, and also the effect of the transient is more. While SM1 deviates from
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Figure 4.24: Grid voltage and current for case 4: grid disturbance - 10% at 0.9 s and
18.18% at 1.2 s.

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6

−30

−20

−10

0

10

20

30

Time (s)

V
ol

ta
ge

 (
V

)

 

 

V
ac1

V
ac2

Figure 4.25: AC voltages of individual SMs for case 4: grid disturbance - 10% at 0.9
s and 18.18% at 1.2 s.

MPP voltage by approximately 1 V for first transient and 2 V for the second one,

SM2 deviates by approximately 1.5 V and 2.5 V respectively.
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Figure 4.26: DC voltage and reference of SM1 for case 4: grid disturbance - 10% at
0.9 s and 18.18% at 1.2 s.
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Figure 4.27: DC voltage and reference of SM2 for case 4: grid disturbance - 10% at
0.9 s and 18.18% at 1.2 s.

The power variations can be observed in Figure 4.28. At the first transient, the

power increases slightly, then decreases and settles back. This is because, the SM1
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voltage, to compensate for increase in grid voltage increases momentarily while the

current is same. At the second transient, the power decreases first and then increases

and settles back. This is because SM1 voltage first reduces along with the grid voltage

while the current is same.
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Figure 4.28: DC and AC power for case 4: grid disturbance - 10% at 0.9 s and 18.18%
at 1.2 s.

The current THD variation with the transients is shown in Figure 4.29. When

grid voltage decreases the THD increases to around 0.7% as the current magnitude

reduces. But for the reduction in grid voltage the current increases and the current

THD decreases to around 0.56%.
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Figure 4.29: Grid current THD for case 4: grid disturbance - 10% at 0.9 s and 18.18%
at 1.2 s.



CHAPTER 5: CONCLUSION

5.1 Summary

This thesis investigated the Inverter Molecule™ architecture, and by deriving its

mathematical model, designed, developed and analyzed a distributed control scheme.

Since, the IM is AC stacked, the hypothesis was that each string member inverter can

be controlled independently of any other string member information i.e. without any

communication with other members, because the changes in power on any member

will be inherently communicated by the AC current of the string to other members.

A linearized state space model for IM was derived and assessed for stability for

a set of nominal operating points. Using state variable feedback, the hypothesized

control scheme was designed and the closed-loop system thus obtained at the steady-

state operating points, analyzed using step response, was found to be stable while also

having the essential characteristics of a fast response and reference tracking. It was

observed that it was not possible to completely decouple the two string members’ DC

side voltages because of the designed distributed control scheme, and a change in power

of one string member affected the other member DC bus momentarily. Additional

feedback of current for the SM2 can remove this coupling as well. It was also observed

that for the controller designed, a set of asymmetric operating points also provided

good step response characteristics with acceptable margin of error.

The designed control scheme was further developed using integrator compensator

for the voltage control of all string members and a peak current controller for the CA,

instead of just feedback and feedforward gains. This scheme was tested with a two

string member switching model of IM in Simulink. Under symmetrical operating con-
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ditions, both string members extracted maximum power with around 98% utilization

(ripple of less than 8.5% on DC bus) and a sinusoidal current with unity power factor

and 0.62% THD was supplied to the grid. The utilization can be increased by in-

creasing the DC capacitor or adding another conversion stage like the IM proprietary

MFEC stage. In the case of shading on the voltage controlling member, the DC bus

of CA was slightly affected momentarily. In the case of similar shading on CA, the

DC bus of the other member was affected more, and also for more time. In the case

of grid disturbances, it was observed that the DC bus of both the string members get

affected for some time. In all the asymmetric cases, it was demonstrated that both

SMs track the reference at steady-state. It was also observed that the CA, under

these transients, also acts as voltage compensator for the grid voltage. Also, from all

the test cases it was observed that the CA, with the selected gains had much faster

response than the other member.

5.2 Future Work

The decoupling and response times of the distributed control scheme presented

here, can be further improved by adding current feedback for the string member that

is not CA. Additional feedback or feedforward terms, like the output voltage of a

string member, may also be included if required.

The control scheme presented here, can be extended, through analog or digital

implementation, to a hardware implementation of IM. It can be tested with PV em-

ulators and grid emulators or the actual PV modules and grid. For this, a separate

MPPT controller will be required. A string of around 7 members can be used to

connect to a 120 V grid. The peak current controller implementation can be analog,

while the implementation of voltage controller can be digital, using a digital signal con-

troller/processor (DSC/DSP). A ‘termination box’, at the connection to grid, which

broadcasts the grid zero crossing information to all members, will also be required.

A D-Q current controller can also be used so that reactive power can be supplied
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and controlled, instead of just multiplying the current reference with PLL output. To

supply reactive power, only the phase of the modulation of CA may be changed or

all the members can contribute to the change in phase. Such a phase change must be

transmitted by the termination box.

The use of this distributed control scheme is not limited to the IM architecture,

but can also be used for the CHB configuration. This is because, the state-of-the-art

control scheme for CHB is not a truly distributed one.
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