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ABSTRACT

FAHIM AL HASNAIN. Power system oscillation identification, classification and control
based on subspace identification. (Under the direction of DR. SUKUMAR

KAMALASADAN)

Accurate knowledge and estimation of the electro-mechanical modes in the power system

are of great importance since a system-wide outage can be caused by one single unstable

mode of oscillation. Most of these unstable mode of oscillations are inter-area oscillations

which typically are in the range of 0.15Hz to 1Hz. Generally oscillation identification and

damping are performed based on Model-based frequency studies. However, the stochastic

nature of modern power grid with the advent of renewables and changing load dynamics,

and nonlinear interactions makes the oscillation study with apriori models inaccurate and

inefficient. Due to these factors, recently, measurement-based power grid mode estimation

has attracted great attention.

In this research work, a series of measurement-based oscillation identification methods are

proposed. First, a comparison of various measurement-based electro-mechanical oscillation

mode detection methods is studied. Among the measurement-based techniques, Prony anal-

ysis, Eigenvalue Realization Algorithm (ERA), and Matrix Pencil (MP) methods are found

to be very useful. These methods have successfully been used to determine low-frequency

oscillatory modes from measurement data. Recently, Subspace Identification (SSI) methods

have become popular as they are robust to variations, and can be represented in state-space

form, thus making it easier for designing time-domain control approaches. Thus, second,

an online wide-area direct coordinated control architecture for power grid transient stability

enhancement based on subspace identification and Lyapunov energy functions has been de-

signed and studied. Third, a novel hybrid deterministic-stochastic online measurement-based

identification framework using subspace theory is introduced. The novelty of the design using

a fully recursive algorithm and the effectiveness of combined treatment are further discussed.

For controlling electro-mechanical oscillations of the power system effectively, identifying the
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location of the oscillation source is very important. Thus, fourth, an approach for power sys-

tem oscillatory mode estimation and classification and source location identification based

on Lyapunov energy functions are proposed. This new method is then compared with the

most commonly used method known as dissipated energy flow (DEF). Finally, this work ex-

plores grid following and grid forming control architecture of battery energy storage and the

use of identification methods to observe low-frequency oscillation with Distributed Energy

Resource (DER) connections.
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CHAPTER 1: INTRODUCTION

1.1 General Background

Oscillation in power system network is a common phenomenon. Low frequency oscillations

in power system also known as electro-mechanical oscillation (0Hz-2Hz) can increase risk

factor regarding stability in power system and also can cause failure to transmit power

reliably. Hence, detection and control of the low frequency oscillatory modes in power

system in a fast and reliable method is of absolute importance. The power system grid is

stochastic in nature and identifying different modes and controlling the modes to improve

damping ratio is a major task. Moreover, with integration of different distributed energy

resources and renewable energy sources such as solar panel, wind farms, battery energy

storage systems, static var compensator etc. to existing power grid often creates reliability

issues and make the oscillation identification method more challenging.

There are two major approaches to identify and analyze power system oscillations: model-

based methods and measurement-based methods. Several approaches for modeling the power

system has been studied extensively. From generator modeling to different kinds of loads

modeling, generally modeling approaches have been performed using widely available sim-

ulation software. Different kinds of events are studied from the obtained results of these

established models. For specific studies, specific modification and modeling is necessary in

the available power system model. For example, for small signal stability studies, the syn-

chronous generators and their field excitation systems are the two major components of a

power system that require detailed dynamic modeling. Besides generators and exciters, other

components such as the dynamic loads, controllable devices such as power system stabilizers,

prime-movers etc. require dynamic modeling as well. Analyzing power system oscillation

from model based methods require detailed dynamic modeling of different parts of power



system grid as well as eigenvalue analysis. But model based methods for analyzing power

system oscillations are becoming more challenging now-a-days due to some factors such as:

• The power system dynamic model could not include all the details of the power system

because of the hypotheses and simplifications

• The topology of the power system changes all the time

• The computational time should be sufficiently small to solve and develop a solution in

real-time.

Applying synchrophasor measurement technology, Wide-Area Measurement System (WAMS)

provide a powerful tool to monitor and analyze the dynamics of interconnected power grids.

With the deployment of phasor measurement units (PMU), the global positioning system

(GPS) synchronized phasor data have become an important resource for studying and mon-

itoring power system oscillations [2–4]. Fig. 1.1 shows a map containing deployed PMU in

North American Power Grid as of March 2012. According to the North American Synchro-

Phasor Initiative (NASPI) reports, there were about 500 networked PMUs installed as of

March 8, 2012. NASPI expected that approximately 1,000 PMUs would be in place and

networked by the end of 2014, a timeline associated with the Department of Energy’s Smart

Grid Investment Grant (SGIG) program.
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Fig. 1.1: PMU Map of North America as of March 8, 2012. (Source: NERC.)

The synchrophasor networks in North America includes phasor measurement units through-

out the power system and a control center for gathering data from PMU through digital com-

munication channels. The control center is built with Phasor Data Concentrators (PDC).

The PDC’s gather data from installed PMUs and from the real-time wide area PMU data.

It is possible to extract dynamic information of the system such as the presence of oscilla-

tory modal responses. There are two different data types for measurement data approach

of mode estimation: ring-down data and ambient data [5]. A ring-down data is from sys-

tem response to an event of large magnitude such as fault scenario or generator outage or

any sudden disturbances in the system. An ambient data comes from smaller changes from
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power system due to random load changes and white noises. Power system is assumed to be

steady around a steady state point and any load change or small fluctuations in the system

can excite small signal dynamic of power system. Hence, ambient data analysis provides

the inherent system oscillatory modes of a power system. Since power system in stochastic

in nature and ambient data is always available through measurement, the algorithms which

can be applied on ambient data are quite useful in this context.

There are several techniques which can identify oscillatory modes from ring-down data

or ambient data obtained from measurement. For ring-down data analysis, several methods

such as Prony analysis [6–9], Eigenvalue Realization Algorithm (ERA) [10–18] and Matrix

Pencil (MP) methods [19–21] are being used. While these methods are successfully used

to determine low frequency oscillatory modes from ring-down data, they are not reliable for

determining modes form ambient data. For both ambient data and ring-down data, Subspace

Identification (SSI) methods [22–26,26–29] have become popular because of their numerical

simplicity, robustness of the techniques that are used in the algorithms and, their state-space

form which is convenient for control purposes. This method is effective algorithms for modal

estimation of a system from both ring-down data and ambient data. This method also has a

relatively simple order selection approach and they are good choices for handling large data

and system dynamic changes. Subspace identification method is also an effective method

to estimate mode shapes. However, a non-recursive SSI is computationally expensive as it

has to perform Singular Value Decomposition (SVD) to calculate the state-space matrices

with every new data. A recursive method to apply the subspace identification method on

the measurements can solve the drawbacks of a non-recursive subspace identification system

of being computationally extensive. Studies about recursive methods of identification have

been done recently [30,31]. This approach also provides robust performance as it can identify

modal information for all types of signals such as ambient, ring-down, and cycling signals. In

this approach, first, the power grid measurements are used as both input and output data set

to develop measurement-based models of the grid. Then, an oblique projection is designed

4



recursively to find the system state-space considering grid oscillations. The approach also

uses a system observability matrix recursively that avoids the need for SVD.

Control of relevant generators for managing grid stability during or after the abnormal

conditions is a very important aspect [32–34]. Identifying the faults, selection of important

generators for control, and providing an appropriate control action considering the whole

system dynamics in mind is a very challenging and important task. Even though several

wide-area control designs are proposed in the literature, almost all of them don’t show

methods that can control relevant generators or they cannot be implemented online. In

this work, a unique method is proposed that can select and control a single or a group of

generators to mitigate the power grid inter-area oscillations. The choice of generators is based

on the identified mode and the generator’s contribution to that mode. The online control

architecture designed provides optimal control such that the grid stability is improved.

While identifying the oscillatory mode in the power system is important, it is also of great

importance to locate the oscillation source through measurement data available. Various

methods of finding oscillation source location have been conducted over the time. Among

them travelling wave based methods, damping torque based methods, mode shape estimation

based methods and energy based methods are noteworthy [35–50]. In this work, a measure-

ment based identification method has been applied on PMU measurement data to identify

poorly damped natural mode and forced mode. Then Lyapunov based energy functions are

used to calculate energy functions of a power system and to identify oscillation source loca-

tion based on the energy calculated. All these methods are combined in a way that they can

be implemented online. The advantage of the proposed method is that it can identify modes

and their damping ratio as well as provide reduced order system matrix which can help to

perform a control scheme to improve damping scenario.

1.2 Motivation

An unstable oscillatory mode can cause a system wide outage and instability in the whole

power system. There have been several incidences where system breakups and power out-
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ages happened due to an undamped mode. As an example, on August 10, 1996, an inter-

area electro-mechanical mode at western interconnection (WI) was unstable and it caused

a widespread failure of the system throughout Westerm North America. Fig. 1.2 (Source:

NERC) shows a widely published graph of the real power flowing on a major transmission

line during the breakup. At start, the system is to be observed in ambient condition from

the graph. A line trip event happened at 400 seconds and it caused a ring-down event or

transient event. The low frequency oscillatory mode at that time was 0.26Hz. The system

went back to steady state but at nearly 720 seconds, the next event occurred and made the

0.26Hz mode unstable which eventually caused the breakup of the system. [51]. From the

graph, it can be seen that hundreds of MW peak to peak swing occurred in real power until

the breakup.

Fig. 1.2: Real power flowing on a major line during the WI breakup on August 10, 1996. [Source:NERC]

The time series data was analyzed and an inter-area mode was identified. The analysis of
6



the ambient data or first 400 seconds data showed a mode of 0.27Hz with a damping ratio

of 7%. After the first transient event until the second transient event, the mode that was

present in the timeseries data was found at 0.26Hz with a damping ratio of 3.5%. After the

second transient event, the data was analysed and the mode was found to be 0.26Hz with

a damping ratio of 1.2%. As we can see that the mode’s damping ratio is getting worse

after every event and it caused a system wide failure. It is also important to mention that

model based methods predicted a stable operation of the power grid under those conditions.

As a result model based methods prediction of the system behavior failed to predict the

breakup. Measurement based methods have the capability to capture data in real time and

can provide operators and engineers with useful information about system stability in real

time.

On August 4, 2000, Alberta disconnected from the rest of the WSCC system, which later

caused a marginally damped inter-area oscillation. In November of 2005, due to a failed

control valve, a facility in Alberta caused a 20 MW peak to peak oscillation at 0.27 Hz.

The WI system has a system mode about that has the same frequency of that oscillation.

The forced oscillation due to the failure at that plant resulted in 200 MW peak to peak

oscillations on the California-Oregon intertie. On July 17, 2016, similar kind of incident

happened in the eastern interconnection (EI) due to a forced oscillation around 0.27 Hz. All

of these events exhibited sustained low frequency inter-area oscillations which led to serious

concern about stability of the whole system. In short, it is of much importance to analyze

and control these types of oscillations in real-time.

1.3 Current Research Gaps and Main Contributions

1.3.1 Current Research Gaps

• With increasing number of PMU integration to modern power system, measurement

based oscillation identification methods are becoming popular. But still SCADA is

being used to capture real time data which is much slower than PMU data and can not

capture detailed dynamic behavior of the system under normal and event condition. To
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prevent any kind of unwanted breakout or failure of power system due to low frequency

oscillation, a measurement based identification method which is both fast and accurate

and can be implemented online is necessary.

• Some measurement based identification methods such as Prony analysis or Matrix

Pencil method are faster but they do not provide better accuracy under noisy situation

or different events. Some measurement based identification methods such as subspace

identification methods are accurate and is robust but takes longer time to identify

oscillatory modes. A recursive based subspace identification method can solve the

problem.

• Currently the mostly used mode damping mechanism is power system stabilizers (PSS).

Operating a PSS is not centralized and the damping does not depend on different kind

of events. A centralized online control method which can provide damping to the

oscillatory mode as soon as any event happens in power system can be very helpful.

• Identifying and differentiating between forced mode and natural mode of power system

in an online environment.

• Online oscillation source location identification method is required to locate oscillation

source to prevent any blackout or failure of equipment.

• Low frequency oscillation identification from measurement based method for inverter

based resource integration in modern power grid.

1.3.2 Main Contribution

• Comparison between existing measurement based identification methods based on mea-

surement data for both natural mode and forced mode under ring-down, ambient and

forced condition.

• A unique approach for energy function based identification and control that can be

applied to the multi-machine system, thus scalable.
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• An unique wide-area optimal control designed for multiple generators that can prioritize

generator contribution to improve stability.

• A unique method to identify and detect relevant generators for control just by using

measurements from the grid and provide a control model.

• The proposed approach is computationally robust and adjusts the power grid model

order dynamically.

• Provide oscillation monitoring of the power grid considering internal and external dis-

turbance and classify natural and forced-modes of oscillations based on damping ratio

threshold.

• The approach is implementable online and can estimate the oscillation modes and

classify them dynamically changing with respect to grid changes.

• A unique approach to reduce computational burden of non-recursive SSI by imple-

menting recursive SSI and also compare the performance of recursive SSI with other

measurement based methods.

• The approach combines Sub-space Identification methods with Lyapunov energy func-

tion method to identify oscillation source location.

• Online low frequency oscillation identification for IBR integrated power grid.

1.4 Dissertation outline

The dissertation outline is as follows:

In Chapter 2 a comprehensive literature review of the state-of-the-art measurement based

oscillation identification methods is done. This chapter explains the importance of mea-

surement based methods over model based studies. A brief explanation about different

measurement based methods such as Prony analysis, Eigenvalue Realization Algorithm, Ma-

trix Pencil method and Subspace Identification and a comparative analysis between different
9



methods is also discussed. This chapter also sheds some light on the challenges of applying

any measurement methods in real time environment.

Chapter 3 explores different measurement based methods to identify oscillatory modes

in power system in details. This chapter also introduces an algorithm which uses recursive

algorithm to improve the performance of non-recursive subspace identification. Kundur two

area system and IEEE 68 bus systems are used as test systems. A comparative study is also

provided in this chapter. All these measurement based methods are applied online and the

implementation of this procedure is also explained.

In Chapter 4 an online Wide-Area Direct Coordinated Control Architecture For Power

Grid Transient Stability Enhancement Based On Subspace Identification is explained. A

dynamic control architecture is applied along with subspace identification to identify oscil-

latory mode in power system and to control the most affected generators to enhance the

stability of the system. For this chapter, Kundur two area system and IEEE 68 bus system

is taken as test systems.

In chapter 5 a hybrid deterministic-stochastic recursive subspace identification method

for mode estimation, classification and control is proposed. The proposed method avoids

numerically exhaustive steps like Singular Value Decomposition while identifying oscillatory

modes. It can also identify both natural and forced modes based on damping ratio. A dy-

namic control architecture is also used to improve damping scenario. A comparison between

proposed control architecture and tuned PSS is also explored.

In Chapter 6 an oscillation source location identification algorithm is proposed based on

Lyapunov energy functions. The proposed method’s performance is compared to existing

state of art methods like dissipated energy flow (DEF) method.

In Chapter 7 inverter based resource integration to existing grid and low frequency oscil-

lation identification for connection of IBRs into grid have been studied.

Chapter 8 concludes the paper and future works are discussed.
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CHAPTER 2: Literature Review

2.1 Power system modes

It is well established that power system can be linearized about an operating point despite

being higher order non-linear and time varying system [52]. The linearized power system

can be represented in state space form as:

xk+1 = Axk +Buk + wk (2.1)

yk = Cxk +Duk + vk (2.2)

where

xk : The state vector

uk : The input vector (measured and available)

yk : The output vector (measured and available)

wk,vk : Unknown disturbances

The graphical representation with block diagrams of the state space representation is

represented in Fig. 2.1.

Analyzing and estimating power system electro-mechanical modes and dynamics is of great

importance in order to control and mitigate the low frequency oscillations of power system

that can lead to breakdown of the whole system and blackouts. But at the same time,

determining these dynamics are a challenging task due to the following issues:

• Power system is nonlinear in nature, time varying and it is a higher order system which

leads to complexity in modeling. Fortunately, the system behaves as a relatively linear

system when it is in steady state.



Fig. 2.1: Graphical representation of state space system.

• Power system is stochastic in nature which means that it is expected to be excited by

random signals all the time; most of them come from random load changes and noises.

• Contains many electro-mechanical modes of oscillation which are close to natural os-

cillation modes.

The electro-mechanical modes are a subset of the eigenvalues of the system A matrix.

Both a modeâs frequency and damping ratio can be found from the eigenvalues. Electro-

mechanical modes are usually classified as local or inter-area modes [51,52]. Local modes tend

to be in the frequency range from 1 to 2 Hz. Inter-area modes are usually in the frequency

range of 0.15 to 1 Hz and involve multiple generators in a geographical area swinging against

generators in another area usually over long distances. These modes are of particular interest

and are usually of greater concern.

2.2 Model Based Power System Studies

The logical steps to study a physical system are to define the model which includes hy-

potheses and simplifications. Then comes formalizing the equations of the model. Finally,

the equations have to be solved either in a closed form or numerically. The steps are illus-
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trated in Fig. 2.2.

Fig. 2.2: General approach for studying a physical system

Several approaches for modeling the power system in this form has been studied exten-

sively. From generator modeling to different kinds of loads modeling, generally modeling ap-

proaches have been performed using widely available simulation software’s. Different kinds

of events are studied from the obtained results of these established models.

A power system consists of three primary components: The generating system, the trans-

mission line, and the load. For the purposes of fault transient analysis, the generator or the

load needs to be changed in such a way that it can impose realistic boundary conditions on

the differential equations. Also simulation of fault is required at a certain point or line of

the network. The four possible types of faults are designated by:

• Three phase to ground fault

• Single line to ground fault

• Line to line fault
13



• Double line to ground fault

After creating the fault at different location in the model, time-domain simulation is

performed. It has been widely recognized that time-domain simulation is the most accurate

method to describe power system transient behaviour since it can represent controls, non-

linearities, saturation, strong dissipative effects and the protection systems. From, time-

domain analysis, the eigenvalues of the system which are the roots of the characteristic

equations of the system and the related eigen-vectors can be calculated. As the power

grid is becoming more and more interconnected with newer technologies, the identification

and assessment of stability issues in the power system is also becoming more and more

challenging. The power system stability refers to the ability of the power system to be

operated around a stable point or steady state point even after any random ambient or

transient event happens in the network. It depends on the nature of the disturbance or the

event. If after any event, the power system is near its stability limit, actions must be taken

by system operators to identify the critical states in the network. Although model based

methods have detailed modelling of different parts of the network, the power system analysis

is based on numerical solutions of system differential algebraic equations.

2.3 Measurement Based Power System Studies

With a large number of synchrophasors and PMU being deployed, it is entirely possible

for mathematical based identification methods to model the power system based purely on

measurement data. Several state of art measurement based identification methods used

in this dissertation are: Prony analysis, Eigenvalue Realization Algorithm, Matrix Pencil

method and Subspace Identification method.

2.3.1 Prony Analysis

The first published work in the power literature on transient analysis was by Hauer [7]

using Prony analysis [6], which is a method designed to directly estimate the parameters for

the exponential terms in Eqn. 2.3 by fitting a function to an observed record for yt. The

14



Prony method is a polynomial method and it includes the process of finding the roots of a

characteristic polynomial. In [8], a method has been established by extended Prony analysis

to simultaneously fit multiple signals. In [9], determination of modal content from measured

power system response by Prony method is discussed.

xi(t) =
n∑

i=1

(rixi0e
λit) (2.3)

where

ri : Residue of the mode i

xi0 : Initial internal states

λi : Eigenvalues of A matrix

While this method is quite efficient and accurate for extracting poles and residues from

given equally spaced transient data, Pronyâs method is notorious for its extreme sensitivity

to noise. And also Prony’s method does not have any order selection technique in the

algorithm, so the operator or the researcher has to choose a random order for the reduced

order operation and try to fit with already known values. More importantly, for ambient

data condition, Prony’s method is not well suited as it is much of a fitting algorithm and in

ambient condition, the changes are totally random.

2.3.2 Eigenvalue Realization Algorithm (ERA)

The ERA is a system identification algorithm introduced by Jer-Nan Juang and Richard S.

Pappa in 1985 [10]. While identifying the modes and eigenvalues of the system characteristic

equation, this method also allows to identify the system matrices and it also allows model

reduction of linear systems. The popularity of ERA can be attributed to its straightforward

implementation, numerical robustness and sound mathematical foundation. Although ERA

was introduced within the aerospace community where it has been used extensively; it is

also used as a very helpful tool in power system [11–16]. In [53], a recursive method to
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apply ERA is proposed to reduce the computational time. In [17], the effects of noise while

identifying system dynamics by ERA is discussed. Another extension of ERA is established

in [18] and the method is called general realization algorithm (GRA).

The ERA is based on the singular value decomposition (SVD) of the Hankel matrix as-

sociated with the ring-down event of the system. A Hankel matrix is a square matrix with

constant skew-diagonals. The Hankel matrix is typically assembled using all of the available

data such that the top left most element of the Hankel matrix is the first available mea-

surement and the bottom right most element is the last available measurement. From the

singular values, the model order is reduced by choosing most significant singular values and

the system matrices are calculated based on this choice.

H(k|i,j) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Hk Hk+1 . . . Hk+j

Hk+1 Hk+2 . . . Hk+j+1

. . . . . .

. . . . . .

Hk+i Hk+i+1 . . . Hk+i+j

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.4)

where

Hk : Blocks of data formed from input and output measurements

i, j : Specified integers

For ERA algorithm, two shifted Hankel matrix are formed: H(1|i,j) and H(2|i,j). SVD of

H(1|i,j) is performed and allows for finding the minimum order realization. So, this method

has a clear advantage over Prony’s method when it comes to select an appropriate reduced

order of the model. The disadvantage of this method is that it is highly computationally

complex and slow when compared to other methods as it runs SVD which takes more time

especially when performed online. By running this method recursively, the computational

performance can be upgraded. And this method same as Prony’s method works only on

transient or ring-down data, and can not perform in ambient condition.
16



2.3.3 Matrix Pencil Method

The Matrix Pencil method approach was introduced by Hua and Sarkar [19]. Initially

it was intended to use for estimating poles from electromagnetic transient responses from

antennas. This method uses almost the same algorithm as ERA as it also runs SVD on

Hankel matrix. The Hankel matrix is formed in a different way than that of ERA. As this

method has SVD built-in, choosing lower order model from the singular values is also possible

in this algorithm. Also, this method is capable of handling noisy signals accurately, has less

sensitivity to different sample sizes and easier and poles of the system can be directly found

from the eigenvalues in a single step whereas normal polynomial methods require two steps

to find the poles. The disadvantage of pencil matrix method is that due to SVD, this method

is computationally extensive and this method can not handle ambient data as well.

2.3.4 Yule Walker (YW) Method

Yule Walker method is a correlation method which solves a non-linear equation by an

iterative search technique. The method is based on a set of linear equations which can be

solved fast and reliably. Correlation method works on the principle that for a good model, no

information of the past data is required for future calculation as for a good model, prediction

error at a certain time step is independent of past data. There are several techniques that

can be utilized to solve the coefficients of the non-linear equations such as auto-regressive

(AR) or auto-regressive moving average (ARMA).

A(q) =

p∑
i=0

(aiq
−i); a0 = 1 (2.5)

A strictly AR process can be rewritten as

y(k) = −
p∑

i=1

(aiy(k − 1) + b0e(k)); (2.6)

k=Integer time index
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After modifying the (6.4), YW equation can be obtained

ryy(j) =


−
∑p

i=1 ryy(i− j) forj ≥ 1

−
∑p

i=1 a(i)ryy(−i) + b0σ
2 forj = 0

(2.7)

By solving the following set of linear equations, the parameters of an AR can be deter-

mined.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ryy(0) ryy(−1) . . . ryy(−(p− 1))

ryy(1) ryy(0) . . . ryy(−(p− 2))

. . . . . .

. . . . . .

ryy(p− 1) ryy(p− 2) . . . ryy(0)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a1

a2

.

.

ap

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ryy(1)

ryy(2)

.

.

ryy(p)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.8)

A reasonable approximation can be obtained by calculating the elements of the correalation
matrix from limited available data. In the Modified Yule Walker (MYW) method, a similar
procedure like YW algorithm can be applied to an ARMA model which is as follows.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ryy(d) ryy(d− 1) . . . ryy(d− (p− 1))

ryy(d+ 1) ryy(d) . . . ryy(d− (p− 2))

. . . . . .

. . . . . .

ryy(d+ p− 1) ryy(d+ p− 2) . . . ryy(d)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a1

a2

.

.

ap

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ryy(d)

ryy(d+ 1)

.

.

ryy(d+ p)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.9)

where d= The order of the MA component.

In this method, the stability of the poles of AR is not guaranteed. another approach is

the Least Square Modified Yule Walker approach. Here (6.10) can be rewritten as

ryy(k) = −
p∑

i=1

(airyy(k − i) fork ≥ (q + 1) (2.10)

In this case, the correlation matrix is not a square matrix, hence least square has to be

employed.
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2.3.5 Regularized Robust Recursive Least Squares (R3LS) Method

R3LS is a method to estimate power system modes based on PMU data to continuously

monitor power system modes. The R3LS method uses an auto-regressive moving aver-

age exogenous (ARMAX) model to account for typical measurement data, which includes

ring-down, ambient and probing data. A regularized method is used to utilize past data

information about the system and a recursive method is used for improving computational

efficiency.

2.3.6 Subspace Identification

The overview of subspace identification and classical identification methods can be de-

scribed by Fig. 2.3. System identification aims at constructing state space models from

input-output data. The left hand side shows the subspace identification approach : first

there is orthogonal or oblique projection, then the Kalman filter states are estimated di-

rectly from input-output data, then the system matrices can be obtained. The right hand

side is the classical approach : first obtain the system matrices, then estimate the states.

Subspace identification process can be divided into two sub-categories: Deterministic sub-

space identification and Stochastic subspace identification. In deterministic subspace identi-

fication method, both input and output vectors are known and available and the noise vectors

are zero. In stochastic subspace identification method, only output vectors are known from

measurements and the system matrices are estimated from only output vectors.

The summary of these method’s advantages and limitations are shown in table 2.1.

2.4 Controls for power system oscillation

Oscillation in the power system can be local to a single generating unit or a generator

plant (local oscillation) or several number of generating units can participate in an oscillation

(inter-area oscillations). Local oscillatory modes can occur due to a faster exciter usage on a

generating unit and power system stabilizers are designed according to the plant parameters

to add damping to those oscillations. Inter-area oscillation can appear due to any weak part
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Fig. 2.3: Subspace identification Vs Classical identification.

of the grid or increase of loading scenario or any transient event. If not controlled, these

oscillations can travel within the network and can cause a blackout of a very large scale.

2.4.1 Power system stabilizer (PSS)

A power system stabilizer (Fig. 2.4) is an additional block of a generator excitation control

or AVR. It is used to provide additional damping to the overall system dynamic performance

especially to the control of low frequency oscillatory modes. PSS controls the AVR output

by controlling the input signal to AVR and thus effectively manages to improve damping

ratio of various low frequency oscillatory modes. For each generating unit of a large power

system, individual PSS is designed based on generating unit’s parameters to control any

unstable low frequency oscillatory mode. Thus, PSS is designed and tuned to some specific

mode and to improve those modes’ damping ratio.
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Table 2.1: Comparison of different methods

Method Application Advantage Limitations

Prony
Analysis

Ring-down data
analysis and mode
estimation

Reliable and fast
for ring-down
analysis

No order selection
technique, extremely
sensitive to noise

ERA

Ring-down data
analysis and mode
estimation. Also
calculates system
matrices.

Order selection
technique included by
SVD algorithm.

Highly computationally
intensive because of
SVD operation and can
not handle ambient
data

Matrix
Pencil

Ring-down data
analysis and mode
estimation. Also
calculates system
matrices.

Order selection
technique included by
SVD algorithm.
Handles noisy data
better than Prony
and ERA

Computationally
intensive and
poor performance
on ambient data

Yule
Walker

Handles ring-down
and ambient data
to calculate modes.

Provide stable poles
of the system.

No order selection
techniques. High
variance in outputs.

Modified
YW

Handles ring-down
and ambient data
to calculate modes.

Better at estimating
poles than YW.

Sometimes provide
unstable poles
and no order
selection techniques

LSMYW
Handles ring-down
and ambient data to
calculate modes.

Performs better
than MYW

No order selection
technique and
computationally
intensive

R3LS
Handles ring-down
and ambient data to
calculate modes.

Regularized, recursive
and robust. Can
perform near real-time
operation.
Computationally
effective.

No order selection
technique. Less data
increases variances of
estimation

Subspace
Identification

Handles ring-down
and ambient data to
calculate modes and
mode shapes

In-built order
selection process
and noise handling
process. Can handle
large data, convergence,
incorporation of
probing data.

Computationally
intensive,
tuning problem.
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Fig. 2.4: PSS Architecture.

2.4.2 Static Var Compensator (SVC)

SVC (Fig. 2.5) is basically a shunt connected static var compensator to supply or absorb

reactive power (Capacitive or Inductive) to improve dynamic voltage profile of that particular

bus. SVC is widely used to control dynamic voltage control and increase system loadability.

In any weaker part of the large power system network, SVC is installed to improve low

voltage pprofile scenario. Additional stabilizing signal can be added to SVC to improve

damping of oscillatory modes.

Fig. 2.5: SVC Functional Block.

2.4.3 Static synchronous compensator (STATCOM)

The STATCOM (Fig. 2.6) rworks as a synchronous compensator but it does not have

inertia like synchronous generating units. As a result STATCOM can not provide any short

circuit current contribution. It works as a voltage source converter. It can provide reactive
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power support to the connected bus. STATCOM has a very fast response to any change

in voltage. It can control and improve voltage by controlling phase angle control strategy.

Additional control blocks can be implemented with STATCOM to improve oscillation in the

system.

Fig. 2.6: STATCOM Functional Block.

2.4.4 LQR Controller

A Linear Quadratic Regulator (LQR) type controller is usd along with measurement based

identification method to control and add damping to undamped oscillations and the methods

are implemented near real time scenario.

The object of LQR controller is to determine the optimal control law u which can transfer

the system from its initial state to it’s final state such that a given performance index is

minimized. The performance index is given in the quadratic form which can be defined as,

J(U) =
N−1∑
k=1

(xk
TQxk + uk

TRuk) + (xN
TQfxN) (2.11)

where,

U : (u0, u1, u2, ......, uN-1)
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Q and R are given state cost and input cost matrices. Q and R set relative weights of

state deviation and input usage. To minimize J(U);
(
u0

LQR, u1
LQR, u2

LQR, ......, uN-1
LQR

)
need to be solved. To solve these, dynamic programming is used. Then, the feedback gain k

can be computed and the closed loop system responses can be found by solving the following

equation:

Kt = −(R +BTP t+1B)−1BTP t+1A (2.12)

This method has an advantage of allowing all control loops in a multi-loop system to be

closed simultaneously, while guaranteeing closed loop stability. For t = 0, 1, 2, ......, N − 1;

optimal u is given by,

ut
LQR = −Ktxt (2.13)

Optimal ’u’ is a linear function of the state (called linear state feedback). Recursion for

minimum cost-to-go runs backward in time.

2.5 Challenges to implement real-time application

There are some challenges to implement measurement based identification along with

controller in online environment.

• Finding the appropriate sampling time is very challenging. If very low sampling time is

selected, the data becomes computationally complex to handle and if a high sampling

time is selected as sampling time, the measured data can not capture low frequency

oscillations.

• Finding appropriate data length for input and output data vectors as the identified

matrix changes with the data length is very challenging. In real-time implementation,

the subspace identification method needs a certain amount of data to calculate the

system matrices. Identified system matrices varies with the length of the data window
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and it is difficult to select the right amount of data.

• Finding the appropriate order from the identification methods so that the reduced

model can represent nearly all characteristics of the original system, so that the modes

can be observed as well as the computational complexity is reduced.

2.6 Summary of literature review

From the literature review of model based identification methods and measurement based

identification methods, it is evident that measurement based methods have certain advantage

over model based methods. Measurement based methods do not need to have any model

parameters to identify oscillation in power system and with increasing number of installed

PMUs throughout North American power system grid, it is easier than ever to identify and

control low frequency oscillatory modes through measurement based identification methods.

Among different state of the art measurement based methods used in recent years, subspace

identification based methods are more promising as they can be implemented in real-time

scenario to capture dynamic data from power system, can work for both ring-down or ambient

situation, is robust when facing noisy data and can provide with state space matrix to

help implementing control architecture. For classifying different modes, a threshold of 2Hz

will be used throughout this research work as low frequency oscillatory modes are of more

importance when it comes to overall stability of the power system. And finally, an LQR

based control algorithm will be implemented to control and add damping to unstable mode

as LQR control methods can be implemented in real-time environment, can be utilized as

wide area control and can utilize identified state space matrix to act on specific identified

mode of the power system.
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CHAPTER 3: Investigation and Design of a Measurement Based Electro-Mechanical

Oscillation Mode Identification and Detection in Power Grid

3.1 Introduction and main contributions

Modern power systems are really complex in nature. Accurate knowledge and estimation

of the electro-mechanical modes in the power system are of great importance since a system-

wide outage can be caused by one single unstable mode of oscillation. Hence, advanced

mathematical tools and signal processing methods are necessary to estimate the electro-

mechanical modes of the power system. There have been several incidences where system

breakups and power outages happened due to an undamped mode and all of these events

exhibited sustained low-frequency inter-area oscillations which typically are in the range

of 0.15Hz to 1Hz. Model-based frequency studies have been established for a long time.

However, model-based studies cannot anticipate every kind of event in real-time because

the power system is nonlinear, time-varying and it is a higher-order system that leads to

complexity in modeling. Besides, the power grid is stochastic with the advent of renewables

and changing load dynamics, which means that it is expected to be excited by random

signals all the time; most of them come from random load changes and noises. Recently,

measurement-based power grid mode estimation has attracted great attention [54].

Several techniques can identify oscillatory modes from ring-down data or ambient data

obtained from measurement. Generally, ring-down events occur during the sudden changes

in grid operation due to faults, generator outages, or controller operations of the generator.

Ambient data changes are rather slow varying close to the steady-state operation of the grid

due to small changes in eh load or such events. Among the measurement-based techniques,

Prony analysis [6–9], Eigenvalue Realization Algorithm (ERA) [10–13] and Matrix Pencil

methods [19–21] are noteworthy. These methods have successfully been used to determine



low-frequency oscillatory modes from measurement data. Recently subspace identification

methods (SSI) [22–25] have become popular as they are robust to variations, and can be

represented in state-space form thus making it easier for designing time-domain control

approaches. However, a non-recursive SSI is computationally expensive as it has to perform

Singular Value Decomposition (SVD) to calculate the state-space matrices.

A recursive method to apply the subspace identification method on the measurements

can solve the drawbacks of a non-recursive subspace identification system of being com-

putationally extensive. Studies about recursive methods of identification have been done

recently [30, 31]. Earlier in [30] we have introduced an approach for determining power sys-

tem modes (forced and natural). This approach also provides robust performance as it can

identify modal information for all types of signals such as ambient, ring-down, and cycling

signals. In this approach, first, the power grid measurements are used as both input and

output data set to develop measurement-based models of the grid. Then, an oblique pro-

jection is designed recursively to find the system state-space considering grid oscillations.

The approach also uses a system observability matrix recursively that avoids the need for

SVD. In this chapter, a comparison of various measurement based methods in estimating

oscillation modes is presented including the recursive forced and natural mode identification

method. The main contribution of this chapter is as follows:

• Explore different measurement based identification methods to identify low frequency

oscillation.

• Compare various methods’ performance and analyze how they perform on different

ring-down and ambient data and in noisy environment.

• Classification between natural mode and forced mode.

• Implement measurement based identification methods in real-time environment.

• Compare different methods’ computing time to find out most efficient method.
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The chapter is organized as follows. In section 3.2, we present or refer all the methods

include the recursive mode identification method. Section 3.3 discusses the experimental

results and provides a comparison among different methods and section 3.4 concludes the

chapter.

3.2 Measurement-Based Oscillation Detection Methods

In this study, we are comparing the following methods a) Prony method, b) ERA method,

c) Matrix Pencil method d) Non-recursive sub-space identification method and e) the recur-

sive sub-space identification method.

3.2.1 Prony Analysis

The first published work in the power literature on transient analysis was by Hauer [7]

using Prony analysis [6], which is a method designed to directly estimate the parameters for

the exponential terms in Eqn. 2.3 by fitting a function to an observed record for yt. The

Prony method is a polynomial method and it includes the process of finding the roots of a

characteristic polynomial. In [8], a method has been established by extended Prony analysis

to simultaneously fit multiple signals. In [9], determination of modal content from measured

power system response by Prony method is discussed.

xi(t) =
n∑

i=1

(rixi0e
λit) (3.1)

where

ri : Residue of the mode i

xi0 : Initial internal states

λi : Eigenvalues of A matrix

While this method is quite efficient and accurate for extracting poles and residues from

given equally spaced transient data, Pronyâs method is notorious for its extreme sensitivity

to noise. And also Prony’s method does not have any order selection technique in the
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algorithm, so the operator or the researcher has to choose a random order for the reduced

order operation and try to fit with already known values. More importantly, for ambient

data condition, Prony’s method is not well suited as it is much of a fitting algorithm and in

ambient condition, the changes are totally random.

3.2.2 Eigenvalue Realization Algorithm (ERA)

The ERA is a system identification algorithm introduced by Jer-Nan Juang and Richard S.

Pappa in 1985 [10]. While identifying the modes and eigenvalues of the system characteristic

equation, this method also allows to identify the system matrices and it also allows model

reduction of linear systems. The popularity of ERA can be attributed to its straightforward

implementation, numerical robustness and sound mathematical foundation. Although ERA

was introduced within the aerospace community where it has been used extensively; it is

also used as a very helpful tool in power system [11–16]. In [53], a recursive method to

apply ERA is proposed to reduce the computational time. In [17], the effects of noise while

identifying system dynamics by ERA is discussed. Another extension of ERA is established

in [18] and the method is called general realization algorithm (GRA).

The ERA is based on the singular value decomposition (SVD) of the Hankel matrix as-

sociated with the ring-down event of the system. A Hankel matrix is a square matrix with

constant skew-diagonals. The Hankel matrix is typically assembled using all of the available

data such that the top left most element of the Hankel matrix is the first available mea-

surement and the bottom right most element is the last available measurement. From the

singular values, the model order is reduced by choosing most significant singular values and

the system matrices are calculated based on this choice.
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H(k|i,j) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Hk Hk+1 . . . Hk+j

Hk+1 Hk+2 . . . Hk+j+1

. . . . . .

. . . . . .

Hk+i Hk+i+1 . . . Hk+i+j

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.2)

where

Hk : Blocks of data formed from input and output measurements

i, j : Specified integers

For ERA algorithm, two shifted Hankel matrix are formed: H(1|i,j) and H(2|i,j). SVD of

H(1|i,j) is performed and allows for finding the minimum order realization. So, this method

has a clear advantage over Prony’s method when it comes to select an appropriate reduced

order of the model. The disadvantage of this method is that it is highly computationally

complex and slow when compared to other methods as it runs SVD which takes more time

especially when performed online. By running this method recursively, the computational

performance can be upgraded. And this method same as Prony’s method works only on

transient or ring-down data, and can not perform in ambient condition.

3.2.3 Matrix Pencil Method

The Matrix Pencil method approach was introduced by Hua and Sarkar [19]. Initially

it was intended to use for estimating poles from electromagnetic transient responses from

antennas. This method uses almost the same algorithm as ERA as it also runs SVD on

Hankel matrix. The Hankel matrix is formed in a different way than that of ERA. As this

method has SVD built-in, choosing lower order model from the singular values is also possible

in this algorithm. Also, this method is capable of handling noisy signals accurately, has less

sensitivity to different sample sizes and easier and poles of the system can be directly found

from the eigenvalues in a single step whereas normal polynomial methods require two steps
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to find the poles. The disadvantage of pencil matrix method is that due to SVD, this method

is computationally extensive and this method can not handle ambient data as well.

3.2.4 Non-recursive Subspace Identification

Subspace identification process can be divided into two sub-categories: Deterministic sub-

space identification and Stochastic subspace identification. In deterministic subspace identi-

fication method, both input and output vectors are known and available and the noise vectors

are zero. In stochastic subspace identification method, only output vectors are known from

measurements and the system matrices are estimated from only output vectors.

3.2.4.1 Deterministic Subspace Identification

The algorithm of deterministic subspace identification method is discussed in algorithm 1.

3.2.4.2 Stochastic Subspace Identification

The algorithm of deterministic subspace identification method is discussed in algorithm 2.

3.2.5 Recursive Subspace Identification

The details of the recursive sub-space identification method is discussed next. The details

of the other methods can be seen in [6] to [25]. In the recursive subspace identification, first,

from the measurements, Hankel matrices are formed as shown in the following equations.

Y p =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

y0 y1 . . yj-1

. . . . .

. . . . .

. . . . .

yi-1 yi . . yi+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y f =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

yi yi+1 . . yi+j-1

yi+1 yi+2 . . yi+j

. . . . .

. . . . .

y2i-1 y2i . . y2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.12)

Up =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u0 u1 . . uj-1

. . . . .

. . . . .

. . . . .

ui-1 ui . . ui+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
U f =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ui ui+1 . . ui+j-1

ui+1 ui+2 . . ui+j

. . . . .

. . . . .

u2i-1 u2i . . u2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.13)
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Algorithm 1 Deterministic Subspace Identification Method
1: Collect input and output data from measurement
2: Calculate extended block Hankel matrix.
3: Calculate oblique projections Oi and Oi-1

Oi = Y f/UfW p (3.3)

Oi-1 = Y f−/U
f−W p+ (3.4)

4: Calculate SVD of the weighted oblique projections

W 1OiW 2 = USV T (3.5)

where

W1 and W2 : The identity weighting matrices

5: Determine the reduced order of the system

W 1OiW 2 = USV T =
∣∣U1 U2

∣∣ ∣∣∣∣S1 0
0 S2

∣∣∣∣ ∣∣∣∣V 1
T

V 2
T

∣∣∣∣ (3.6)

6: Calculate the extended observability matrix Γi and Γi-1

Γi = W 1
−1U1S1

1/2 (3.7)

Γi-1= first (i− 1)m rows of Γi

7: Determine X i
d and X i+1

d

X i
d = Γ̂iOi (3.8)

X i+1
d = Γ̂i-1Oi-1 (3.9)

where

Γ̂i : Moore-Penrose pseudo inverse operation of Γi

8: Solve linear equations to get A,B,C and D∣∣∣∣X i+1
d

Y i|i

∣∣∣∣ = ∣∣∣∣A B
C D

∣∣∣∣ ∣∣∣∣X i
d

U i|i

∣∣∣∣ (3.10)
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Algorithm 2 Stochastic Subspace Identification Method
1: Collect output data from measurement
2: Calculate extended block Hankel matrix only from outputs.
3: Calculate projections
4: Calculate SVD of the weighted projections
5: Determine the reduced order of the system
6: Calculate the extended observability matrix.
7: Determine X i and X i+1

8: Solve linear equations to get A and C∣∣∣∣AC
∣∣∣∣ = ∣∣∣∣X i+1

Y i|i

∣∣∣∣ X̂ i (3.11)

Y p+ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

y0 y1 . . yj-1

. . . . .

. . . . .

yi-1 yi . . yi+j-2

yi yi+1 . . yi+j-1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y f- =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

yi+1 yi+2 . . yi+j

. . . . .

. . . . .

. . . . .

y2i-1 y2i . . y2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.14)

Up+ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u0 u1 . . uj-1

. . . . .

. . . . .

ui-1 ui . . ui+j-2

ui ui+1 . . ui+j-1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
U f- =

∣∣∣∣∣∣∣∣∣∣∣∣∣

ui+1 ui+2 . . ui+j

. . . . .

. . . . .

u2i-1 u2i . . u2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.15)

Then, using subspace identification technique, the extended observability matrix Γi is

calculated based on projection algorithm as

Ep = UpY p (3.16)

H1:j = U fEpY f (3.17)
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H1:j =


Uf

Ep

Yf

 =


L11 0 0

L21 L22 0

L31 L32 L33



QT

11

QT
21

QT
31

 (3.18)

(Yf/Uf ) ∗ Ep = ΓiXi/U
|
f = L32Q

T
21 (3.19)

where Ep represents the subspace of past input and output in block Hankel matrices Up

and Yp. Eqn. (3.19) calculates the oblique projection of the future outputs on the past

input/output along the future inputs. Column space of L32 is equal to the column space of

extended observability matrix Γi. So only extracting L32 from the LQ decomposition of the

whole subspace is enough to get the system characteristics. The projected matrix O will

then be,

O = L32 (3.20)

From (3.20), only L32 is needed for proper system identification when both input and output

measurements are used. Calculate the SVD on L32 and select the reduced order n from

singular values obtained from SVD,

L32 = USV T =

[
U1 U2

] S1 0

0 S2


 V T

1

V T
2

 ≈ U1S1V
T
1 (3.21)

where U1 = Γi. Since Γi is defined as Γi = ⟨CCACA2...CAi−1⟩T which contains the informa-

tion of system matrix, A can be calculated by A = Γ∗
iΓi. From eigenvalues of A matrix, the

modes and their damping ratio can be calculated. In the first step of recursive algorithm,

the LQ factorization is calculated recursively. In the second step, the extended observability

matrix is calculated recursively to avoid computationally challenging SVD at each iteration.

New ’p’ data is coming after first data set.
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3.2.6 Updating LQ factorization recursively

From the Hankel matrix generated previously, we can get

H1:j =

∣∣∣∣∣∣∣∣∣∣
U f

Ep

Y f

∣∣∣∣∣∣∣∣∣∣
(3.22)

H1:j = L1Q1 (3.23)

G1Q1 =

 ε σ

0 Q̄1

 (3.24)

(G1Q1)
T (G1Q1) =

 ε σ

0 Q̄1


T  ε σ

0 Q̄1


=

 ε σ

0 Q̄1


 ε σ

0 Q̄1


T

= I (3.25)

It can be proved that, εT ε = Ip and σ = 0. So,

G1Q1 =

 Ip 0

0 Q̄1

 (3.26)
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H1+p:j+p = [Hp+1:j Hj+1:j+p]

= [L̄1Q̄1 Hj+1:j+p]

= [Hj+1:j+p L̄1]

 0 Ip

Q̄1 0


= L̄2Q̄2

= (L̄2G2)(G
T
2 Q̄2)

= L2Q2 (3.27)

where G1 and G2 are the givens rotation matrix.

3.2.7 Updating the extended observability matrix recursively to avoid performing SVD

Once the LQ decomposition is updated recursively then the next step is to update the

extended observability matrix Λi recursively without using SVD. This is performed using the

propagator method [55]. The propagator can be determined recursively by solving a least

square error minimization approach. The process is as follows. First, the system A matrix

is developed for given data. The extended observability matrix Λi is developed. Then an

identity matrix In is calculated, where n is the order of the system. Further a matrix is

defined as P T
f = In and Lf = In. With this, the following matrices are calculated.

Γf =

[
In P T

f

]
(3.28)

where Rx = covariance of A matrix with

Rzf = Γf ×Rx × ΓT
f (3.29)

Rzf1 = Rzf (1 : n, 1 : n) (3.30)
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Rzf2 = Rzf (n+ 1 : 2n, n+ 1 : 2n) (3.31)

where λ = Forgetting factor, ζ = Instrument variable. After initialization and applying the

given’s rotation twice we get,


L11 0 0 0

L21 L22 0 z̄p

L31 L32 L33 z̄f

 =


L11 0 0 0

L21 L22 0 0

L31 L32 L33 ¯̄zf

 (3.32)

¯̄zf =

∣∣∣∣∣∣∣
zf1

zf2

∣∣∣∣∣∣∣ (3.33)

gf =

∣∣∣∣Rzf2ζ zf2

∣∣∣∣ (3.34)

Λ =

∣∣∣∣∣∣∣
−ζT ζ λ

λ 0

∣∣∣∣∣∣∣ (3.35)

ψ =

∣∣∣∣Rzf1ζ zf1

∣∣∣∣ (3.36)

k = (Λ + ψTLfψ)
−1ψTLf (3.37)

P T
f = P T

f + (gf − P T
f ψ)k (3.38)

Rzf1 = λRzf1 + Zf1ζ (3.39)

Rzf2 = λRzf2 + Zf2ζ (3.40)

Lf =
1

λ2
(Lf − Lfψk) (3.41)

where Pf is a linear operator called propagator which expresses the linearly dependant vec-

tors of extended observability matrix Λi which is same as earlier mentioned Γi as a linear
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combination of n independent vectors, Zf (t) is the observation vector, k is the gain vector

and Rzf1 is the expected value of observation vector. The recursive subspace identification

framework is able to estimate behaviour of the power system in the presence of input excita-

tion and noise. This helps to estimate system electro-mechanical modes accurately even in

the presence of forced oscillations and at the same time can also classify oscillations between

forced and natural electro-mechanical modes.

3.3 Experimental Results and Discussion

All of the aforementioned methods are applied on two test systems. The first one is a

two-area power grid [56] and the second system is IEEE 68 bus test system which represents

the NETS-NYPS system model. This system is used to show the scalability of the methods

to perform well on large systems. Laboratory implementation of the algorithms in real-time

is shown using Fig. 3.1.

Fig. 3.1: Lab Implementation Procedure.

3.3.1 Test System I: Two Area Test System

Kundur’s two area system consists of 9 buses and 4 generators and has two areas. The

details are in [56]. The natural inter-area mode for this system is 0.62Hz.
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3.3.1.1 Case I

Two cases are created in two area system. For the first case, the total simulation time

is 600 seconds. A three-phase ringdown event is created on bus 5 at 5 seconds. The three-

phase fault is chosen as this is the most extreme fault scenario in the power system. Then a

step-change in load (50 MW) is applied at bus 5 at 200 seconds and lastly, a cyclic load of

0.8 Hz is applied at bus 5 at 400 seconds. The speed of generator 1 is taken as the output

vector and the voltage of generator 1 is taken as the input vector for mode estimation. The

methods that are applied on these input and output vectors to estimate modes are Prony,

ERA, Matrix Pencil Method, non-recursive subspace identification (a non-recursive version

of the discussed subspace identification), and recursive subspace identification method. Fig.

?? represents speed of generator 1 for case I.

Fig. 3.2: Speed of generator 1 for case I (Test System I).

Table 3.1 and Table 3.2 shows the comparisons. Fig. 3.3 shows the results for mode

estimation for case I using recursive SSI method. This result shows that recursive SSI

method can identify both natural and forced mode with good accuracy.
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Fig. 3.3: Estimated mode from recursive SSI method for case I (Test System I)

3.3.1.2 Case II

For the second case, the total simulation time is 500 seconds. A three-phase ringdown

event happens at bus 5 at 5 seconds and a step-change in load (50 MW) is applied at bus

5 at 200 seconds. A cyclic load of 0.6Hz is applied throughout the whole simulation. The

purpose of this case is to find out if the methods are capable of identifying the modes when

the forced mode is very close to the natural mode. The speed of generator 1 is taken as the

output vector and the voltage of generator 1 is taken as the input vector for mode estimation.

Fig. 3.4 represents speed of generator 1 for case II.

Fig. 3.5 shows the result for mode estimation of case II using the recursive SSI method.

From this figure, it is clear that the forced mode of 0.6Hz and the natural mode of 0.62Hz are

both identified by using this method. But the natural mode can not be identified between

20 seconds to 80 seconds. While using other methods on the same data, it is found that

other methods also fail to identify natural mode at this time. Some methods such as Prony,

Matrix Pencil, and non-recursive SSI fail to identify natural mode for an even longer period.

Table 3.1 and Table 3.2 summarize the results.
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Fig. 3.4: Speed of generator 1 for case II (Test System I).

Fig. 3.5: Estimated mode from recursive SSI method for case II (Test System I)

3.3.2 Test System II: IEEE 68 Bus System

The IEEE 68 bus power grid is used as a larger system. The natural inter-area mode for

this system is 0.60Hz. This system has 5 areas and consists of 68 buses and 16 generators.
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Table 3.1: Kundur 2 area test system comparisons.

Case Studies MP and Prony ERA SSI Non Recur. SSI Recur.
(Min-Max) (Min-Max) (Min-Max) (Min-Max)

Case I 0.583-0.864 0.397-0.859 0.606-0.79 0.61-0.766
Natural Mode (Hz) Dev. 32.5% Dev. 53.7% Dev. 23.3% Dev. 20.3%

Case I 0.769-0.801 0.769-0.811 0.635-0.72 0.786-0.816
Forced Mode (Hz) Dev. 3.99% Dev. 5.18% Dev. 11.8% Dev. 3.7%

Case II NA 0.396-0.644 0.623-0.662 0.625-0.664
Natural Mode (Hz) Dev. NA% Dev. 38.5% Dev. 5.89% Dev. 5.08%

Case II 0.582-0.654 0.578-0.627 0.57-0.621 0.581-0.62
Forced Mode (Hz) Dev. 11.0% Dev. 7.81% Dev. 8.21% Dev. 6.29%

Table 3.2: Summary of Case I and Case II of Test I

Case Number Methods Summary

Case I

MP and Prony Natural mode: Not precise.
ERA Natural mode: Not precise.

Non-recursive SSI Forced: Not precise.
Recursive SSI Both mode: Precise.

Case 2

MP and Prony Forced mode: Yes, Natural mode: No.

ERA Forced mode:Yes.
Natural mode: Not precise.

Non-recursive SSI Forced mode:Yes.
Natural mode: Not precise.

Recursive SSI Both mode: Precise.

Table 3.3: IEEE 68 bus system features.

Buses &
Generators

68 Buses
16 Generators Areas 5

Total Active Power
Generation (MW) 17787.53 Total Active

Load (MW) 17620.65

Total Reactive Power
Generation (MVAR) 2496.53 Total Reactive

Load (MVAR) 1671.76

3.3.2.1 Case I

For the first case, Three types of events are created in this case as well. The total simulation

time is 600 seconds. A three-phase ringdown event happens near bus 14 at 5 seconds.

Secondly, a step-change in load (50 MW) is applied at bus 17, 39, and 41 at around 200

seconds and finally, a cyclic load of 0.8 Hz is applied at bus 40 at 400 seconds. The speed
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Fig. 3.6: IEEE 68 Bus study system.

of generator 14 is taken as the output vector and the voltage of generator 14 is taken as the

input vector for mode estimation. Fig. 3.7 represents speed generator 14 for case I.

Fig. 3.8 shows the results for mode estimation for case I of test system II. Fig. 3.8 shows

the estimated mode using the recursive SSI method. This result shows that the recursive

SSI method can identify both natural and cyclic modes with better accuracy. Table 3.4 and

3.5 summarizes the result.

3.3.2.2 Case II

For the second case, the total simulation time is 500 seconds. A three-phase ringdown

event is created on bus 14 at 5 seconds. Secondly, a step-change in load (50 MW) is applied

at bus 17, 39, and 41 at around 200 seconds. A cyclic load of 0.6Hz is applied throughout the

whole simulation. The speed of generator 14 is taken as the output vector and the voltage

of generator 14 is taken as the input vector for mode estimation. Fig. 3.9 represents speed
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Fig. 3.7: Speed of generator 14 for case I (Test System II).

Fig. 3.8: Estimated mode from recursive SSI method for case I (Test System II)

of generator 14 for case II.

Fig. 3.10 shows the result for mode estimation of case II using the recursive SSI method.

The recursive SSI method can identify both modes with better accuracy throughout the

whole simulation time. Among the other methods, ERA is capable of identifying both
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Fig. 3.9: Speed of generator 1 for case II (Test System II).

modes the whole time but the accuracy of natural mode is not as good as recursive SSI.

Other methods fail to identify both modes the whole time. Table 3.4 and 3.5 summarizes

the result.

Fig. 3.10: Estimated mode from recursive SSI method for case II (Test System II)
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Table 3.4: IEEE 68 bus system test system comparisons.

Case Studies MP and Prony ERA SSI Non Recur. SSI Recur.
(Min-Max) (Min-Max) (Min-Max) (Min-Max)

Case I 0.336-0.787 0.287-0.899 0.403-0.779 0.501-0.701
Natural Mode (Hz) Dev. 57.3% Dev. 68.7% Dev. 48.3% Dev. 28.5%

Case I 0.776-0.841 0.789-0.806 0.776-0.82 0.787-0.801
Forced Mode (Hz) Dev. 7.7% Dev. 2.1% Dev. 5.4% Dev. 1.7%

Case II NA 0.559-0.812 0.27-0.799 0.596-0.669
Natural Mode (Hz) Dev. NA% Dev. 31.1% Dev. 66.2% Dev. 10.9%

Case II 0.52-0.61 0.586-0.655 0.583-0.679 0.571-0.603
Forced Mode (Hz) Dev. 14.7% Dev. 10.5% Dev. 14.1% Dev. 5.3%

Table 3.5: Summary of Case I and Case II of Test II

Case Number Methods Summary

Case I

MP and Prony Natural mode: Not precise.
ERA Natural mode: Not precise.

Non-recursive SSI Forced: Not precise.
Recursive SSI Both mode: Precise.

Case 2

MP and Prony Forced mode: Yes, Natural mode: No.

ERA
Forced mode:Yes.
Natural mode: Not as precise as
recursive SSI.

Non-recursive SSI Forced mode:Yes.
Natural mode: Not precise.

Recursive SSI Both mode: Precise.

The required time for estimating modes by using every method is also calculated. Fig.

3.11 shows the required time for each method to estimate the modes for case II of test

system II. This figure shows that the Matrix pencil method takes the lowest time while the

non-recursive SSI method takes the longest time.

3.4 Summary

In this chapter, a comparative study of various mode identification methods is presented

on two test systems including the recursive forced and natural mode identification method

from [30]. Both natural mode identification and forced mode identification study have been

done with different methods. As it can be seen from Table 3.2 and 3.5, the recursive method
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Fig. 3.11: Required simulation time for every method for case II (Test System II)

can accurately measure natural and forced mode (lesser deviation from the min-max) when

compared to other methods. Thus it can be concluded that recursive SSI has better perfor-

mance overall for identifying both natural mode and forced mode under different conditions.

After identifying the low frequency mode and their damping ratio, the next chapter will

explore a control methodology to improve damping ratio of low damped or unstable modes

in power system grid.
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CHAPTER 4: An Online Wide-Area Direct Coordinated Control Architecture For Power

Grid Transient Stability Enhancement Based On Subspace Identification

4.1 Introduction and main contributions

Control of the power grid during transient and dynamic conditions is very important and

critical for system stability and reliability. Recent changes in power grid operations with the

advent of integrating renewable energy-based power generating sources make stability as-

sessment and improvement a much critical aspect. Conventional stability assessment mainly

deals with rotor angle oscillations and the dynamic behavior of synchronous machines. In

the transient stability conditions, large-signal models can assess system stability criteria es-

pecially when subject to disturbances such as faults considering full dynamics of generators

and assuming the rest of the power grid represented in a reduced form at the generator

terminals [57,58]. Then numerical methods are used to assess the impact of disturbances on

overall system stability. Several methods have been assessed to evaluate the system stability

even for large scale systems [59–61]. Numerical methods are computationally complex when

dealing with large scale grid stability assessment [57,58,62].

An alternate solution is the assessment of stability using direct methods. Direct methods

provide a coherent solution to assess system stability much like an index just by looking

at the energy transfer between generators and the grid during transients. The result is a

faster and accurate solution that can give a qualitative index on system stability and thus

the health. During faults, such an index can be used to assess the post-fault conditions of

the system even when the generator behavior is unknown. The only criteria are that the

post fault system information should be available for such an analysis. Direct methods can

be used for Transient Stability Assessment (TSA) without depending on numerical solution

methods and thus can be used for analysis and control even though the multiple generator



control using such methods is not possible. The most widely used direct method is based on

Lyapunov stability criteria [63]. The concept is that during the energy transfer from kinetic

to the potential there will be a balance and the system reaches a stability point. With the

help of the Lyapunov theory, the stability of the system can be assessed as a scalar function

called the Lyapunov function.

Various studies have been conducted to investigate the application and efficiency of tran-

sient stability analysis via the direct method. The feasibility of Lyapunov functions for

power system transient stability analysis by controlling the unstable equilibrium point (UEP)

method is explored in [64]. Ref. [65] uses the Lyapunov function for estimating transient sta-

bility considering the load dynamics. Ref. [66], uses direct methods to analyze the transient

stability of power systems close to voltage collapse. An investigation of the implications of

stability analysis on structure-preserving models of power systems is presented in [67]. In all

the mentioned researches, off-line studies are required to use direct methods.

Control of relevant generators for managing grid stability during or after the abnormal

conditions is a very important aspect [32–34]. Identifying the faults, selection of important

generators for control, and providing an appropriate control action considering the whole

system dynamics in mind is a very challenging and important task. Even though several

wide-area control designs are proposed in the literature, almost all of them don’t show

methods that can control relevant generators or they cannot be implemented online. Earlier

we have proposed a control architecture for Static Var Compensator (SVC) for a single

generator based on the direct energy function [68]. The generator considered is the one close

to the fault assuming that the fault is known. This chapter is an extension of [30, 68, 69].

In this chapter, based on the Potential and Kinetic Energy (PE and KE) calculation, a

unique method is proposed that can select and control a single or a group of generators

to mitigate the power grid inter-area oscillations. The online control architecture designed

provides optimal control such that the grid stability is improved.

The main contributions of this chapter are:
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• A unique approach for energy function based identification and control that can be

applied to the multi-machine system, thus scalable.

• An unique wide-area optimal control designed for multiple generators that can prioritize

generator contribution to improve stability.

• A unique method to identify and detect relevant generators for control just by using

measurements from the grid and provide a control model.

• The proposed architecture is feasible and performed online and proven on the real-time

simulator.

The rest of the chapter is organized as follows: In section 4.2, preliminaries on energy function

theory are discussed. Section 4.3, 4.4 and 4.5 discusses the proposed methodology. Section

4.6 discusses real-time simulation results implementation framework. Section 4.7 concludes

the chapter.
4.2 Preliminaries on Energy Function Theory

Consider a power grid with n generators and m buses without generators. During power

balance, current flowing into or from a bus can be represented as

[I] = [Y ][V ] (4.1)

Ii =
n+m∑
j=1

yijVi (4.2)

and corresponding power as

Si = ViI
∗
i (4.3)

Then a general load (power) flow can be represented as

Ii =
n+m∑
j=1

YijVj =
n+m∑
j=1

|Yij| |Vj|∢(Θij + δj) (4.4)
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Pei =
n+m∑
j=1

|Vi| |Vj| |Yij| cos(Θij − δi + δj) (4.5)

Qei = −
n+m∑
j=1

|Vi| |Vj| |Yij| sin(Θij − δi + δj) (4.6)

where Y represents the transfer matrix of the network at steady-state, Ii, Pei, and Qei are

current, active power, and reactive power injected to the grid from bus i, respectively. Vi is

the voltage of bus i, and δi is the angle of its voltage. Θij is the angle of Zij, when Zij is the

ijth element of Zbus.

Generator models can be implemented using a classical representation in the form of swing

equations as
d2δi
dt2

=
πf

Hi

(Pmi
− Pei)−Di

dδi
dt
, i = 1, 2, · · · , n (4.7)

dδi
dt

= ωi, i = 1, 2, · · · , n (4.8)

where δi is the generator angle with respect to synchronous frame, ωs is the reference speed,

ωi is the speed of generator i, Di is the damping factor, and Hi is the inertia constant of

generator i. Replacing Pei based on the load flow equations, we get

d2δi
dt2

=
πf

Hi

(
Pmi

−
2n+m∑
j=1

|Vi| |Vj| |Yij| cos(Θij − δi + δj)

)
−Di

dδi
dt
, i = 1, 2, · · · , n (4.9)

4.2.1 Energy Function Representation

To derive an energy function for a power system, the swing equation should be integrated

[58]. Let πf
Hi

= Mi. Multiplying both sides of (4.9) by dδi
dt

and then performing a time

integration results in
n∑

i=1

1

2
Miω

2
i ]

ωb
i

ωa
i
=

n∑
i=1

(Pmi
−
∣∣V 2

i

∣∣Gii)δi]
δbi
δai

−
∫ b

a

n−1∑
i=1

n∑
j=i+1

Dijcosδij∂(δi + δj)−
∫ b

a

n∑
i=1

Di(
dδi
dt

)2dt
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−
∫ b

a

n∑
i=1

2n+m∑
j=n+1

Cijsinδij∂δi −
∫ b

a

n∑
i=1

2n+m∑
j=n+1

Dijcosδij∂δi (4.10)

where ω is the angular speed, Gii is the conductance, Cij = |Vi| |Vj| |Yij| sinΘij, Dij =

|Vi| |Vj| |Yij| cosΘij, and, a, b are the angle limits. In (4.10), the path-dependent term cannot

be calculated without numerical methods, since the trajectory of the parameters is not known

specifically during abnormal operating conditions such as faults. Also, most of the existing

formulations consider the system to be loss-less, thus Dij is assumed to be zero.

The expression for the energy function is the difference between the transient Kinetic

Energy (KE) and the total potential energy (PE). This can be written as

V = KE − PE (4.11)

This function has been used to assess the first swing stability of the power system especially

up to the first one second. During a fault, the machine gains KE and PE will keep changing.

After the fault, the gained KE is transferred to PE and the system reaches a stable or

unstable equilibrium point. In critical cases, the kinetic energy is equal to the potential

energy (KE = PE), in stable situations the kinetic energy is less than the potential energy

(KE < PE), and instability occurs if the kinetic energy is greater than the potential energy

(KE > PE) [58, 70]. Thus Vcr can be represented as Vcr = V max
PE .

4.3 Proposed Methodology

For a generalized approach based on energy function, three problems need to be addressed.

First, the power grid needs to be represented as a multiple machine system. Second, a

method should be developed to model a multi-machine power grid and calculate PE. Third,

accurate representation of KE and PE along with their extremes (Vcr) need to be analyzed

to evaluate the stability as this depends on the fault location. The challenge though is, a)

to calculate the KE and PE in an online environment, b) to identify the generators that

contribute most towards system stability, c) to develop an identification model for controlling
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generators of interest, d) to develop control architecture that can balance PE for multiple

generators in the system and, and e) to control multiple generators if required. In this

chapter, an energy function monitoring and framework is proposed to address all the above-

mentioned challenges. The methodology is a real-life implementable that can be used to

control generators to improve system stability.

4.3.1 Measurement Based Energy Function Model of Power Grid

The first step is to develop a measurement-based energy function for each generator in the

power grid considering (4.10). For each generator in the system, we can represent (4.10) as

KEi =
1

2
Miω

2
i (4.12)

PRi = −(Pmi
−
∣∣V 2

i

∣∣Gii)δi (4.13)

PMagi = −
∫ b

a

2n+m∑
j=1,j ̸=i

Cijsinδij∂δi (4.14)

PLossi = −
∫ b

a

n∑
j=1,j ̸=i

Dijcosδij∂(δi + δj)

−
∫ b

a

Di(
dδi
dt

)2dt−
∫ b

a

n∑
i=1

2n+m∑
j=n+1

Dijcosδij∂δi (4.15)

This can be written as

PEi = PRi + PMagi + PLossi (4.16)

where KEi and PEi are the kinetic and potential energy of generator i. PRi, PMagi , and

PLossi represent rotor position energy, magnetic energy, and loss energy related to machine

i, respectively. From this, the total energy in the system can be represented with a measure-

ment based power grid model.
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4.3.2 Method for calculating PE and KE from measurement

Our approach is to calculate PE for each generator from the angle and speed at each

generator bus (either from PMU measurements of or through prediction if PMU’s are not

available), and the mechanical power for each generator. We propose to utilize the modern

Energy Management System (EMS) with synchronised phasor measurements to measure δ

and ω which is feasible to implement. In case of non-availability of PMUs, an angle and

speed prediction method is utilized during the fault condition. Also, the generator mechan-

ical power can be obtained through power grid supervisory control and data acquisition

system (SCADA). The voltage of non-generator buses is assumed to be 1 pu. Based on this

approach, the related energy terms can be approximated via the following equations. These

approximations are useful because it reduces the calculation and process time and helps a

faster response from control. For the remainder of this section, we have three assumptions.

First, the R/X ratio is minimum so the Gij and Dij is neglected. This is very reasonable and

realistic for transmission systems. Second, the voltage of non-generator buses is 1pu. This

assumption can be relaxed based on the voltage magnitude estimation. It will not change the

proposed architecture. Third, during fault, Pm is assumed as constant. With this realistic

assumptions, from (4.12) we get

KEi = 0.5×M i × ωi × (1− ωPUi)
2 (4.17)

Equation (4.13) can be approximated as

PRi = (δi − δ)× (Pmi −Gii) (4.18)

Since Cij = |Vi| |Vj| |Yij| sinΘij, PMagi can be re-written as,

PMagi = |Vi| |Vj| |Yij| sinΘijcos(δi) (4.19)
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Again, considering a network neglecting resistance and knowing Pei = |Vi| |Vj| |Bij| sin(Θij),

(4.19) can be expressed as

PMagi = cos(δi − δ)× Pei (4.20)

Further, knowing that Pei = Pmi − Hi

πf
∗ d2δi

dt2

PMagi = cos(δi − δ)× (Pmi −
Hi

πf
∗ d2δi
dt2

) (4.21)

As mentioned earlier, neglecting network resistances (R/X ratio for transmission system

being small) Gij, Dij = ViVjGij = 0 and equation (4.15) can be written

PLossi = −Diw
2
i∆t (4.22)

At unstable equilibrium points (UEP) we get,

PUEP
Magi

= cos(π − (δi − δ))× Pei (4.23)

PRUEP
i = (π − (δi − δ))× (Pmi −Gii) (4.24)

Then PEi from measurements can be written as

PEi = −(PLossi + PMagi + PRi − PRUEP
i − PUEP

Magi
) (4.25)

where M i is moment of inertia of generator i, ωi is rotational speed of generator i, ωPUi is per

unit speed of generator i, δi is rotor mechanical angle of generator i, δ is rotor mechanical

angle of swing generator, Pmi is mechanical power output of governor of generator i. Thus,

from (4.17) - (4.25), KE and PE of generator i can be calculated through measurements if

we can measure δi, ωi and Pmi.
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4.3.3 PE and KE calculation from prediction algorithm or PMUs

We propose using PMUs at the generator buses for measuring δ and ω. In the event of

measurement delay or unavailability, we propose a prediction method as follows. From [71],

δ, ω can be predicted as follows

ω(t0 +∆t) = ω(t0) +

(
Pm − Pe

M

)
∆t− D

M
∆δ (4.26)

δ(t0 +∆t) = δ(t0)+[
ω(t0)∆t+

(
Pm − Pe

M
− D

M
ω(t0)

)
∆t2

2!

]
∗ 2πf (4.27)

where t0 is the initial time and ∆t is the time step. Equations (4.26) and (4.27) along with

(4.17) - (4.25) is used for online calculation of KE and PE for each generators and for control.

4.3.4 Subspace Identification For Power Grid Model

In the previous section, we proposed a method to measure PE, KE, and Pmi. The next

step is to develop a dynamic model of the grid using measurements. The dynamic model of

the power grid using (4.25) and Pmi for all the generator of interest can be designed using

a subspace identification method [22]. The advantage of the proposed approach is that one

can develop a state-space representation of generator dynamics in the power grid using mea-

surements. Also, the subspace identification method gives an appropriately reduced-order

n of the system without losing the required accuracy. The general procedure of subspace

identification is as follows.

Let the input-output stream data from the measurements be represented as u and y (In

this chapter, Pmi and PE are used as input and output measurement respectively) , then

for (y0, y1, ......, yM) and (u0, u1, ......, uM) measurements where yk ∈ RM×1, uk ∈ RM×1 for
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k = 0, 1, 2, .....,M , extended block Hankel matrices can be represented for each generator

Y p =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

y0 y1 . . yj-1

. . . . .

. . . . .

. . . . .

yi-1 yi . . yi+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y f =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

yi yi+1 . . yi+j-1

yi+1 yi+2 . . yi+j

. . . . .

. . . . .

y2i-1 y2i . . y2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.28)

Up =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u0 u1 . . uj-1

. . . . .

. . . . .

. . . . .

ui-1 ui . . ui+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
U f =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ui ui+1 . . ui+j-1

ui+1 ui+2 . . ui+j

. . . . .

. . . . .

u2i-1 u2i . . u2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.29)

Y p+ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

y0 y1 . . yj-1

. . . . .

. . . . .

yi-1 yi . . yi+j-2

yi yi+1 . . yi+j-1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y f− =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

yi+1 yi+2 . . yi+j

. . . . .

. . . . .

. . . . .

y2i-1 y2i . . y2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.30)

Up+ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u0 u1 . . uj-1

. . . . .

. . . . .

ui-1 ui . . ui+j-2

ui ui+1 . . ui+j-1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Uf− =

∣∣∣∣∣∣∣∣∣∣∣∣∣

ui+1 ui+2 . . ui+j

. . . . .

. . . . .

u2i-1 u2i . . u2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.31)

where j is determined by j = M − 2i + 2, i is a pre-selected integer greater than order

of the system n. Up, Up+ , U f, U f− are constructed with the input vector data in a similar

way as Y p, Y p+ , Y f, Y f− respectively. The subscript p stands for past and the subscript f

for future. The matrices Yp and Yf are past and future output matrices respectively. The

matrices Y +
p and Y −

f on the other hand are defined by shifting the border between past

and future one block row down. W p and W p+ are constructed from extended block hankel
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matrices.

W p =

∣∣∣∣∣∣∣
Up

Y p

∣∣∣∣∣∣∣ (4.32)

W p+ =

∣∣∣∣∣∣∣
Up+

Y p+

∣∣∣∣∣∣∣ (4.33)

By oblique projection, Oi and Oi-1 can be calculated as

Oi = Y f/UfW p (4.34)

Oi-1 = Y f−/U
f−W p+ (4.35)

Subsequently, a singular value decomposition (SVD) operation is performed as

W 1OiW 2 = USV T (4.36)

where W 1 and W 2 are identity weighting matrices. From the singular values, n number

of significant singular values is obtained which is the selected order of the reduced system.

Subsequently, the order of the singular values in S is obtained by partitioning the SVD

accordingly to obtain U1 and S1

W 1OiW 2 = USV T =

∣∣∣∣U1 U2

∣∣∣∣
∣∣∣∣∣∣∣
S1 0

0 S2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
V 1

T

V 2
T

∣∣∣∣∣∣∣ (4.37)

The extended observability matrix Γi and Γi-1 will then be

Γi = W 1
−1U1S1

1/2 (4.38)

58



where Γi-1 is the first (i− 1)M rows of Γi. Then X i
d and X i+1

d is determined using

X i
d = Γ̂iOi (4.39)

X i+1
d = Γ̂i-1Oi-1 (4.40)

where Γ̂i is Moore-Penrose pseudo inverse operation of Γi. Then a set of linear equations is

solved for A,B,C and D minimizing least square error

∣∣∣∣∣∣∣
X i+1

d

Y i|i

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
A B

C D

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
X i

d

U i|i

∣∣∣∣∣∣∣ (4.41)

To be able to identify the frequency of interest from measurement data and to develop

control, an appropriate sampling time is of great importance. If the frequency of interest is

within fo Hz, then based on Nyquist theorem,

f s ⩾ 2× fo (4.42)

where fs is the sampling frequency. Then

k = 1/f s (4.43)

where k is the sampling time. The timing diagram using system identification and proposed

control algorithm and how it is implemented in this chapter is shown in Fig. 4.3.

4.4 Physical State-Space Representation and Identification

For control, the identified and physical states need to be mapped. This is performed as fol-

lows. Consider, the system model is available for the actual power grid. The dynamic model

that we consider is a Differential Algebraic Equation (DAE) representation with generator
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dynamics included as,

∆Xt+1 = Ag∆Xt +Bg∆ut (4.44)

X=
[
∆δ,∆Sm,∆E

′
q,∆E

′′
q ,∆E

′
d,∆E

′′
q ,∆Efq,∆Vr,∆Vf ,∆Va

]

Ag =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 ωB 0 0 0 0 0 0 0 0

0 − D
2H

0 − Iq0
2H

0 − Id0
2H

0 0 0 0

0 0 − kd
T ′
d0

kd−1
T ′
d0

0 0 1
T ′
d0

0 0 0

0 0 1
T ′′
d0

− 1
T ′′
d0

0 0 0 0 0 0

0 0 0 0 − kq
T ′
q0

kq−1

T ′
q0

0 0 0 0 0

0 0 0 0 1
T ′′
q0

− 1
T ′′
q0
0 0 0 0 0

0 0 0 0 0 0 −KE

TE

1
TE

0 0

0 0 0 0 0 0 0 − 1
TA

−KA

TA
−KA

TA

0 0 0 0 0 0 −KFK′
E

TETF

KF

TETF
− 1

TF
0

0 0 0 0 0 0 0 0 0 − 1
TR

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
where δ is the rotor angle in radians, ωB is the rotor base angular speed in radians per

second, Sm is the slip, H is the inertia constant in seconds, Pm is the mechanical power, D

is the machine rotor damping, E ′
d and E ′′

d is the transient and sub-transient emf due to flux

linkage in d-axis damper coil respectively, E ′
q and E ′′

q is the transient and sub-transient emf

due to flux linkage in q-axis damper coil respectively, Id and Iq are the d-axis and q-axis

components of the stator current respectively, Xd, X ′
d and X ′′

d are synchronous, transient
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and sub-transient reactances along the d-axis respectively.

Bg =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 0 0

1
2H

(X′′
d−X′′

q )Iq0−E′′
d0

2H

(X′′
d−X′′

q )Id0−E′′
q0

2H

0 0 0

0
X′′

d−X′
d

T ′′
d0

0

0 0 0

0 0
X′′

q −X′
q

T ′′
q0

0 0 0

0 0 0

0 0 0

0 0 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, U =

∣∣∣∣∣∣∣∣∣∣
∆Pm

∆Id

∆Iq

∣∣∣∣∣∣∣∣∣∣

Similarly, Xq, X ′
q and X ′′

q are synchronous, transient and sub-transient reactances along the

q-axis respectively, kd =
Xd−X′′

d

X′
d−X′′

d
, kq =

Xq−X′′
q

X′
q−X′′

q
, T ′

d0 and T ′′
d0 are d-axis open circuit transient and

sub-transient time constants in seconds, Also, T ′
q0 and T ′′

q0 are q-axis open circuit transient

and sub-transient time constants in seconds. Efq is the field excitation voltage, Ke is the

exciter gain, KF is the stabilizer gain and KA is the regulator gain. TE is the exciter time

constant, TR is the input filter time constant, TF is the stabilizer time constant and TA is

the regulator time constant. VR is the regulator emf, Va is the input filter emf and VF is the

stabilizer emf. Considering multiple generators in the system, the overall system state-space

can be represented along with the algebraic model Ās = diag(Ag1, Ag2, ........). Similarly,

B̄s = diag(Ag1, Ag2, ........), C̄s = diag(Ag1, Ag2, ........), D̄s = diag(Ag1, Ag2, ........).

Let us mention this as

∆xt+1 = As∆xt +Bs∆ut (4.45)

where As = Āg − B̄GD̄g
−1
C̄g Then a similarity transformation matrix Tm can be developed

to convert the identified model to the actual system state-space representation. For this
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first, the right eigenvector of the physical state model As is found for a given system. This is

stored in the form of Tm in a model dictionary. The similarity transformation can be used to

compare the identified model (Ak) with the actual physical state. Also, the Tm will convert

the As to a Canonical Jordan form. The transformed matrix from the identified model can

then be represented as

AT = Tm ∗ Ak ∗ T−1
m (4.46)

The flowchart for identified and physical state comparison is illustrated in Fig. 4.1 In the

Fig. 4.1: Identified and physical state matching.

test cases, the error threshold is maintained for a system reduced order of 18.
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4.4.1 Scalability and Multiple Interarea modes

In the case of a group of inter-area modes of oscillation, the proposed approach will identify

the most participated in the generated groups and control those generators. For example, in

case I there are two modes identified (0.154Hz and 0.1160Hz) without control and still, there

are 4 generators selected for control purposes. After control, both mode’s damping ratio

is improved. For a larger system, first generator groups can be identified. From this, the

most dominant generator can be controlled. Thus will alleviate the computational burden

and at the same time feasible. Also, in our test cases, a reduced-order number is found as

18. For a large system, the approach is significantly effective due to the dominant generator

identification as it will reduce the computational burden. It will help to identify relevant

inter-area modes that contribute largely to oscillatory modes. In the event of having an

apriori system knowledge, this information can be used to group the generators based on

coherency and extract the modes and dominant machines from the proposed architecture.

We have provided a section on how the model and state matching can be performed with

the apriori information.

4.5 Trajectory Following Measurement Based Optimal Control

Consider the power grid dynamics in the form or a nonlinear system represented repre-

sented in the time varying form as

xt+1 = f(xt, ut)

yt+1 = h(xt, ut)

(4.47)

For the above nonlinear system an iterative optimal control can be designed considering a

cost function minimization

min
x,u

H∑
t=0

g(xt, ut)

s.t.xt+1 = f(xt, ut)∀t

(4.48)
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where i is the current time step and H is the time horizon. On this, we can control the state

sequence to a feasible target x∗t ,u∗t based on certainty equivalence law

⇐⇒ ∃u∗s.t.x∗t+1 = f(x∗t , u
∗
t ) (4.49)

The goal is to minimize the cost function iteratively for every discrete time step i such that

the sum of the control inputs satisfies (4.49). From the above, we have

xt+1 = f(xit, u
i
t) +

∂f

∂x
(xit, u

i
t)(xt − xi) +

∂f

∂u
(xit, u

i
t)(ut − uit) (4.50)

From (4.50), for a time horizon 0, 1, ...H

∆xt+1 = ∆f(x∗t , u
∗
t ) +

∂f

∂x
(x∗t , u

∗
t )∆xt +

∂f

∂u
(x∗t , u

∗
t )∆ut (4.51)

where ∆xt+1 = xt+1 − x∗t+1, ∆xt = xt − xit, ∆ut = ut − uit From the above we can write

∆xt+1 = Ak∆xt +Bk∆ut (4.52)

where Ak =
∂f
∂x
(xit, u

i
t) and Bk =

∂f
∂u
(xit, u

i
t). Let, zt = ∆xt+1 and vt = ∆ut, then

zt+1 = Akzt +Bkvt (4.53)

Then the cost minimization function will be

min
x,u

H∑
t=0

zTt Qzt + vTt Rvt

s.t.zt+1 = Akzt +Bkvt∀t

(4.54)
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The controller signal from the optimal controller will be

vt = Gkzt (4.55)

In the discrete time horizon, the architecture can be represented as in algorithm 2.

The overall procedure for developing a dynamic state-space representation and controlling

multiple generators in an online environment is explained in algorithm 1 and algorithm 2.

Fig. 6.3 represents the overall flow diagram.

4.5.1 Damping Ratio Improvement Index

Damping ratio improvement index (σ) is an index to show the overall improvement in the

damping ratio of the dominant modes identified while using controller vs using no controller.

The dominant modes are of the same weight for the calculation of the stability improvement

index. If there are two dominant modes, then each of the mode’s weight will be 0.5. The

damping ratio improvement will also be accounted for. The equation for calculating stability

improvement index is as follows:

σ =
Z∑
i=1

1

Z
∗Normalized damping improvement (4.56)

Here, Z = Number of dominant modes. In real life, PMUs are used to get measurements

from the system. While RTU (Remote Terminal Unit) based SCADA can communicate at

a slower rate (2-4 samples every second), PMU based SCADA can provide real-time data

at higher rates (Up to 60 samples per second) and with higher accuracy. PMU data are

also time-stamped with GPS (Global Positioning System). PMU measurements are then

sent to PDC (Phasor Data Concentrator) in real-time based on IEC 61850 protocol. From

PDC, the measurements are being used for the synchrophasor application framework, energy

management system (EMS), and dynamic security assessment. From these measurements,

through our proposed control architecture, the wide-area optimal control signals can be sent
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back to generators of the system in real-time (see [1] the details of field-deployed PMU based

EMS).

Fig. 4.2: Overall flow diagram of the proposed algorithm.

4.6 Real-Time Simulation Results

The proposed technique is designed and tested on a the dynamic IEEE 68 bus test system

discussed in [72] using Real-Time Digital Simulator (RTDS). The power grid dynamic model

consists of five different areas including New England test system (NETS) which is a reduced

equivalent model of New England area in the US, and the New York power system (NYPS).

The one line diagram and the implementation schematic of the proposed architecture is

shown in Fig. 4.3. Table 4.1 describes the main characteristics of the test system.
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Fig. 4.3: Proposed control architecture implementation schematic based on [1], timing diagram, and lab
implementation framework.

Table 4.1: IEEE 68 Bus System Features

Buses &
Generators

68 Buses
16 Generators Areas 5

Total Active Power
Generation (MW) 17787.53 Total Active

Load (MW) 17620.65

Total Reactive Power
Generation (MVAR) 2496.53 Total Reactive

Load (MVAR) 1671.76

The test system along with the controller is implemented in a real-time simulator with

all the dynamics captured as in real-life and the data used from real-life implementations.

The real-time power grid is running in the closed-loop with a control algorithm and the

data is exchanged using an ethernet port connection through a socket (GTNET-SKT). The

transfer and receipt of data occur between real-time simulator and controller implemented

in Matlab in real-time. PMUs are connected to all the generators to collect speed, generator

angle, and mechanical power data and voltage. Then the PE and KE are calculated for

all the generators. Fig. 4.3 shows the lab implementation framework which also shows the
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connection between RSCAD® and MATLAB® through GTNET-SKT®.

For data collection, choosing appropriate sampling time to find and control the expected

mode is very important. Sampling time is selected based on the oscillation frequency of

interest. We are concerned about local and inter-area oscillation frequencies which span

between 0 Hz to 2 Hz. Based on the Nyquist theorem, f s should be greater than or equal

to 4 Hz. For the simulation, f s is considered as 10 Hz and k is 0.1 second. Data window

length is chosen as 200 which implicates that, the identification and control architecture

works with 200 data at a time. The data window is updated every 0.1 seconds. For every

data window, the identification method identifies the system as a linear system and produces

a control signal for selected generators. For analysis, two different fault conditions and a

one-step change in load conditions are considered. Results and comparisons for each case are

discussed next. The fault condition tests are conducted for three separate scenarios - without

any controller, with a power system stabilizer (PSS), and with the proposed controller. The

load change condition is conducted for two scenarios - without any controller and with the

proposed controller.

4.6.1 Case I

In this case, a symmetrical three-phase fault is applied on bus 17 at t = 0.9 seconds. Fault

duration is 6 cycles and the fault is removed at t = 1.0 seconds. The generator dynamics are

with full controllers including governors and excitation systems. The data is collected from

PMU measurements and the KE and PE are calculated. From PE and Pmi, A, B, C and

D matrix is found by using subspace identification method. The appropriate reduced order

for all the generators from magnitudes of singular values is determined as 18 using online

measurements (Fig. 4.4). Fig. 4.6 shows the comparison of the responses between the actual

system and the reduced-order system which shows the negligible difference. This proves that

online model reduction is effective and captures the full system dynamics. The magnitude

of the singular values is also important for determining the most critical generators due to

the fault. Fig. 4.5 shows maximum singular values obtained from SVD of the speed of
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all generators during and after the fault. We can observe that the most critical generators

(Generator 10, 11, 12, and 13) are located in the same area (NYPS), where the symmetrical

fault is applied. As a result, these four generators are controlled simultaneously.

Fig. 4.4: Order reduction from singular values for Case 1.

Fig. 4.5: Maximum singular value of generators for Case 1.

The closed-loop controller provides four control signals simultaneously to four selected

generators. These control signals are then implemented in the real-time simulator using

GTNET-SKT and applied to the exciters of these 4 generators. Fig. 4.7 shows a comparison
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Fig. 4.6: Comparison between actual and reduced order system response.

of the speed of the selected generators with no control, with PSS, and with proposed control.

Fig. 4.8 shows percentage error between measured and predicted speed and angle during the

fault period. The percentage error is very low and the predicted speed and angle values can

be used if PMU data is unavailable during the fault. This shows prediction accuracy. Fig.

4.9 shows a percentage change in energy function difference of the same generators with the

proposed controller as well as the control signal output for the selected generators. From

this figure, it is evident that while using the proposed controller, the difference between KE

and PE is increased which means an improvement of stability margin.

Fig. 4.10 shows a comparison of supplied reactive power and change in voltage at the

faulted bus after applying the proposed controller. From the eigenvalues obtained from

system matrix A (For with controller, with PSS, and without controller), it is evident that

by applying the proposed controller, the damping ratio of the dominant modes is improved.

Table 4.2 summarizes the dominant modes’ frequency and damping ratio.

To measure the performance improvement, the area under the curve of the speed graph

is considered (For with proposed controller, with PSS and without controller). The reduced

area under the curve means less oscillation and an improvement. Table 4.3 summarizes the
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Fig. 4.7: Comparison of generator speed for Case 1.

Table 4.2: Summary of Damping Ratio Improvement for Case 1

List Without controller With PSS With controller
Mode 1 (Hz) 0.154 Unidentified 0.145

Damping Ratio of
mode 1 (%) 8.86 NA 13.15

Mode 2 (Hz) 0.1160 0.1116 0.1160
Damping Ratio of

mode 2 (%) 3.72 34.71 42.07

Damping Ratio
improvement

index (σ)
NA 0.500 0.968

results.

4.6.2 Case II

In this case, a symmetrical three-phase fault is applied on bus 62 at t = 0.9 seconds. The

fault is removed at t = 1.0 seconds. The controllers are working similarly as case I. The

reduced system order is 18 in this case too. In this case, the fault location is in NETS area

the most affected generators due to the fault are generators 2, 3, 4 and 7 (Fig.4.11).

Fig. 4.12 shows comparison of speed of the selected generators with no control, with PSS
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Fig. 4.8: Comparison of % error in speed and angle during the fault.

and with proposed control. Fig. 4.13 shows percentage change in energy function difference

of the same generators with the proposed controller as well as the control signal output for

the selected generators.
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Fig. 4.9: % Change in Energy Function difference with control and control signals for selected generators for
Case 1.

Fig. 4.10: Comparison of Supplied Reactive power and % change in Voltage at the faulted bus for Case 1.
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Table 4.3: Summary of Controller Performance for Case 1

Generator Gen 10 Gen 11 Gen 12 Gen 13
Area under curve

(Without Controller) 4.8263 4.32 4.1726 4.7421

Area under curve
(With PSS) 2.3036 4.3347 2.0252 4.3743

Area under curve
(With proposed Controller) 0.22 0.8704 0.3194 0.3366

% Improvement (PSS) 52.2698 -0.3403 51.4643 7.7561
% Improvement

(Controller) 95.4416 79.8518 92.3453 92.9019

Fig. 4.11: Maximum singular value of each generator during and after fault for Case 2.

In Fig. 4.14, shows comparison of supplied reactive power and change in voltage at the

faulted bus after applying the proposed controller is shown. From the eigenvalues obtained

from system matrix A, it is evident that by applying the proposed controller, the damp-

ing ratio of the dominant modes is improved. Table 4.4 summarizes the dominant modes’

frequency and damping ratio.

To measure the performance improvement, the area under the curve of the speed graph is

considered. The reduced area under the curve means less oscillation and an improvement.

Table 4.5 summarizes the results.
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Fig. 4.12: Comparison of generator speed for Case 2.

Table 4.4: Summary of Damping Ratio Improvement for Case 2

List Without controller With PSS With controller
Mode (Hz) 0.114 0.1352 0.15

Damping Ratio (%) 2.31 15.27 16.49
Damping Ratio
improvement

index (σ)
NA 0.914 1.00

Table 4.5: Summary of Controller Performance for Case 2

Generator Gen 2 Gen 3 Gen 4 Gen 7
Area under curve

(With PSS) 1.3769 0.8307 0.4432 0.5672

Area under curve
(With proposed Controller) 0.2379 0.7953 0.4711 0.5440

% Improvement (PSS) 34.6728 75.7778 58.5717 52.2317
% Improvement

(Controller) 88.7128 76.8100 55.9637 54.1856

4.6.3 Case III

A step change in load (increase of 150 MW) is created at bus 62 at 0.9 second for this

case. Bus 62 is placed next to generator 3 and so generator 3 is much more affected than
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Fig. 4.13: % Change in Energy Function difference with control and control signals for selected generators
for Case 2.

other generators for this case. Fig. 4.15 shows comparison of speed of generator 3 with and

without control for this case. Fig. 4.16 shows comparison of supplied reactive power and

change in voltage at generator 3 while using controller. Table 4.6 shows the dominant modes

and damping ratio summary for this case. Table 4.7 shows the improvement by using area
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Fig. 4.14: Comparison of supplied reactive power and % change in voltage at the faulted bus for Case 2.

Fig. 4.15: Comparison of speed with and without control for Case 3.

Fig. 4.16: Comparison of reactive power and % change in voltage for Case 3.
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under curve while using controller.

4.6.4 Critical Clearing Time Improvement

To maintain transient stability, a power system fault must be cleared quickly enough so

that the fault-on transient remains inside the stability boundary. The critical clearing time

is the maximum such clearing time, and if the critical clearing time is exceeded, stability

is lost by generators losing synchronism. For testing, critical clearing time improvement

by our proposed controller for Case 1 and case 2, a three-phase fault of higher duration

is applied. For Case 1, a three-phase fault with 41 cycle duration is created at bus 17 at

0.9 seconds. Without control, 41 cycle three-phase fault causes instability at generator 13

whereas, with the proposed controller, the system remains stable. It showcases the stability

margin improvement using the proposed controller. Fig. 4.17 shows the comparison of the

speed of generator 13 with no controller and with the proposed controller under 41 cycle fault.

Generator 13 becomes unstable under 52 cycle three-phase fault applied at the same location

while using the proposed controller. Table 4.8 summarize the quantitative improvement in

critical clearing time.

Table 4.6: Summary of Damping Ratio Improvement for Case 3

List Without controller With controller
Mode (Hz) 0.1141 0.1060

Damping Ratio (%) 40.1057 63.3592

Table 4.7: Summary of Controller Performance for Case 3

Generator Gen 3
Area under curve (Without Controller) 0.0846

Area under curve (With proposed Controller) 0.0287
% Improvement (Controller) 66.08

For case 2, a three phase fault with 22 cycle duration is created at bus 62 at 0.9 second.

Without control, 22 cycle three phase fault causes instability at generator 3 whereas with

proposed controller, the system remains stable. Fig. 4.18 shows comparison of the speed of
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Fig. 4.17: Speed of generator 13 under 41 cycle fault for Case 1.

Fig. 4.18: Speed of generator 3 under 22 cycle fault for Case 2.

Table 4.8: Summary of Critical Clearing Time Improvement

List Case 1 Case 2
Without

Controller
With

Controller
Without

Controller
With

Controller
Critical Clearing

Time (sec) 0.683 0.867 0.367 0.45

% Improvement NA 26.94 NA 22.615
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Table 4.9: Comparisons with state-of-the-art controllers

Damping Case 1 Case 2
With [73]
Controller

Proposed
Controller

With [74]
Controller

Proposed
Controller

% Improvement 16.6 26.94 20.6 22.615

generator 3 with no controller and with proposed controller under 22 cycle fault. Generator

3 becomes unstable under 27 cycle three phase fault applied at the same location while using

proposed controller. State-of-the-art comparisons with two other papers ( [73], [74]) are

provided. Although in these two papers, different types of event and controller is applied,

critical clearing time improvement is comparable to our proposed method. The quantitative

analysis in the Table 4.9 shows the advantage of the proposed architecture.

4.7 Summary

In this chapter, a novel architecture to improve the stability margin and damping ratio

of dominant modes by controlling the PE of generators following an event is proposed. The

proposed control methodology works in an online environment which is an advantage. The

methodology is tested on three different cases which include both transient change and step

load change. From the experimental results, it is clear that the stability margin can be

improved by the proposed architecture as much as 80%. Also with the proposed architecture

critical clearing time is improved by 30%. The proposed control methodology offers the

choice to control the most critical generators out of all generators in the power system by

using a reduced-order system matrix which helps to improve computational time. The archi-

tecture is dynamic, and it can be implemented in real-time. Although, the proposed control

method alongside measurement identification method is applied in a real-time environment,

the sampling time was highly restricted due to highly computationally extensive algorithm

like performing SVD and LQ factorization for every data window. As shown in Chapter 3

of this research work, recursive subspace identification methods can improve required simu-

lation time compared to non-recursive subspace identification method, in the next chapter,
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recursive subspace identification method will be applied alongside dynamic control algorithm

to make the process more efficient.
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Algorithm 3 Dynamic Energy Function Induced Energy Function Base Sub-Space Identi-
fication Algorithm

Step: 1 Initialize with N number of steady state data

Step: 2 Collect measurement data from generators at kth time and calculate PE and Pm

Step: 3 Develop extended Hankel matrices Up, Up+, Uf , Uf−, Yp, Yp+, Yf , Yf−, Wp and Wp+
based on N data available at kth time.

Step: 4 Use the oblique projection Oi= Y f/UfW p and Oi-1= Y f-/Uf-W p+

Step: 5 Perform SVD of the weighted oblique projection W 1OiW 2 = USV T where W 1 and
W 2 are the identity weighting matrices

Step: 6 Select the system order comparing with modeled system and select the dominant
generators using SVD

Step: 7 Calculate the output error

while output error < Threshold do
Partition the SVD into two groups for U1, S1 and U2, S2 using

W 1OiW 2 = USV T =
∣∣U1 U2

∣∣ ∣∣∣∣S1 0
0 S2

∣∣∣∣ ∣∣∣∣V 1
T

V 2
T

∣∣∣∣
repeat

SVD partition
until for all n generator group;
if new fault occurs then

Go to Step: 5
else

Go to Step: 6
Go to Step: 7

Step: 8 Get the extended observability matrix Γi and Γi-1 as

Γi = W 1
−1U1S1

1/2

Step: 9 Determine X i
d and X i+1

d as

X i
d = Γ̂iOi

X i+1
d = Γ̂i-1Oi-1

where Γ̂i is Moore-Penrose pseudo inverse operation of Γi, i is ⊂ N and Γi-1 is first
(i− 1)M rows of Γi
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Algorithm 4 Dynamic Optimal Control Algorithm

Step: 1 Solve the set of linear equations for Ak, Bk, Ck and Dk in a least square sense∣∣∣∣X i+1
d

Y i|i

∣∣∣∣ = ∣∣∣∣Ak Bk

Ck Dk

∣∣∣∣ ∣∣∣∣X i
d

U i|i

∣∣∣∣
Step: 2 Calculate state matrix Xk from Ak, Bk, Ck and Dk.

Step: 3 Get steady state matrices X∗ and U∗. Calculate Zk as:

Zk = Xk −X∗

Step: 4 Set Qk = Ck(Ck)
T and R = ρ ∗ I and initialize P k-1= Qk

Step: 5 Solve P k

P k = Qk + AT
kP k-1Ak − AT

kP k-1Bk(R +BT
k P k-1Bk)

−1

BT
k P k-1Ak

Step: 6 Solve Gk for kth time

Gk = −(R +BT
k P kBk)

−1BT
k P kAk

Step: 7 For kth time ; optimal vk CTRL is given by,

vk CTRL = −GkZk

Step: 8 Get Uk CTRL from the following equation:

UkCTRL = U∗ + vk CTRL
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CHAPTER 5: A Novel Hybrid Deterministic-Stochastic Recursive Subspace Identification

for Electro Mechanical Mode Estimation, Classification and Control

5.1 Introduction and main contributions

Power system develops various electro-mechanical oscillations during its normal operations

[56] which are its inherent properties. However, these oscillations must be damped effectively

so that the system can be kept stable. Oscillations that are not damped can not only cause

system instability but will in turn lead to power grid blackouts [75]. Preventive action of

oscillation detection, classification, and damping is even more important now than before

due to the integration of renewable energy resources and other operational constraints of

the modern power grid. On the positive side, such actions are possible due to the advent of

modern Energy Management Systems (EMS) based on Phasor Measurement Units (PMUs).

For the operators to take preventive action even with online measurements such as PMUs,

there is a need to develop online grid models that can represent grid models. Further,

the models should be able to detect and classify oscillations. Model-based methods that

have been discussed in classical stability theory [56] is not suitable for online applications.

Additionally, such models cannot capture dynamic changes and changing oscillatory modes

during internal and external disturbances. Recently, significant progress has been made in

the research field of measurement-based estimation of electro-mechanical modes from PMU

data. Recent development and implementation of Phasor Measurement Units (PMUs) enable

a provision to design measurement-based identification of the oscillatory modes [76]. The

methods used for analysis include Prony, eigenvalue realization, matrix pencil algorithm.

The signals used for the analysis consist of ambient signals, ring-down signals, and probing

signals. Common methods that use ambient signals are subspace identification, mode-meter,

and Yule-Walker algorithms. The main challenge for using these methods is that most of



them deal with offline data sets. Also, it is difficult to represent classical analysis methods

such as Singular Value Decomposition (SVD) using online data. Another challenge for real-

time computation is the complexity related to computing. For real-time implementation,

recursive algorithms are proposed in the literature including time-series [77], least-square,

and subspace identification [78], [79]. Such algorithms are computationally faster and can

capture changing operating conditions. In particular, subspace identification methods are

robust. Authors in [78] proposed an adaptive subspace identification method for identifying

electro-mechanical oscillations from ambient signals using covariances. Authors in [79] uses

the ringdown signal for identifying oscillation characteristics and proposes a solution to damp

it.

Algorithms that can take time-series data and provides output through recursive computa-

tion can be suitable for online applications. Time-series methods [77] and forms of subspace

identification methods [78], [79] is examples of such architectures. Recently [78] proposed

adaptive subspace identifications through stochastic covariance (SSI-COV) representations

using ambient signals. Non-recursive method data-driven methods are also popular (SSI-

data), especially when identifying oscillation characteristics using ring-down signals [79].

Theoretically, both SSI-Data and SSI-COV should give the same estimate for an infinite

amount of data but, due to the availability of limited data in practical applications the es-

timation from both methods might vary. It has been noted that oscillations in the power

grid vary depending on the inputs (such as load changes, faults, external disturbances).

The impact of these oscillations is also critically different based on the network topology

and the disturbances (such as forced vs natural [80]). Thus, detecting the type of oscilla-

tions and classifying them is extremely critical. For example, if natural oscillation has low

damping and if the frequencies are close to the force oscillation frequencies, identification

and classifications become extremely difficult. Recently, in [81] a method that can estimate

both natural (ambient changes or faults) and forced (cyclic load changes) oscillations. How-

ever, the method did not discuss mode separation. Mode identification, classification and
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mitigation is critical for power grid reliability [82], [83], [8, 26,84–98].

In [30], we proposed a combined deterministic-stochastic online identification method.

In that work, we showed that a recursive architecture can be used to capture power grid

oscillation modes either occurring internally or coming from outside. We have also shown

that such an architecture can be implemented in real-time. In this chapter, we propose

a recursive combined-deterministic stochastic subspace identification (RCDSSI) algorithm

that provides oscillation characteristics and classifies input/forced modal information for all

types of signals such as, ambient, ring-down, and cycling signals. The approach is based

on subspace identification using a recursive algorithm and provides varying model order

avoiding QR and Singular Value Decomposition (SVD). In this approach, the power grid

measurements are used as both input and output data set to develop measurement-based

models of the grid. Then, an approach based on oblique and orthogonal projection is designed

recursively to find the system state-space considering grid oscillations. The approach also

uses a system observability matrix recursively that avoids the need for SVD. Compared to

other work in the literature, the main contribution and novelty of our work is that the

architecture can

• Provide oscillation monitoring of the power grid considering internal and external dis-

turbance and classify natural and forced-modes of oscillations.

• The approach is implementable online and can estimate and classify the oscillation

modes.

• The proposed approach is computationally robust and adjusts the power grid model

order dynamically without being to calculate the SVD.

• Approach also provides an oscillation damping framework and can be implemented in

real-grid applications.

Compared to earlier work [30], the novelty and the main contribution of this chapter is as

follows
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• The proposed method avoids numerically exhaustive steps like QR decomposition or

Singular Value Decomposition (SVD) and recursive system identification is performed.

In non-recursive identification process, these computationally extensive process happen

for every data window and make online application a lot more complex. The proposed

algorithm is faster, efficient, and computationally robust and more suitable for online

detection and control.

• The architecture provides a dynamic and reduced order of the system A matrix consid-

ering the modes of oscillation thus reducing the computational burden. The dynamic

and adaptive order selection also helps to identify the oscillation modes effectively.

• The proposed algorithm can identify the forced and natural modes of oscillations even

if they occur at the same frequency (in case of resonance). The algorithm can identify

mode of interest and calculate their damping ratio at the same time. With the help

of the state matrix obtained from the algorithm, an optimal control strategy is also

applied to improve damping scenario of the mode of interest.

• It can sequentially identify the most dominant generator for control depending on the

dynamic changes in the system and thus can be most optimal at any time.

The chapter is organized as follows. Section 5.2 discussed the preliminaries of sub-space

identification and section 5.3 discusses the proposed approach. Section 5.4 discusses the

implementation results and section 5.5 concludes the chapter.

5.2 Preliminaries on Subspace Identification

Generally, power systems are nonlinear but with small disturbance, it can be approximated

as a dynamically changing linear model. Finding the system matrices from the measured

input and output vectors is the problem that is solved by subspace system identification.

The subspace identification process can be divided into two sub-categories: Deterministic

subspace identification and Stochastic subspace identification. In the deterministic subspace
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identification method, both input and output vectors are known and available and the noise

vectors are zero. In the stochastic subspace identification method, only output vectors are

known from measurements and the system matrices are estimated from only output vectors.

5.2.1 Deterministic and Stochastic Subspace Identification

The approach of deterministic subspace identification is as follows. First, the data is

collected from the measurement both for output (y0, y1, ......, yM) and input (u0, u1, ......, uM)

vectors where, yk ∈ RM×1, uk ∈ RM×1 for k = 0, 1, 2, .....,M.

Y p =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

y0 y1 . . yj-1

. . . . .

. . . . .

. . . . .

yi-1 yi . . yi+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y f =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

yi yi+1 . . yi+j-1

yi+1 yi+2 . . yi+j

. . . . .

. . . . .

y2i-1 y2i . . y2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.1)

Up =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u0 u1 . . uj-1

. . . . .

. . . . .

. . . . .

ui-1 ui . . ui+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
U f =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ui ui+1 . . ui+j-1

ui+1 ui+2 . . ui+j

. . . . .

. . . . .

u2i-1 u2i . . u2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.2)

Y p+ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

y0 y1 . . yj-1

. . . . .

. . . . .

yi-1 yi . . yi+j-2

yi yi+1 . . yi+j-1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Y f- =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

yi+1 yi+2 . . yi+j

. . . . .

. . . . .

. . . . .

y2i-1 y2i . . y2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.3)

Up+ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u0 u1 . . uj-1

. . . . .

. . . . .

ui-1 ui . . ui+j-2

ui ui+1 . . ui+j-1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
U f- =

∣∣∣∣∣∣∣∣∣∣∣∣∣

ui+1 ui+2 . . ui+j

. . . . .

. . . . .

u2i-1 u2i . . u2i+j-2

∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.4)
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Then an extended block Hankel Matrices j is determined by j =M−2i+2, where i is a pre-

selected integer greater than order of the system ’N’. Y p, Y p+, Y f, Y f-, Up, Up+, U f, U f- from

the input and output vectors as follows. The subscript p stands for past and the subscript f

for future. The matrices Yp and Yf are past and future output matrices respectively. The

matrices Y +
p and Y −

f on the other hand are defined by shifting the border between past and

future one block row down. Similarly, Up, Uf , U+
p and U−

f matrix are constructed from input

vectors. Then organizing the matrices as

W p =

∣∣∣∣∣∣∣
Up

Y p

∣∣∣∣∣∣∣ ,W p+ =

∣∣∣∣∣∣∣
Up+

Y p+

∣∣∣∣∣∣∣ (5.5)

we can use the oblique projection as

Oi = Y f/UfW p, Oi-1 = Y f−/U
f−W p+ (5.6)

From the SVD, then, the n number of significant singular values which is the selected order

of the reduced system can be found. After determining the order, by partitioning the SVD

accordingly we can obtain obtain U1, S1 and V1 as

W 1OiW 2 = USV T =

∣∣∣∣U1 U2

∣∣∣∣
∣∣∣∣∣∣∣
S1 0

0 S2

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
V 1

T

V 2
T

∣∣∣∣∣∣∣ (5.7)

where U1, S1 and V1 is the reduced U , S and V matrices in accordance with reduced order n

and W1 and W2 is the identity weighting matrices. U and V are complex unitary matrix and

S is rectangular diagonal matrix which contains singular values. Further, we can prepare an

extended observability matrix Γi and Γi-1 as

Γi = W 1
−1U1S1

1/2 (5.8)
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where Γi-1= first (i − 1)M rows of Γi. The determined states of the system X i
d and X i+1

d

can then be found as

X i
d = Γ̂iOi, X i+1

d = Γ̂i-1Oi-1 (5.9)

where Γ̂i is Moore-Penrose pseudo inverse operation of Γi From which, A, B, C and D can

be determined as ∣∣∣∣∣∣∣
X i+1

d

Y i|i

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
A B

C D

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
X i

d

U i|i

∣∣∣∣∣∣∣ (5.10)

In the stochastic subspace identification, only the outputs are used such that

Oi = Y f/Y p, Oi-1 = Y f−/Y p+ (5.11)

Then using (7) we can get determine X i and X i+1 as

X i = Γ̂iOi, X i+1 = Γ̂i-1Oi-1 (5.12)

From which A and C in a least square sense as

∣∣∣∣∣∣∣
A

C

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
X i+1

Y i|i

∣∣∣∣∣∣∣ X̂ i (5.13)

5.3 Proposed Methodology

The objective is to identify the power system model as

xk+1 = Axk +Buk + wk (5.14)

yk = Cxk +Duk + vk (5.15)
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where xk is the state vector, uk is the input vector (measured and available), yk is the out-

put vector (measured and available), wk and vk are unknown disturbances, A is the state

matrix, B is the input matrix, C is the output Matrix, D is the feedthrough matrix. To

accomplish this through measurements, first, from the measurements, Hankel matrices are

formed as shown in (1)-(4). In order to capture appropriate dynamics, the data selection

window design is critical. The optimal selection of data window depends on the oscillation

modes of interest. The window length can be calculated knowing the oscillation period (see

Fig. 5.1). It has been proven that a minimum window length of 2i is good to capture system

dynamics effectively especially for the low frequency oscillations. Using subspace identi-

fication technique, the extended observability matrix Γi is calculated based on projection

algorithms as

H1:j
Ri×j

=

 Yp

Yf

 =

 L11 0

L21 L22

 (5.16)

Yf/Yp = L21Q
T
11;L21Q

T
11 = ΓiXi (5.17)

where H1:j is the Hankel matrix with first j data, Lij is the lower triangular matrix of LQ

decomposition and Qij represents the orthogonal matrix.

Fig. 5.1: Data time stamp for recursive algorithm.

Eqn. (5.16) shows that the extended observability matrix Γi can be calculated from the
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column space of L21. In case of deterministic subspace identification,

Ep =

∣∣∣∣∣∣∣
Up

Y p

∣∣∣∣∣∣∣ , H1:j =

∣∣∣∣∣∣∣∣∣∣
U f

Ep

Y f

∣∣∣∣∣∣∣∣∣∣
(5.18)

H1:j =


Uf

Ep

Yf

 =


L11 0 0

L21 L22 0

L31 L32 L33



QT

11

QT
21

QT
31

 (5.19)

(Yf/Uf ) ∗ Ep = ΓiXi/U
|
f = L32Q

T
21 (5.20)

where Ep represents the subspace of past input and output in block Hankel matrices Up

and Yp. Eqn. (5.20) calculates the oblique projection of the future outputs on the past

input/output along the future inputs. Column space of L32 is equal to the column space of

extended observability matrix Γi. So only extracting L32 from the LQ decomposition of the

whole subspace is enough to get the system characteristics. The projected matrix O will

then be,

O =


L21, if only output measurements are used

L32, if both input and output are used
(5.21)

From (5.21), only L32 is needed for proper system identification when both input and output

measurements are used. From here, conventionally, one can calculate the SVD on L32 and

select the reduced order n from the singular values as,

L32 =

[
U1 U2

] S1 0

0 S2


 V T

1

V T
2

 ≈ U1S1V
T
1 (5.22)
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where U1 = Γi. Since Γi is defined as Γi = ⟨C CA CA2 ... CAi−1 ⟩T which contains the

system matrix information, and A can be calculated by A = Γ∗
iΓi.Further, Eigenvalues can

be calculated from A matrix. From eigenvalues, the modes and their damping ratio can be

calculated.

5.3.1 Proposed Recursive Algorithm

The proposed recursive algorithm has two steps. In the first step the LQ factorization is

calculated recursively. In the second step, the extended observability matrix is calculated to

avoid computationally challenging SVD at each iteration.

5.3.1.1 Updating LQ factorization recursively

From the Hankel matrix in (19) and (20), we can get

H1:j = L1Q1, G1Q1 =

 ε σ

0 Q̄1

 (5.23)

where (G1Q1)
T (G1Q1) = I

It can be proved that, εT ε= Ip and σ = 0. So, G1Q1 =

 Ip 0

0 Q̄1

 andH1:j = [H1:p L̄1]

 Ip 0

0 Q̄1

.

This brings

[Hj+1:j+p L̄1]

 0 Ip

Q̄1 0

 = L2Q2 where G1 and G2 are the givens rotation matrix.

5.3.1.2 Updating the extended observability matrix recursively to avoid performing SVD

Once the LQ decomposition is updated recursively then the next step is to update the

extended observability matrix Λi recursively without using SVD. This is performed using the

propagator method [55]. The propagator can be determined recursively by solving a least

square error minimization approach. The process is as follows. First, the system A matrix

and Λi is developed for given data. Then an identity matrix In is calculated, where n is

the order of the system. Further a matrix is defined as P T
f = In and Lf = In. This can be
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represented as

Γf =

[
In P T

f

]
(5.24)

where Rx = covariance of A matrix with Rzf = Γf × Rx × ΓT
f , Rzf1 = Rzf (1 : n, 1 :

n), Rzf2 = Rzf (n + 1 : 2n, n + 1 : 2n), λ = forgetting factor, and ζ = Instrument variable.

After initialization we get,

H1:j =


Uf Uf,p

Ep Ef,p

Yf Yf,p



=


L11 0 0 Uf,p

L21 L22 0 Ef,p

L31 L32 L33 Yf,p





QT
11 0

QT
21 0

QT
31 0

0 1


(5.25)

Applying Given’s rotation twice we get


L11 0 0 0

L21 L22 0 z̄p

L31 L32 L33 z̄f

 =


L11 0 0 0

L21 L22 0 0

L31 L32 L33 ¯̄zf

 (5.26)

where ¯̄zf =

∣∣∣∣∣∣∣
zf1

zf2

∣∣∣∣∣∣∣ , gf =

∣∣∣∣Rzf2ζ zf2

∣∣∣∣, Λ =

∣∣∣∣∣∣∣
−ζT ζ λ

λ 0

∣∣∣∣∣∣∣
ψ =

∣∣∣∣Rzf1ζ zf1

∣∣∣∣ ; k = (Λ + ψTLfψ)
−1ψTLf (5.27)

P T
f = P T

f + (gf − P T
f ψ)k;Rzf1 = λRzf1 + Zf1ζ (5.28)

Rzf2 = λRzf2 + Zf2ζ;Lf =
1

λ2
(Lf − Lfψk) (5.29)
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where Pf is a linear operator called propagator which expresses the linear dependant

vectors of extended observability matrix Λi which is the same as earlier mentioned Γi as a

linear combination of n independent vectors, Zf (t) is the observation vector, k is the gain

vector, Rzf1 is the expected value of observation vector. ζ is the damping ratio and λ is the

forgetting factor.

The proposed RCDSSI framework can estimate the behavior of the power system in the

presence of input excitation and noise. This helps to estimate system electro-mechanical

modes accurately even in the presence of forced oscillations at the same time can also classify

oscillations between forced and natural electro-mechanical modes.

5.3.1.3 Updating Model Order

One of the main features of the proposed algorithm is its ability to change the model

order based on the modes of oscillation. The approach is as follows. First, from the initial

data set, the initial order is chosen as the reduced order of the system that can represent

the original system without losing much accuracy. For the order update, the norm of modes

of interest is used. If the number of the mode of interest increases (calculated based on the

proposed identification), and the norm (here mode of interest is between 0 to 1 Hz) increases

by a threshold value from the previous condition, the order of the system is decreased by 2.

Else, if the norm decreases from before more than the threshold value, a higher number of

system orders is necessary to capture the mode, and hence the order is increased by 2.

5.3.2 Dynamic Optimal Damping Control Design

The damping controller is designed based on optimal control theory with the quadratic

cost function defined as

J =
M−1∑
k=1

(Xk
TQXk + uk CTRL

TRuk CTRL) + (XM
TQXM) (5.30)

where Xk is state matrix which is calculated from A, B, C and D matrix obtained from

subspace identification. Q ad R are given state cost and input cost matrices. To minimize
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Algorithm 5 Dynamic Optimal Control Algorithm
1: Solve the set of linear equations for Ak, Bk, Ck and Dk in a least square sense. The Ak

matrix is similar to As matrix mentioned previously.∣∣∣∣X i+1
d

Y i|i

∣∣∣∣ = ∣∣∣∣Ak Bk

Ck Dk

∣∣∣∣ ∣∣∣∣X i
d

U i|i

∣∣∣∣
2: Calculate state matrix Xk from Ak, Bk, Ck and Dk.
3: From Ak matrix, find the dominant mode and damping ratio of each generator.
4: Using the threshold (Below 5%) of damping ratio, find out the most affected generators.
5: Set Qk = Ck(Ck)

T and R = ρ ∗ I and initialize P k-1= Qk

6: Solve P k

P k = Qk + AT
kP k-1Ak − AT

kP k-1Bk(R +BT
k P k-1Bk)

−1

BT
k P k-1Ak

7: Solve Gk for kth time

Gk =M ∗ (−(R +BT
k P kBk)

−1BT
k P kAk)

where, M represents damping ratio
8: For kth time ; optimal uk CTRL is given by,

uk CTRL = −GkXk

J , uk CTRL is solved as shown in algorithm 1. Here, uk CTRL is the excitation voltage of the

generator. Fig. 5.2 represents the overall flow diagram.

5.3.3 Mapping with system states

For control, the identified and physical states need to be mapped. This is performed as fol-

lows. Consider, the system model is available for the actual power grid. The dynamic model

that we consider is a Differential Algebraic Equation (DAE) representation with generator

dynamics included as,

∆Xt+1 = Ag∆Xt +Bg∆ut (5.31)

where X represent the power grid states including generator internal voltage, current, ter-

minal voltage, speed, angle and the system power flows. Considering multiple generators in

the system, the overall system state-space can be represented along with the algebraic model

Ās = diag(Ag1, Ag2, ........). Similarly, B̄s = diag(Ag1, Ag2, ........), C̄s = diag(Ag1, Ag2, ........),
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Fig. 5.2: Overall flowchart of the proposed architecture.
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D̄s = diag(Ag1, Ag2, ........). Let us mention this as

∆xt+1 = As∆xt +Bs∆ut (5.32)

where As = Āg − B̄GD̄g
−1
C̄g. Then a similarity transformation matrix Tm can be developed

to convert the identified model to the actual system state-space representation as

AT = Tm ∗ Ak ∗ T−1
m (5.33)

Further equations regarding state space matrix and states of a power system with exciters

can be found in Appendix A.

5.4 Experimental Results and Discussion

Fig. 5.3 shows the experimental setup. The complete model is built in Real-Time Digital

Simulators (RTDS). PMU measurements are integrated both with software and hardware

PMUs. A workstation is dedicated as Phasor Data Concentrator (PDC). The proposed archi-

tecture is implemented in MATLAB in another computer-integrated to PDC. The hardware

and the RTDS along with the algorithm are integrated with Ethernet socket connection

through RTDS/GTNET socket. First, the input and output vectors are collected from

PMUs through PDC. Then these data are being used to produce the final controller output

through our proposed algorithm in MATLAB. These controller outputs are then being sent

to the selected generators through RTDS/GTNET socket to RTDS.

Cases on two real-life systems modeled in RTDS are presented in this chapter. The first

one is a two-area power grid [56]. This is a widely used system to study inter-area oscillation.

The second system is IEEE 68 bus test system which represents the NETS-NYPS system

model. This system is used to show the scalability of the proposed algorithm to perform well

on large systems. A control architecture is also applied to the IEEE 68 bus system using the

proposed identification technique.
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Fig. 5.3: Experimental implementation set-up.

5.4.1 Case I: Two Area Test System

The two area power grid is shown in Fig. 5.4. The characteristics of two area system is

mentioned in Table 5.1. The details are in [56].

Table 5.1: Kundur 2 area test system features.

Buses &
Generators

9 Buses
4 Generators Areas 2

Total Active Power
Generation (MW) 2819.00 Total Active

Load (MW) 2743.00

Total Reactive Power
Generation (MVAR) 798.00 Total Reactive

Load (MVAR) 750.00

In Case 1, three types of events are sequentially created. First, a three-phase ringdown
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Fig. 5.4: Two-area four-machine test system.

event happens at bus 5 at 5 seconds. The three-phase fault is chosen as this is the most

extreme fault scenario in the power system. Second, a step-change in load (50 MW increase)

is applied at bus 5 at 200 seconds and third, a cyclic load of 0.6 Hz is applied at bus 5 at 400

seconds to represent a forced mode. The cyclic load oscillation frequency is selected as 0.6

Hz because it is very close to the natural mode of the system and to check if the proposed

algorithm can detect both forced mode and natural mode when they are very close to each

other. Some white noise is applied throughout the whole simulation period so that the modes

are always excited. The speed and voltage data of generator 1 are taken as output vectors

and input vectors for mode estimation. Both non-recursive subspace identification and some

other established methods such as Prony analysis, Eigenvalue Realization Algorithm (ERA),

and Matrix Pencil (MP) methods are applied to compare against the proposed recursive

subspace identification method.
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5.4.1.1 Ability to track both natural and forced modes

Fig. 5.5 and Fig. 5.6 represents speed and voltage of generator 1 for case I under these

events. Identified mode from non-recursive subspace identification and the proposed method

is represented in Fig. 5.7. From figure 5.7, it can be seen that, up to 400 seconds, both

recursive and non-recursive methods of subspace identification work closely but after 400

seconds, when the cyclic load is introduced, the non-recursive subspace identification method

was not able to identify the natural mode properly due to the resonance created from natural

mode and forced mode. However, the proposed algorithm can detect both natural and forced

modes with better accuracy. Table 5.2 represents the comparisons of the proposed method

with the closest in the literature.

Fig. 5.5: Speed of generator 1 for case I.

5.4.1.2 Ability to select model order and controllable generators

The SVD for generator 1 is presented in Fig. 5.8 as obtained from the proposed method-

ology. It can be seen that the first 20 singular values from SVD are higher in magnitude

and the other singular values are low in magnitude. With the threshold, an order of 20 is
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Fig. 5.6: Voltage of generator 1 for case I.

Fig. 5.7: Modes of generator 1 for case I.
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identified. For checking if 20 is a good option for reduced-order, system response is gener-

ated from the reduced-order system matrix and compared with the original system response

during the ring-down event. Fig. 5.8 shows diagram for singular values and Fig. 5.9 shows

the comparison of actual and reduced system response. It can be seen that the online order

selection is appropriate.

Fig. 5.8: Singular values of generator 1 for case I.

The cyclic mode of 0.6 Hz can be found from every generator’s speed data. Finding

the location of forced oscillation is very important as a forced mode usually occurs from

malfunction and they can collapse the whole power grid. Fig. 5.10 shows that for generator

1, the mode 0.6 Hz has a damping ratio of 0.09% which is below the threshold of 0.1% set at

the beginning of identification to find the location of forced mode. As in the created event

for the case I, the cyclic mode is applied very close to generator 1 and the result shows that

for generator 1 the damping ratio is very low. This proves that the proposed approach can

identify the location of forced mode and identify the most controllable generators.
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Fig. 5.9: Comparison of actual and reduced order system response of generator 1 for case I.

5.4.2 Case II: IEEE 68 Bus Test System

The IEEE 68 bus power grid is shown in Fig. 5.11. The characteristics of the IEEE 68

bus system are mentioned in Table 5.3. This case study presents how the proposed method

works for a large-scale power system where different modes are excited at different times.

The tie lines in the 68 bus system are marked red in Fig. 5.11. For this test case along

with mode identification, dynamic control is also applied in an online environment to control

most affected generators in the ring-down period.

5.4.2.1 Mode Identification

Three types of events are created in this case as well. The total simulation time is 1500

seconds. First, a three-phase ring down event (fault) happens near bus 14 at 15 seconds.

Second, a step-change in load (50 MW) is applied at bus 17, 39, and 41 at 470 seconds and

finally, a cyclic load of 0.6 Hz is applied at bus 40 at 960 seconds. Random white noise is

applied throughout the whole simulation period besides these events. The speed and voltage

data of generator 14 are taken as the input vector for mode estimation. Along with the

proposed method, other mentioned methods in the previous case are also applied in this
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Fig. 5.10: Forced mode location for Case I.

Table 5.2: Estimated modes: Two area system (Case I), IEEE 68 bus system (Case II).

Systems Under Consideration Case I Case II
Event Methods Freq. (Hz) Damp. (%) Freq. (Hz) Damp. (%)

Ringdown Prony, MP 0.624 11.24 0.581 0.52
ERA 0.621 10.58 0.576 0.43
SSI 0.632 11.89 0.595 0.38

Recursive SSI 0.635 11.19 0.591 0.35
Load Prony, MP 0.609 10.87 0.584 6.35

Change ERA 0.642 11.25 0.595 7.24
SSI 0.63 10.45 0.57 5.89

Recursive SSI 0.61 10.57 0.55 6.12
Cyclic Prony, MP (Natural) NA NA NA NA
Load Prony, MP (Forced) 0.604 0.12 0.602 0.06

ERA (Natural) 0.664 8.26 0.52 1.04
ERA (Forced) 0.609 0.084 0.606 0.052
SSI (Natural) 0.678 9.61 0.457 2.25
SSI (Forced) 0.594 0.085 0.592 0.074

Rec. SSI (Natural) 0.615 9.04 0.62 1.18
Rec. SSI (Forced) 0.591 0.09 0.595 0.045

case. Fig. 5.12 and Fig. 5.13 represents speed and voltage of generator 14 for case II under

these events. Identified modes from non-recursive subspace identification and the proposed

method are represented in Fig. 5.14. From Fig. 5.14, it can be seen that the proposed
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Fig. 5.11: IEEE 68 Bus study system.

Table 5.3: IEEE 68 bus system features.

Buses &
Generators

68 Buses
16 Generators Areas 5

Total Active Power
Generation (MW) 17787.53 Total Active

Load (MW) 17620.65

Total Reactive Power
Generation (MVAR) 2496.53 Total Reactive

Load (MVAR) 1671.76

recursive algorithm outperforms the non-recursive counterpart in detecting natural mode

when the forced mode is close while the proposed method can detect both modes.

5.4.2.2 Dynamic Model Order Updates, Optimal Generator Selection and Efficiency

Studies

From the first set of data, order 24 is selected as the reduced-order for Case II. Fig. 5.15

shows the norm of the mode of interest for case II while using a constant 24 as reduced-order

throughout the whole simulation. It can be seen that a time progresses norm asymptotically
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Fig. 5.12: Speed of generator 14 for case II.

moves to zero which represents that no mode can be identified at that time using this order.

This is mainly due to additional noise and bad damping in the system. This proves the need

for the adaptive model order. Fig. 5.16 shows the adaptive order automatically obtained

in real-time with the proposed architecture. Fig. 5.17 represents the norm of modes while

using this adaptive order. It can be seen that the adaptive order changes from 24 to 32 and

then to 28.

The location of forced mode is found to be at generator 14 similarly as mentioned in case

I. Fig.5.18 represents the location.

For the proposed method, the simulation time is improved when compared to the non-

recursive method of mode identification. Fig. 5.19 shows the improvement of simulation

time for each order and the improvement is better for a higher-order system and Table 5.2

represents the comparisons of the proposed method with the closest in the literature.
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Fig. 5.13: Voltage of generator 14 for case II.

5.4.2.3 Adaptability and Optimal Damping Control Studies

For the controller implementation, a total simulation of 300 seconds is simulated. Two

kinds of events were created to showcase the performance and adaptability of the controller.

Also, the proposed controller’s performance is compared with PSS which is the established

controller for power systems. The first event is a three-phase fault near generator 14 at 15

seconds. Second, at 215 seconds, a line between bus 41 and bus 42 is removed to change the

operating equilibrium point of the system and to check the controller’s performance in a new

equilibrium point. Fig. 5.20 shows the speed data and Fig. 5.21 represents the voltage data

of generator 14 for this event. The speed and voltage of generator 14 are selected as output

and input data for the proposed controller to generate control output. For the three-phase

fault, based on the mode of interest and lowest damping ratio (under the threshold of 5%

damping), the controller chose generators 1, 2, and 14 as the most affected generators and

send the control signal to control these generators. For the line removal part, using the same
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Fig. 5.14: Modes of generator 14 for case II.

Fig. 5.15: Norm of mode of interest of Case II with constant order 24.

threshold for damping, generator 14 and 15 were chosen by the controller. Fig. 5.22 shows

the choice of generators based on the damping ratio by the proposed controller. Fig. 5.23
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Fig. 5.16: Adaptive order for Case II.

shows the change of the operating point due to line removal event. It can be seen that the

estimated mode of interest is shifted to around 1.60Hz.

To showcase the performance of proposed controller and compare it against no controller

and PSS during the ring-down event, damping ratio and controller performances are sum-

marized in Table 5.4- 5.9.

From the eigenvalues obtained from system matrix A (For with controller, with PSS, and

without controller) during the ring-down event, it is evident that by applying the proposed

controller, the damping ratio of the dominant modes is improved. Table 5.4 summarizes the

dominant modes’ frequency and damping ratio. To measure the performance improvement,

the area under the curve of the speed graph is considered (For with proposed controller,

with PSS, and without controller). The reduced area under the curve means less oscilla-

tion and an improvement. Table 5.5 summarizes the results. The results show that the

proposed architecture improves the damping by more than 20% when compared to the exist-
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Fig. 5.17: Adaptive norm for Case II.

Fig. 5.18: Forced mode location for Case II.

ing architectures and is also capable of estimating and classifying the modes with improved

computational efficiency.

For the second event at 215 seconds (line removal between bus 41 and bus 42), the op-
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Fig. 5.19: Simulation time improvement for Case II.

erating point of the system is changed and the chosen generators are generators 14 and 15.

Table 5.6 and 5.7 demonstrate the improvement. From the tables, it can be seen that as

expected (PSS settings can not change dynamically) the proposed architecture outperforms

the PSS, and when a new operating point arises, PSS provides poor damping.

To showcase if the selection of generators is working well, for the line removal part, con-

troller outputs were sent to generators 1 and 2, which were the chosen generators for the
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Fig. 5.20: Speed of generator 14 for control purpose

Table 5.4: Summary of Damping Ratio Improvement during ring-down event

List Without controller With PSS With controller
Mode 1

(Generator 1) (Hz) 0.679 0.6422 0.6227

Damping Ratio of
mode 1 (%) 2.9824 4.8777 10.6144

Mode 2
(Generator 2) (Hz) 0.7055 0.7976 0.7674

Damping Ratio of
mode 2 (%) 1.014 1.4827 6.4128

Mode 3
(Generator 14) (Hz) 0.591 0.61544 0.5929

Damping Ratio of
mode 3 (%) 0.35 1.3531 5.0357

ring-down event. The purpose of this is to check whether the performance of the proposed

controller is good or bad if the generator location is not changed in accordance with the new

event (line removal). Table 5.8 and 5.9 showcases that the controller performances with this
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Fig. 5.21: Voltage of generator 14 for control purpose

Fig. 5.22: Choice of Generators

selection is not good. Hence, it can be concluded that the adaptive selection of generators

based on the proposed architecture is a critical need for controlling the right generator(s).

All the quantitative assessment is included in the Tables IV- Table IX.
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Fig. 5.23: Change of operating point due to line removal

Table 5.5: Summary of Controller Performance during ring-down event

Generator Gen 1 Gen 2 Gen 14
Area under curve

(Without Controller) 0.3337 0.2321 13.885

Area under curve
(With PSS) 0.3475 0.2303 14.5975

Area under curve
(With proposed Controller) 0.283 0.2105 10.5379

% Improvement (PSS) -4.135 0.776 -5.1314
% Improvement

(Controller) 15.193 9.306 24.106

Table 5.6: Summary of Damping Ratio Improvement during line removal event

List Without controller With PSS With controller
Mode 1

(Generator 14) (Hz) 1.556 1.9241 1.610

Damping Ratio of
mode 1 (%) 1.7431 1.3409 5.8954

Mode 2
(Generator 15) (Hz) 1.738 1.53 1.5783

Damping Ratio of
mode 2 (%) 4.7546 4.233 13.2456
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Table 5.7: Summary of Controller Performance during line removal event

Generator Gen 14 Gen 15
Area under curve

(Without Controller) 0.0790 0.0772

Area under curve
(With PSS) 0.0813 0.0785

Area under curve
(With proposed Controller) 0.069 0.0717

% Improvement (PSS) -2.91 -1.68
% Improvement

(Controller) 12.66 7.12

Table 5.8: Summary of Damping Ratio Improvement during line removal event

List Without controller With PSS With controller
Mode 1

(Generator 1) (Hz) 1.1688 1.1952 1.0737

Damping Ratio of
mode 1 (%) 12.57 -0.0547 13.121

Mode 2
(Generator 2) (Hz) 0.9955 0.8653 0.8852

Damping Ratio of
mode 2 (%) 10.96 3.02684 9.16

Table 5.9: Summary of Controller Performance during line removal event

Generator Gen 1 Gen 2
Area under curve

(Without Controller) 0.0063 0.0016

Area under curve
(With PSS) 0.0065 0.0016

Area under curve
(With proposed Controller) 0.0064 0.0015

% Improvement (PSS) -3.17 0
% Improvement

(Controller) -1.58 6.25

5.5 Summary

In this chapter, a novel recursive hybrid deterministic-stochastic subspace identification

based power grid electro-mechanical mode-estimation and classification are proposed. The

proposed architecture can effectively identify, natural oscillations from ambient and ring
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down events and the force oscillations from cyclic events. The architecture can also classify

them if it happens at the same frequency. Furthermore, the proposed architecture is com-

putationally efficient as it changes the model order efficiently depending on changing system

dynamics. The feasibility of the architecture is tested on a real-time digital simulator with

realistic system information and the results noted that the architecture can classify oscilla-

tions effectively identify the modes of oscillations, improve the damping ratio by more than

20% when compared to state-of-the-art methods. Most importantly, the architecture can

control the most vulnerable generators and improve the percentage damping by more than

20%. Until this chapter, improving damping ratio of low frequency oscillatory modes is done

through generator selection based on singular values. While this method can choose upto

4 different generators which are more impacted by the oscillation, locating the oscillation

source has not been explored in previous chapters. Oscillation source location is as important

as controlling and identifying the undamped mode. The next chapter of this research work

will explore and propose a new method for oscillation source location based on measurement

data.
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CHAPTER 6: A Novel Oscillation Source Location Identification Approach Utilizing

Lyapunov Energy Functions and Measurement Based Identification Method

6.1 Introduction and main contributions

Power systems are really complex in nature. Accurate knowledge and estimation of the

electro-mechanical modes in power system is of great importance to control a power grid since

a system wide outage can be caused by one single unstable mode of oscillation. As a result,

advanced and accurate mathematical tools are necessary to identify the system dynamics as

well as oscillatory modes’ information and to design the stabilizers and controllers to improve

damping scenario of poorly damped oscillatory modes. With the increasing deployment of a

large number of PMUs throughout the power grid, measurement based identification methods

have been becoming popular recently. Model based frequency studies have been established

for a long time [52]. However, model based studies cannot anticipate every kind of events

in real-time when the system is extremely dynamic and has stochastic changes. Recently,

several methods have been developed to estimate power system modes from measurement

data [6, 7, 10,11,19,22,99,100].

PMU based wide-area measurement system (WAMS) improves observabiity of power sys-

tem dynamics in real-time and also helps power system operators and engineers with useful

stability related information. The oscillatory modes which are well damped are not of major

concern as they indicate that the system is going back to its normal steady state operation

and approaching back to equilibrium. However, sustained oscillatory modes or the oscilla-

tory modes which are not damped properly can damage or reduce power transfer limit in

the network and can even result in failure of any electrical equipment. Sustained oscillations

in power system can occur from improper operating condition, faulty equipment, malfunc-

tioning controller of generating units or any periodic disturbances. Since, these sustained



oscillatory modes can become a major problem threatening the security of large-scale inter-

connected power systems, it is very important to have accurate knowledge of any sustained

oscillatory mode as son as possible whether it is poorly damped natural oscillations or forced

oscillations. This accurate knowledge of sustained oscillatory modes refer to the frequency

and the damping ratio of the modes as well as the source location of these modes so that

proper control mechanism to lower the risk of a large scale blackout or instability issue can

be deployed easily.

Various methods of finding oscillation source location (OSL) have been conducted over the

time. Among them travelling wave based methods, damping torque based methods, mode

shape estimation based methods and energy based methods are noteworthy. Traveling wave

based methods utilize the principle of the electro-mechanical wave propagation [35] to locate

the oscillation source. This method depends on the detection of arrival time of the oscillation

at different locations and actual wave speed map [36]. If the speed map is available and arrival

time can be detected accurately, the method can be applied accurately. A similar method

in [37] utilizes the PMU data to locate the source. Least mean square method is used in this

procedure to estimate time differences of oscillation arrival times between different locations.

In the damping torque based methods, the generator with negative damping torque coefficient

is identified as the oscillation source as negative damping contributes to lowering damping

and increasing oscillation. If multiple generating units have negative damping torque, the

location is determined based on the slope of negative damping torque coefficient. How this

damping torque concept can be extended from a single machine infinite bus (SMIB) system to

a multimachine system can also determine the source location identification method. [38–41].

Mode shape estimation based methods locate the oscillation source by estimating the mode

shape using measurements from different locations and then identifies the source based on

the mode shape [42–45]. The energy based methods are mostly used to identify oscillation

source location in recent years [46–50,101]. Energy based methods are capable of identifying

oscillation source locations and they have a similar working principle as damping torque
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methods. This method works on the principle of dissipating energy and the method monitors

energy flow throughout the whole network and identifies the generator as the source which

injects energy into the network as the source. Injecting energy or producing energy is also

an indication of negative damping torque coefficient.

In this chapter, a measurement based identification method has been applied on PMU

measurement data to identify poorly damped natural mode and forced mode. Then Lya-

punov based energy functions are used to calculate energy functions of a power system and

to identify oscillation source location based on the energy calculated. All these methods are

combined in a way that they can be implemented online. The advantage of the proposed

method is that it can identify modes and their damping ratio as well as provide reduced order

system matrix which can help to perform a control scheme to improve damping scenario.

Compared to other work in the literature, the main contribution and novelty of our work is

that the architecture can

• Provide oscillation monitoring of the power grid considering internal and external dis-

turbance and classify natural and forced-modes of oscillations.

• The approach combines Sub-space Identification methods with Lyapunov energy func-

tion method to identify oscillation source location.

• The proposed approach is computationally robust and prone to noise.

6.2 Direct Energy Method of OSL Identification

For a multibus network, the bus current equation can be represented as follows:

YBUSVBUS − IG + IL = 0 (6.1)

Where, YBUS is bus admittance matrix, VBUS is voltage matrix containing voltage of

every buses, IG is vector of generator phasor currents (n-dimensional) and IL is vector of

load phasor currents (n-dimensional)
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All the generator buses are numbered first and m denotes the total number of generator

buses. By using the above equation, an energy conservation law can be derived for power

systems. To begin with, we will take complex integrals of both sides of the bus current

equation in 6.1.

W =c

∫ VBUS

VBUS0

[(YBUSVBUS − IG + IL)
∗]TdVBUS (6.2)

Where, integral path c is given by the system trajectory.

Equation 6.2 can be rewritten in the summation form as follows:

W =c

∫ VBUS

VBUS0

[
N∑
i=1

(
N∑
j=1

Y ∗
ijV

∗
j )dVi −

m∑
i=1

I∗GidVi +
N∑
i=1

I∗LidVi] (6.3)

On the other hand, we have the following general relationships:

Vi = Vie
jθi (6.4)

I∗Gi =
PGi + jQGi

Vi
e−jθi (6.5)

I∗Li =
PLi + j(QLi −QCi)

Vi
e−jθi (6.6)

YBUS = [Gij + jBij] (6.7)

dVi = ejθidVi + jVie
jθidθi (6.8)

By substituting eqaution 6.4-6.8 into equation 6.3 we can derive the following equations

for its imaginary part:
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WIMAG = −[
1

2

N∑
i=1

BiiV
2
i +

1

2

N∑
i=1

N∑
j ̸=1

BijViVjcosθij]

+
N∑
i=1

N∑
j=1

c

∫ (V,θ)

(V0,θ0)

Gij(VjsinθijdVi + ViVjcosθij)dθi

−
m∑
i=1

c

∫ (V,θ)

(V0,θ0)

(PGidθi +
QGi

Vi
dVi)

+
N∑
i=1

c

∫ (V,θ)

(V0,θ0)

(PLidθi +
QLi −QCi

Vi
dVi) (6.9)

Theorem 1:

The energy integral of generator output power can be represented by a complex line

integral of current and voltage phasors as follows:

c

∫ (V0,θ0)

(V,θ)

(PGidθi +
QGi

Vi
dVi) =c

∫ VGi

VGi0

Im(IGi
∗dVGi) (6.10)

Where,

VGi = Vie
jθi

PGi and QGi are real and reactive power output from generator.

Theorem 2:

If the stator/network transients are negligible for generator i, the following holds:

c

∫ (V0,θ0)

(V,θ)

(PGidθi +
QGi

Vi
dVi) =c

∫ δi

δ0i

Peidδi

+c

∫ VGi

VGi0

(IdidVqi − IqidVdi) (6.11)

On the other hand, we have the following generator power relation:

Pei = Pmi −Miω
′
i −Diωi (6.12)
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Where, Di is generator damping coefficient.

By combining equation 6.11 and 6.12, we get,

c

∫ (V0,θ0)

(V,θ)

(PGidθi +
QGi

Vi
dVi) =c

∫ δi

δ0i

Pmidδi

−1

2
Mi(ω

2
i − ω2

i0)−
∫
Diω

2
i dt+c

∫ VGi

VGi0

(IdidVqi − IqidVdi) (6.13)

By combining equation 6.9 and 6.13, we get,

m∑
i=1

1

2
Miω

2
i +

N∑
i=1

[−1

2
BiiV

2
i − 1

2

N∑
j ̸=1

BijViVjcosθij]

+
N∑
i=1

c

∫ θ

θ0

Gii(V
2
i dθi +

N∑
i=1

N∑
j ̸=1

Gijc

∫ (V,θ)

(V0,θ0)

(ViVjcosθijdθi

+VjsinθijdVi)−
m∑
i=1

[c

∫ δi

δ0i

Pmidδi +c

∫ Vgi

Vg0i

(IdidVqi − IqidVdi)]

+
N∑
i=1

[c

∫ θ

θ0

PLidθi +c

∫ V

V0

QLi −QCi

Vi
dVi)] +

N∑
i=1

[

∫
Diω

2
i dt] = C (6.14)

Where, C is a contant reflecting the initial energy at the operating (θ0, V0).

By exempting the time integral term in the above equation, we can obtain an energy

function for a power system as follows:

E =
m∑
i=1

1

2
Miω

2
i +

N∑
i=1

[−1

2
BiiV

2
i − 1

2

N∑
j ̸=1

BijViVjcosθij]

+
N∑
i=1

c

∫ θ

θ0

Gii(V
2
i dθi) +

N∑
i=1

N∑
j ̸=1

Gijc

∫ (V,θ)

(V0,θ0)

(ViVjcosθijdθi

+VjsinθijdVi)−
m∑
i=1

[c

∫ δi

δ0i

Pmidδi +c

∫ Vgi

Vg0i

(IdidVqi − IqidVdi)]

+
N∑
i=1

[c

∫ θ

θ0

PLidθi +c

∫ V

V0

QLi −QCi

Vi
dVi)] (6.15)
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From eqn. 6.15, we get,

PRi = −(Pmi
δi) (6.16)

PMagi = −
∫ b

a

2n+m∑
j=1,j ̸=i

|Vi| |Vj| |Yij| sinΘijcos(δij) (6.17)

PLossi = −
∫ b

a

n∑
j=1,j ̸=i

Dijcosδij∂(δi + δj)

−
∫ b

a

Di(
dδi
dt

)2dt−
∫ b

a

n∑
i=1

2n+m∑
j=n+1

Dijcosδij∂δi (6.18)

This can be written as

PTotali = PRi + PMagi + PLossi (6.19)

For applying these equations in real time and from PMU measurement, some assump-

tions are necessary. Damping coefficient Dij is considered as 1 unless otherwise mentioned.

Mechanical power Pm is considered to be equal to electrical power output Pe. Taking these

assumptions and the deviations from steady state into considerations, we get:

∆PRi = −∆Pei∆δi (6.20)

∆PMagi = ∆Qei∆cos(δij) (6.21)

∆PLossi = −∆ω2
i Ts

= −(2π∆fi)
2Ts (6.22)

This can be written as

PTotalt+1 = PTotalt +∆PRi +∆PMagi +∆PLossi (6.23)
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6.2.1 Load modelling

In the development of strict Lyapunov functions of the form commonly used in power

system analysis, it is necessary to assume reactive power load to have a dynamic response

of the form shown in Fig. 6.1. To ensure that a strict Lyapunov function is obtained, it is

necessary to restrict the reactive power transient response to,

Qti(Vi) = Q0
tiln(

Vi
ψi

) (6.24)

Combining load modeling with former equations, the final equations for the proposed

algorithm becomes,

∆PRi = −∆Pei∆δi (6.25)

∆PMagi = ∆Qei∆cos(δij)∆ln(Vi) (6.26)

∆PLossi = −∆ω2
i Ts

= −(2π∆fi)
2Ts (6.27)

This can be written as

PTotalt+1 = PTotalt +∆PRi +∆PMagi +∆PLossi (6.28)

6.3 Challenges in Actual Power System

In real life implementation of the proposed algorithm, several challenges were faced.

6.3.1 Selection of PMU measurements

Any transmission line, transformer or generator that has PMU measurements of voltage,

current and frequency/angle, can be used to estimate the DEF flow in that element. The

most efficient are measurements in transmission elements connecting generators to the system
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Fig. 6.1: Voltage vs reactive power in load

because a generator is usually the most likely source of sustained oscillations.
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6.3.2 Frequency identification of sustained oscillations

Finding the frequency or mode of interest is very important for applying this method. Low

frequency oscillation can create system wise collapse if remains uncontrolled. To find the

mode of interest, subspace identification is applied with the proposed algorithm. Subspace

identification method can not only find the mode of interest but also can provide system

matrices which are helpful to find damping ratio and control purposes. With subspace

identification, differentiating between natural and forced mode is also possible.

6.3.3 Data pre-processing

Ideal steady-state conditions in actual power systems practically do not exist so the de-

trending process is required in order to estimate steady-state quantities. After de-trending,

the PMU data are then passed through a bandpass filter which needs to be tuned according

to the dominant mode found from subspace identification process.

6.3.4 Finding appropriate sample time

Selecting an appropriate sampling time is absolutely necessary for both subspace iden-

tification technique and proposed algorithm. If the sampling time is very small, subspace

identification process needs to handle large data size and makes the whole process not suit-

able for online implementation. And if the sampling time is too large, it can not contain the

necessary data to capture the event.

6.3.5 Calculating slope of the linear approximation

Slope of all the generator’s linear approximation of total energy curve needs to be calcu-

lated. If data is taken for a small time after the event, sometimes the result is misleading.

So an adequate amount of data is required for choosing the source location. A threshold is

set in our method to find the appropriate length of data required. When 10 consecutive data

sample’s slope is under the set threshold, the algorithm stops running.
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6.4 Test System, Cases and Results

6.4.1 Test System I

For this chapter, WECC 179 bus power system is used as a test system. This power

system has 29 generators and 526 lines. The test system is shown in Fig.6.29.

For our proposed method, PMU data consists of the generator’s voltage and angle data,

each generator’s adjacent bus’s voltage data and the current flowing through the generators

and their adjacent buses are collected. Total data for 40 seconds as collected where sampling

time is 0.0333 seconds. These data are then used to identify the oscillation source location in

the system by using proposed method executed in MATLAB. The flowchart of the proposed

method is shown in Fig. 6.3.

6.4.2 Test Cases

Two types of test cases are created to check the proposed method’s functionality. These

two types are : Natural mode cases and Forced mode cases. For each type of cases, there

are 3 different events created.

6.4.2.1 Natural Mode Cases

For natural mode cases, the proposed method is applied on 3 different cases each containing

a natural poorly damped mode created by a three phase short circuit at different buses. These

cases are represented as NDx, where x refers to 1, 2 and 3.

• Case ND1: A three phase short circuit is added at bus 159 at 0.5 second and cleared

at 0.55 second. The PMU data are collected and the total power is calculated through

the proposed algorithm. The slope of the linear approximation of all generator’s total

power is calculated and Bus 45’s slope is found to be the highest. The natural mode

and it’s damping ratio is found as 1.4122Hz and 0.12%. Curve of total power from the

generator’s for this case is shown in Fig. 6.4.

• Case ND2: A three phase short circuit is added at bus 79 at 0.5 second and cleared
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Fig. 6.2: Test System.

at 0.55 second. The PMU data are collected and the total power is calculated through

the proposed algorithm. The slope of the linear approximation of all generator’s total

power is calculated and Bus 65’s slope is found to be the highest. The natural mode

and it’s damping ratio is found as 0.374Hz and 0.052%. Curve of total power from the

generator’s for this case is shown in Fig. 6.5.
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Fig. 6.3: Overall flow diagram.

• Case ND3: A three phase short circuit is added at bus 159 at 0.5 second and cleared

at 0.51 second. The PMU data are collected and the total power is calculated through
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Fig. 6.4: Total power graph for case ND1

Fig. 6.5: Total power graph for case ND2

the proposed algorithm. The slope of the linear approximation of all generator’s total

power is calculated and Bus 45 and Bus 159’s slope is found to be the highest. So, in

this case, two sources with comparable contribution created a single unstable mode.

The natural mode and it’s damping ratio is found as 1.409Hz and −0.46%. Curve of

total power from the generator’s for this case is shown in Fig. 6.6.

The summary of natural mode cases are summarized in Table 6.1 and 6.2.
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Fig. 6.6: Total power graph for case ND3

Table 6.1: Summary of Mode Identification for Natural mode cases

Cases Mode(Hz) Damping Ratio(%) Mode(Hz) Damping Ratio(%)
Case 1 1.41 0.01 1.4122 0.12
Case 2 0.37 0.02 0.374 0.052
Case 3 1.41 -0.93 1.409 -0.46

Table 6.2: Summary of Oscillation Source Location for Natural mode cases

Cases Mode(Hz) Fault Location Oscillation Source Location
Case 1 1.4122 159 45
Case 2 0.374 79 65
Case 3 1.409 159 45,159

6.4.2.2 Forced Mode Cases

For forced mode cases, the proposed method is applied on 3 different cases each containing

a forced mode created by a three phase short circuit at different buses. These cases are

represented as FDx, where x refers to 1, 2 and 3.

• Case FD1: Forced oscillation is injected into excitation system as a sinusoidal signal at

generator 79 with a frequency 0.86Hz to cause resonance. The PMU data are collected

and the total power is calculated through the proposed algorithm. The slope of the
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linear approximation of all generator’s total power is calculated and Bus 79’s slope is

found to be the highest. The Forced mode and it’s damping ratio is found as 0.8611Hz

and 0.014%. Curve of total power from the generator’s for this case is shown in Fig.

6.7.

Fig. 6.7: Total power graph for case FD1

• Case FD2: Forced oscillation is injected into excitation system as a sinusoidal signal at

generator 79 with a frequency 0.81Hz. The PMU data are collected and the total power

is calculated through the proposed algorithm. The slope of the linear approximation of

all generator’s total power is calculated and Bus 79’s slope is found to be the highest.

The forced mode and it’s damping ratio is found as 0.812Hz and 0.024%. Curve of

total power from the generator’s for this case is shown in Fig. 6.8.

• Case FD3: Forced oscillation is injected into excitation system as a sinusoidal signal at

generator 79 with a frequency 0.89Hz. The PMU data are collected and the total power

is calculated through the proposed algorithm. The slope of the linear approximation

of all generator’s total power is calculated and Bus 45 and Bus 79’s slope is found to

be the highest. So, in this case, two sources with comparable contribution created a

133



Fig. 6.8: Total power graph for case FD2

single unstable mode. The forced mode and it’s damping ratio is found as 0.886Hz

and 0.009%. Curve of total power from the generator’s for this case is shown in Fig.

6.9.

Fig. 6.9: Total power graph for case FD3

The summary of forced mode cases are summarized in Table 6.3 and 6.4.
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Table 6.3: Summary of Mode Identification for Forced mode cases

Cases Mode(Hz) Damping Ratio(%) Mode(Hz) Damping Ratio(%)
Case 1 0.86 0.00 0.8611 0.014
Case 2 0.81 0.00 0.812 0.024
Case 3 0.89 0.00 0.886 0.009

Table 6.4: Summary of Oscillation Source Location for Forced mode cases

Cases Mode(Hz) Oscillation Source Location
Case 1 0.8611 79
Case 2 0.812 79
Case 3 0.886 79

6.4.3 Test System II: IEEE 68 Bus

The IEEE 68 bus power grid is used as a larger system. The natural inter-area mode for

this system is 0.60Hz. This system has 5 areas and consists of 68 buses and 16 generators.

Fig. 6.10: IEEE 68 Bus study system.

6.4.4 Small signal stability study

Our test case IEEE 68 bus system has no PSS on any of the generators. Table 6.6 shows the

dominant modes participation factor in our test cases. It shows that 0.404 Hz is participated
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Table 6.5: IEEE 68 bus system features.

Buses &
Generators

68 Buses
16 Generators Areas 5

Total Active Power
Generation (MW) 17787.53 Total Active

Load (MW) 17620.65

Total Reactive Power
Generation (MVAR) 2496.53 Total Reactive

Load (MVAR) 1671.76

with generator 13.

Table 6.6: Small signal stability analysis of IEEE 68 bus system without PSS

Mode (Hz) Damping ratio (%) States Participation factor

0.404 -0.438

Delta (13) 1
SM (13) 0.741
SM (15) 0.556
SM (14) 0.524

6.4.5 Base Case

For test case, a 10 cycle fault is applied on bus 68 and measurement from all buses and

generators are collected through PMUs. The fault is applied at 3 seconds and this event

caused a 0.40 Hz interarea oscillatory mode to occur. Fig. 6.11 represents the speed of all

16 generators under the fault and Fig. 6.12 represents voltage of all 16 generators.

Fig. 6.13 represents base case energy graph obtained from dissipated energy flow algorithm

and Fig. 6.14 represents base case energy graph obtained from proposed algorithm. Both

algorithm detects generator 13 as the source location of the mode based on slopes calculated

from both algorithm which are represented in Fig. 6.15 and Fig. 6.16.

6.4.6 Load Increase Case 1

For this case, an increased load of 10% is applied and also a line resistance increase of 10%

is applied to increase loss. A 10 cycle fault is applied on bus 68 and measurement from all

buses and generators are collected through PMUs. The fault is applied at 3 seconds and this

event caused a 0.40 Hz interarea oscillatory mode to occur. Fig. 6.17 represents the speed

of all 16 generators under the fault and Fig. 6.18 represents voltage of all 16 generators.
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Fig. 6.11: Base Case Speed of all generators

Fig. 6.12: Base Case Voltage of all generators

Fig. 6.19 represents base case energy graph obtained from dissipated energy flow algo-

rithm and Fig. 6.20 represents base case energy graph obtained from proposed algorithm.

DEF algorithm detects generator 16 as the source location while proposed algorithm de-

tects generator 13 as the source location of the mode based on slopes calculated from both
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Fig. 6.13: Base Case Dissipated Energy of all generators from DEF

Fig. 6.14: Base Case Energy of all generators from Proposed Algorithm

algorithm which are represented in Fig. 6.21 and Fig. 6.22.

6.4.7 Load Increase Case 2

For this case, an increased load of 15% is applied and also a line resistance increase of 15%

is applied to increase loss. A 10 cycle fault is applied on bus 68 and measurement from all
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Fig. 6.15: Base Case Slope of all generators from DEF

Fig. 6.16: Base Case Slope of all generators from Proposed Algorithm

buses and generators are collected through PMUs. The fault is applied at 3 seconds and this

event caused a 0.40 Hz interarea oscillatory mode to occur. Fig. 6.23 represents the speed

of all 16 generators under the fault and Fig. 6.24 represents voltage of all 16 generators.

Fig. 6.25 represents base case energy graph obtained from dissipated energy flow algo-

rithm and Fig. 6.26 represents base case energy graph obtained from proposed algorithm.
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Fig. 6.17: Load Increase Case 1 Speed of all generators

Fig. 6.18: Load Increase Case 1 Voltage of all generators

DEF algorithm detects generator 16 as the source location while proposed algorithm de-

tects generator 13 as the source location of the mode based on slopes calculated from both

algorithm which are represented in Fig. 6.27 and Fig. 6.28.

Table 6.7 and Table 6.8 summarizes the result of source location identification of all 3
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Fig. 6.19: Load Increase Case 1 Dissipated Energy of all generators from DEF

Fig. 6.20: Load Increase Case 1 Energy of all generators from Proposed Algorithm

cases of IEEE 68 bus from both algorithm.

6.4.8 Test System III: PESGM Oscillation Source Location Competition Test System

This test case was used in 2021 PESGM OSL contest. The test case was generated by

simulating a WECC 240 bus test system [102] developed by NREL based on preference. The
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Fig. 6.21: Load Increase Case 1 Slope of all generators from DEF

Fig. 6.22: Load Increase Case 1 Slope of all generators from Proposed Algorithm

Table 6.7: Summary of Oscillation Source Location for IEEE 68 bus cases from DEF

Cases Mode(Hz) Oscillation Source Location
Base Case 0.4011 Generator 13

Load Increase 1 0.4025 Generator 16
Load Increase 2 0.4068 Generator 16
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Fig. 6.23: Load Increase Case 2 Speed of all generators

Fig. 6.24: Load Increase Case 2 Voltage of all generators

Table 6.8: Summary of Oscillation Source Location for IEEE 68 bus cases from Proposed Method

Cases Mode(Hz) Oscillation Source Location
Base Case 0.4011 Generator 13

Load Increase 1 0.4025 Generator 13
Load Increase 2 0.4068 Generator 13
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Fig. 6.25: Load Increase Case 2 Energy of all generators from DEF

Fig. 6.26: Load Increase Case 2 Energy of all generators from Proposed Algorithm

system has 243 buses, 146 generating units at 56 power plants (including 109 synchronous

machines and 37 renewable generators), 329 transmission lines, 122 transformers, 7 switched

shunts and 139 loads. Fig. 6.29 shows one line diagram of the test case system.

Measurement data (Voltage, Current, Rotor speed) from different buses were given for
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Fig. 6.27: Load Increase Case 2 Slope of all generators from DEF

Fig. 6.28: Load Increase Case 2 Slope of all generators from Proposed Algorithm

identifying oscillation mode and locating the oscillation source from given data was the

purpose of the competition. There were 5 different events for which measurement data were

provided. But it is worth mentioning that measurement data were only available from some

buses and generators; not from all the buses and generators. The solution was given and the

solution was matched with our identification using the algorithm mentioned in this chapter.
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Fig. 6.29: Competition Test System.

The summary of the results are provided in Table 6.9 and 6.10.

Table 6.9: Summary of OSL Contest Solution

Case Mode(Hz) Type of Mode Area Name Bus
1 0.82 Natural 1-South 1431
2 1.19 Forced 2-California 2634
3 0.379 Forced 1-South 1131
4 1.27 Forced 3-North 7031
5 0.762,0.762 Forced,Natural 3-North 6533

Table 6.10: Summary of OSL Contest Solution by Proposed Algorithm

Case Mode(Hz) Type of Mode Area Name Bus
1 0.819 Natural 1-South 1431
2 1.189 Forced 2-California 2634
3 0.38 Forced 1-South 1131
4 1.27 Forced 3-North 7031
5 0.762,0.762 Forced,Natural 3-North 6533

This result is based on the slopes obtained from the linear approximation of the monitored

generators’ total power calculated through proposed algorithm in this chapter.

From Table 6.9 and 6.10, it is clear that mode and their type is precisely identified for
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all cases of the competition test by proposed algorithm. In some cases, the area and the

bus location is not matching. Those are the cases where measurement data are missing

from those buses and generators. In those cases, the nearest bus is identified by proposed

algorithm where measurement data was available. Also, the given solution detects the type

of asset and controller (Governor/Exciter) from where the oscillatory mode is originated.

Our proposed algorithm is not capable of identifying these yet.

6.5 Summary

The proposed algorithm in this chapter can identify mode, type of mode, origin area and

origin location precisely when measurement data is available. If measurement data is not

available, the proposed algorithm can identify the nearby buses in same area where measure-

ment is available. For the case of unavailability of measurement data; another algorithm to

extrapolate the missing data from available data using subspace identification system ma-

trix is under work. Also, for identifying the controller type (Governor/Exciter) identification,

model data along with measurement data is necessary. These challenges are acknowledged

and in future work, these studies will also be included. Oscillatory modes in power system

can also occur from inverter based resources (IBR) integration to existing grid. In the next

chapter, different IBR connection architecture and their performance will be explored as well

as low frequency oscillation identification methods will be applied on measurement data to

find out power system oscillation due to IBR integration.
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CHAPTER 7: Grid-forming Inverters Interfacing Battery Energy Storage Systems

7.1 Introduction and main contributions

Increasing the penetration of inverter-based generation in a power system results in re-

duced system inertia, which can lead to various stability issues. As a result, regulation of volt-

age and frequency are of considerable concern with the increased usage of non-synchronous

generation. Grid-forming (GFM) inverters can provide options to help address these chal-

lenges [103, 104]. Battery energy storage systems (BESSs) are important for the economic

and reliable operation of the grid, because of their capability for energy storage, bidirec-

tional energy exchange, and fast output response [105]. With the increasing penetration of

renewable energy sources on the grid, where these energy sources usually operate based on

maximum power point tracking (MPPT) for economic purposes, the importance of BESSs

is becoming more vital. Thus, grid-forming inverters that are interfaced with battery energy

storage systems can play a significant role in modern power systems.

To achieve the required system performance, appropriate control strategies are needed

for GFM inverters integrated with a BESS. Among several of the control methods for grid-

forming, droop-based control is the most common. The droop-based control method provides

regulation of voltage and frequency by mimicking the operation characteristics of a conven-

tional synchronous machine. In this chapter, a detailed architecture of a GFM based inverter

is discussed when a BESS along with a PV are connected to the grid. Several load change

scenarios, fault scenarios, and grid connected/islanded operation scenarios are performed for

two different test systems. In one test system, the BESS is connected to a single machine

infinite bus (SMIB) and another test system contains a larger grid system (IEEE 13 bus)

with a BESS integrated. Major BESS components and different BESS chemistry types are

also briefly discussed. Finally, a measurement-based identification method, subspace identi-



fication, is applied on the DC-Link dynamics to identify modal information for all the cases

on both test systems. Part of this work is published by the author in [106]. The main

contribution of this chapter is as follows:

• Explore different inverter based resources especially BESS integration to modern power

grid.

• To showcase grid forming and grid following architecture in power system network.

• To showcase performance of grid forming inverter in islanding mode of operation.

• To implement a measurement based identification method to identify oscillatory mode

due to IBR integration to existing power grid.

Topics: inverter architecture (7.2), control architecture (7.3), BESS model (7.4), inte-

grated BESS / GFM inverter model (7.5), large-scale BESS (7.6), application example (7.7),

and simulation results (7.8).

7.2 Inverter Architecture

A conventional alternating-current (AC) power system grid mainly consists of synchronous

generators, which have various control architectures that are commonly used. As an example,

voltage regulation is obtained through excitation control of synchronous generators, whereas

frequency control is achieved through governor control. Moreover, the inertia of the prime-

mover and the rotor of the synchronous generator is required for stable operation of the power

grid, as they help to keep voltage and frequency within acceptable limits during operational

events, such as load changes and fault conditions. Synchronous generators also have an

automatic voltage regulator mechanism and low output impedance. They also provide short

circuit current or fault current contribution capability, which helps to keep the system stable,

even after a fault and in clearing the fault [52].
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However, with increasing demand for electric power consumption, variable distributed

energy resources (DERs) are being integrated with conventional power grids. These DERs are

mainly inverter based resources. Various DERs, such as photovoltaic (PV) and wind energy

production, are becoming more and more common, as a result of reduced costs, availability of

the resources, and the increasing demand for energy. One major challenge regarding the use

of these DERs relates to the intermittent output characteristics of these resources, since the

output from these DERs is directly dependent on the weather condition in the installation

area. As a result of the intermittent nature, DERs often work on the maximum power

point tracking (MPPT) principle. Consequently, the intermittent nature eventually results

in reduced efficiency of the independent source. However, the overall efficiency of DERs can

be improved by integration with the utility grid. A microgrid can offer higher reliability,

improved power quality, reduced carbon emissions, and a cost-competitive solution over the

traditional power distribution system. The connection of the microgrid or DERs to the

utility grid is established through an inverter as the interfacing medium [107,108].

Based on the interaction with the grid and controller implementation, inverters can be

divided into two main groups: grid-following (GFL) and grid-forming (GFM) [103,104,109].

In GFL, inverter based resources are designed to follow the grid voltage and feed current per

the existing voltage. As a result, they are focused on injecting active power into the grid

with MPPT, whereas the reactive power supply is minimal. GFL can be further divided

into two categories based on reactive power support: grid-feeding and grid-supporting. In

the grid-feeding mode, reactive power support is zero. Whereas, in the grid-supporting

mode, reactive power is provided to support grid voltage in any deviation. The behavior

of the GFL architecture is similar to a current source. On the other hand, in the GFM

architecture, inverters work as a voltage source. They are controlled to maintain voltage and

frequency. As a result, they can perform in an islanded mode too. Figure 7.1 depicts the

different categories of grid connected inverters, where P is active power, Q is reactive power,

V is voltage, and f is frequency.
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Fig. 7.1: Classification of grid connected inverters.

7.3 Control Architecture for Grid-forming (GFM) Inverter

As mentioned earlier, grid connected inverters can be classified into two major categories:

GFL and GFM. This section details the control architecture for GFL and GFM inverters.

7.3.1 Grid-following (GFL) control

A grid-following inverter’s behavior can be approximated as a controlled current source

that injects current into an existing grid. It has a high impedance in parallel with the

controlled current source. Figure 7.2 shows the general control architecture of GFL with the

grid connection.

In GFL, the inverter is synchronized with the grid voltage via a phase locked loop (PLL)

mechanism. It measures the voltage at the point of common coupling (PCC) and the phase

of the voltage is obtained through the PLL using equation (7.1) [109].

θPLL =

∫ [
ωn + (Kp +Ki

∫
)VPCC

]
(7.1)
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Fig. 7.2: General grid-following control architecture.

Here, ωn is the angular speed (rad/s) and VPCC is the PCC voltage. For the required direct

and quadrature axis currents (Id and Iq), voltage is changed accordingly. Active and reactive

power support from GFL is achieved by controlling the injected Id and Iq current. In GFL,

synchronization is necessary throughout the entire time period to maintain synchronization

with the grid, as GFL can only deliver real and reactive power, since it does not include any

voltage and frequency regulation.

7.3.2 Grid-forming (GFM) control

Microgrids can perform with grid connection, as well, in an islanded mode of operation.

While the grid is connection with the microgrid, voltage and frequency are regulated by

the synchronous generators of the grid, but in an islanded mode, the microgrid needs to

regulate its own voltage and frequency for stable operation. From this perspective, the

GFM architecture is introduced and a notable volume of research has been conducted in this

relatively new topic. While GFL behavior can be approximated as a controlled current source

with a high impedance in parallel, GFM behavior can be approximated as a controlled voltage

source with low impedance in series connection with the source. As a result, it can replicate

a synchronous machine. For synchronization in the GFM architecture, at the beginning of

operation, synchronization can be achieved in a similar fashion to a synchronous machine
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and further synchronization is not required during normal operation. Figure 7.3 shows the

general architecture for GFM with the grid connection.

Fig. 7.3: General grid-forming control architecture.

In GFM, the PCC voltage is measured for regulating the power output. It is able to

generate its own voltage and frequency reference in order to perform, even without the

presence of the power grid. GFM architectures are recently being used as a solution for

weaker grid conditions, as it provides a viable solution by creating its own voltage and

frequency reference.

7.4 Battery Energy Storage System (BESS) Model

Modern power systems are accommodating an increasing number of variable renewable

energy sources with existing grid systems, due to environmental interests, economic issues,

and increasing energy consumption [107, 110]. Among these sources, solar and wind energy

are currently the most common sources used around the world. However, these variable

renewable energy sources are strongly dependent upon weather. Hence, their output is not

consistent, since weather conditions vary all the time. Another significant concern about

renewable energy sources is the reduction in mechanical inertia of the entire power system,

which can result in large frequency swings during system disturbances, such as load changes

and any type of fault, which in turn can lead the power system to instability [111,112].

As one option to address these problems associated with variable renewable energy sources,
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hybrid renewable energy systems are considered, which integrate different renewable energy

sources in an optimal combination [113–115]. As another viable solution to these problems,

various types of energy storage systems are also considered, because of their capability to

absorb and release power when needed. Among the different types of energy storage systems,

battery energy storage systems (BESSs) are being studied extensively [116], because of their

energy storage capability, bidirectional energy exchange, geographical independence, and fast

output response. In addition, a BESS can also improve power quality, as well as reliability of

the system [117, 118]. Since the output of a BESS is direct-current (DC), an inverter based

solution is required with necessary control (GFM/GFL) for integration with an alternating-

current (AC) utility grid.

7.4.1 BESS Components

BESS components can be divided into three major parts, namely: components of the bat-

tery, components required for grid connection, and components required for reliable system

operation.

Battery components consist of: a battery pack, which has multiple cells that are arranged

in modules to achieve the desired voltage and current capacity, a battery management system

(BMS), and a battery thermal management system (B-TMS). The BMS works in a way

that maintains proper operation of the BESS within the specified range for the voltage and

current, respectively. Also, it protects the BESS in terms of temperature and provides reliable

and safe operation of the BESS. The BMS monitors the condition of battery cells, measures

their parameters and states, such as state-of-charge (SOC) and state-of-health (SOH), and

protects batteries from fires and other hazards. The BMS is also responsible for balancing

varying SOC for series connected battery cells. The B-TMS maintains the temperature of

the battery cells according to specifications.

Components required for grid connection consist of several items (e.g., power electronics,

filters, etc.). Power electronics are required for connecting the BESS to the DC bus of the

power grid. Filters are required for smoothing the ripples from the output of the BESS.
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An inverter or a power conversion system (PCS) is required to convert DC power produced

by the battery to AC power supplied to grid. For charging or discharging, a bidirectional

inverter system is required.

An energy management system (EMS) and thermal management system are required

for reliable system operation of BESS. The EMS manages the required power flow and

distribution of power flow. It is responsible for energy flow of the battery system. The EMS

coordinates between the BMS, PCS, and other components of the BESS, where it is able to

efficiently manage power flow after analyzing the data. The thermal management system is

responsible for system heating management.

7.4.2 Battery Chemistry Types

This section provides an overview of the primary battery types for possible consideration

with a BESS [105,119,120]. A summary of advantages and disadvantages of different battery

chemistry is provided in Table 7.1.

7.5 Integrated BESS with GFM Inverter Model

The section details model integration of the BESS with the GFM inverter. In this inte-

grated system, a BESS is connected to a grid through DC-Link filters, three phase switching

converters, AC filters, and a transformer. Both GFL and GFM control architectures for the

BESS inverter are used in this chapter. A 1MW solar PV system is also used alongside the

BESS, where the PV system is connected to the power grid via a similar fashion to that of

the BESS. A one-line diagram of the system used in this chapter is shown in Figure 7.4. The

different components of the BESS are discussed in the subsections below.

7.5.1 Integrated Model: BESS

The battery model used in this chapter is a Li-Ion model. The no load voltage of the

battery, Vnl, is calculated based on the state-of-charge of the battery using a nonlinear

equation, which is shown in equation (7.2) [104].

155



Table 7.1: Summary of typical battery chemistry types used with a BESS

Chemistry Type Advantages Disadvantages

Lead-Acid (PbA)
(Mainly used in

vehicles and other
purposes where high

values of load
current is required)

Simple manufacturing proce-
dure, Low cost for manu-
facturing, Low cost per

watt hour of usage,
High discharge current

capability, Performs irrespective
of temperature, No

cell-wise BMS requirement

Poor weight to
energy ratio, Slow
charging Limited,
life-cycle, Adverse

environmental impact

Nickel-Cadmium
(Ni-Cd)

(Mainly used in
portable computers,

drills, and other small
battery operated devices)

Rechargeable, Fast
charging with low stress,

Long shell life,
Simple storage and

transportation, Performs
in low temperature,
Economical pricing

High self discharge,
Low cell voltage,

Environmental impact,

Nickel-Metal Hydride
(Ni-MH)

(Combines positives
from Ni-Cd batteries
with energy storage

features of metal alloys)

Higher capacity,
Less voltage depression,

Perform at very low
temperature, Higher

energy density

Shorter lifespan,
Limited discharge current,

High self discharge

Lithium-Ion (Li-Ion)
(Widely used in

all types of
electronic devices)

High energy density,
High load capabilities,
Maintenance free high

shell life, Simple
charge algorithm, Shorter

charge time

Degradation at higher
temperatures, Requires

protection circuit

Vnl = V0 − Vk
1

SOC
+ A−BC(1−SOC) (7.2)

were, Vnl is the no load voltage of the battery, V0 is the battery constant voltage, SOC is the

state-of-charge of the battery, Vk is the polarization voltage, C is the capacity of the battery

in Ah, and A and B are constants. A, B, and Vk can be tuned for the desired performance

from the battery. The BESS has a rated power of 1MW and a rated capacity of 1MWh. Each

battery cell’s voltage is 3.2V and each module has four cells in them. There are 72 modules
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Fig. 7.4: BESS and PV integration to grid.

in series. Each cell’s current capacity is 14Ah and there are 80 parallel connections. The

nominal voltage of the BESS is 921.6V and the initial SOC is 50%. Aging and temperature

effect of the BESS are ignored for this work.

7.5.2 Integrated Model: DC/AC filter

DC filters are positioned before the converter and AC filters are positioned after the

converter. The purpose of both filters is to limit the ripple of the current and to add damping

effect. Resistors and inductors of different values are connected in series and capacitors are

connected in parallel to accomplish the desired output for both of the filters.

7.5.3 Integrated Model: DC-AC converter

Figure 7.4 shows how the DC-AC converter connects the battery to the grid through filters

on both sides. A three phase two-level switching type converter is used with the detailed

BESS model. Detailed BESS models are better for stability studies and mode identification.

A reference voltage signal is passed through pulse width modulation (PWM) to produce a

sinusoidal reference signal for the converter. The reference voltage signal is produced by the

BESS control system block. The PWM carrier frequency is 2700Hz for this model.
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7.5.4 Integrated Model: Solar (PV) panel

A photovoltaic (PV) panel is also used alongside the BESS for connecting to the grid

(Figure 7.4). The PV panel is used to show the BESS performance with a PV panel presented.

The PV panel is designed based on a MPPT mode and its rating is 1MW. Each PV cell’s

open circuit voltage is 51.9V and the short circuit current is 8.68A. Each module has 83

cells and 15 modules are connected in series per string. There are 190 parallel string in this

representative PV model. The PV panel is then connected to a boost converter through DC

filters. Then, a three phase converter is placed for connection between the DC and AC side,

accordingly. A PV control block is used, which provides the necessary modulation signal

for controlling the PV converter. Then, the PV system is connected to grid through an AC

filter and a transformer.

7.6 Grid-connected/islanded large-scale BESS

A battery energy storage system can enhance the power system flexibility and can enable

high level penetration of renewable energy to the grid. A BESS can operate in both grid

connected mode or islanded mode. While connected to grid, a GFL architecture of the

inverters is deployed and the BESS follows the grid and supports the grid by supplying or

absorbing power, as applicable. While in islanded mode, the GFM architecture of BESS is

enabled and the BESS can act as the frequency regulator of the islanded part of the grid.

For integration with grid in the transmission network, a large-scale or utility-scale BESS

is required. Configuration of a large-scale BESS integration into a transmission network is

quite similar to Figure 7.4. Figure 7.5 [121] shows the configuration of a large-scale BESS

interconnected at the transmission substation level. Several battery cells are connected in

series and parallel to obtain the required voltage and current levels and the battery cells are

then connected to the inverter, which can operate in both GFL/GFM modes, accordingly. A

BMS works alongside the inverter, which can send the status information of several system

parameter to the system operator and can also import set points determined by system
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operator. The inverter is then connected to the low voltage side of the AC transformer.

The high voltage side of the AC transformer is connected to transmission network through

a tie-line, as depicted in Figure 7.5.

Fig. 7.5: Large-scale battery energy storage systems.

7.7 Application: Developing the model

This section provides an example application for the integrated BESS with a GFM inverter,

presented in this chapter, which can be performed using a typical software platform (e.g.,

MATLAB/Simulink). The one-line diagram in Figure 7.4 is modeled in Simulink. A Li-Ion

BESS model is used alongside a PV panel for integration to the grid. The control algorithm

for grid-connected inverters consist of both grid-following and grid-forming architectures.

The BESS has a rated power of 1MW and a rating of 1MWh. The PV panel is rated at

1MW power. The grid generator is rated as 1.3MVA machine and performs as a swing

generator. The terminal voltage of the generator is 20kV and the transformer is used as a

step down transformer to transform the voltage to 600V, which is the PCC voltage. Some

fixed load and variable loads are connected to the PCC, which are modeled based on a

constant Z model. The PV panel is modeled based on MPPT and the transformer with the

PV panel transforms the voltage of the PV panel to 600V and then connects to the PCC.

The BESS is modeled in a way that it can perform in both a GFL and GFM mode of control.

The nominal voltage of the BESS is 922V and the transformer with the BESS transforms
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the voltage to match the PCC voltage. Voltage and current can be measured at the PCC

and other points and buses in the network, as needed. As an example application, Figure 7.6

shows the simulation test case of a BESS integrated with the grid modeled in Simulink.

Fig. 7.6: Simulink model of a BESS integrated with the grid.

7.7.1 Detailed GFL Architecture

The voltage measurement at the PCC and current measurements after the AC filters

are passed through an abc − dq0 transformation block, which provides dq-axis voltage and

current. These dq-axis current and voltage values are then used to calculate the injected

active and reactive power per equations (7.3) and (7.4), respectively [104].

P =
3

2
(VdId − VqIq) (7.3)

Q =
3

2
(VdIq − VqId) (7.4)

A PLL is required to calculate the phase angle θPLL, which is then transferred to abc− dq

blocks and the PWM block. Pref and Qref are given as inputs to the current reference
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generator block. This block generates current dq-axis reference set points Idref and Iqref

utilizing the calculated powers and reference powers per equations (7.5) and (7.6) [104].

Then, the current closed loop control block generates dq-axis voltage references Vrefdq . Both

Vrefdq and θPLL signals are then passed through a dq0 − abc transformation block, which

provides the abc-reference voltage Vrefabc . Then, the Vrefabc signal is transferred to a PWM

scheme to generate the modulation signal for the converter. Figure 7.7 represents the GFL

architecture used for this work.

Idref =
2

3

PrefVd +QrefVq
V 2
d + V 2

q

(7.5)

Iqref =
2

3

PrefVq +QrefVd
V 2
d + V 2

q

(7.6)

Fig. 7.7: Grid-following control architecture.

7.7.2 Detailed GFM Architecture

In the GFM architecture (Figure 7.8), no PLL is required to calculate phase angle. θPLL

is generated using ωref and then transferred to abc − dq blocks and PWM block. Voltage

and current measurement are collected and passed through abc − dq0 blocks to generate

dq-axis voltage and current, which are Vdq and Idq, respectively. Vdqref and Vdq signals go

into the voltage controller block to generate the Idqref signal for the current controller block.
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A proportion integral (PI) control block is then used to generate the Idqref signal inside the

voltage controller block. Figure 7.9 represents the voltage controller block.

Fig. 7.8: Grid-forming control architecture.

Fig. 7.9: Voltage controllers.

The current control block also has a feedforward block within it. The output from the

voltage controller block is passed through the current closed-loop control to obtain the

ï¬nalmodulationsignal.ThefeedforwardtermsshouldbeusedtodecouplethetwoaxesandshouldbeconsideredforthedifferencebetweenthevoltagesafterandbeforetheAC¬lter.Equations(7.7)and(7.8)

1001[104]representthefeedforwardequation, whereVdac−filter
and Vqac−filter

are the dq-axes

voltage obtained from the voltage measurement at the bus after the AC filter. V0d and V0q

are the outputs of the feedforward block. The outputs from feedforward block and the PI
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controller block are then added to generate the modulation signal. Figure 7.10 represents

the current control block with the feedforward terms.

V0d = Vdac−filter
(1− ω2LfCf ) + IdrefRf − IqrefωLf − Vqac−filter

ωRfCf (7.7)

V0q = Vqac−filter
(1− ω2LfCf ) + IdrefRf + IdrefωLf + Vdac−filter

ωRfCf (7.8)

Fig. 7.10: Current controllers.

The outputs of the current controller are the modulation signals, which are transformed

back to the abc-reference frame to obtain the sinusoidal control signals for the PWM scheme

of the converter.

A droop controller is used to generate the ωref and Vdqref signals, which are used with the

voltage control blocks and phase angle calculation. Droop control is also used for maintaining

voltage and frequency within acceptable limits. Figure 7.11 represents the droop control

block, which is used for this work. An active power controller is used for generating ωref

and a reactive power controller is used for generating Vdqref .
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Fig. 7.11: Droop control.

7.8 Simulation Results

Two test systems are used for this chapter. In Test System 1, the BESS and PV system

are connected to a generator that works as a swing generator for this system (see Figure 7.4).

In Test System 2, a BESS and PV system are connected to a larger power system, which

is an IEEE 13 bus system (see Figure 7.21). Both test systems are simulated in MAT-

LAB/Simulink. The discrete timestep is 40µs. For each test system, four different cases or

events are studied. For all cases, the DC-Link voltage dynamics measurement is captured

for stability studies.

7.8.1 Test System 1: BESS with a single machine

For this test system (Test System 1), a BESS along with a PV system are connected to a

single grid machine, which has a rating of 1.3MVA (Figure 7.4). The phase-to-phase RMS

voltage is 20kV, which is then passed through a step-down transformer and transformed to
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600V. The BESS and PV are connected to the PCC via transformers, where the PCC voltage

is 600V. The total load connected at the PCC is 600kW and 100kVAR, respectively. Some

variable load is also connected to create a load change event or step change in load during

the study.

7.8.2 Cases on Test System 1

7.8.2.1 Case 1: Grid-Following and Grid-Forming

Case 1 (Test System 1) shows the transformation of the grid-connected inverter from grid-

following mode to grid-forming mode. For this test case, the total simulation period is 6s.

The total load connected at PCC is 600kW and 100kVAR, respectively. The grid connected

generator is supplying the load initially (from 0s to 1s). No PV or BESS supply is present

initially. From 1s to 3s, grid-following mode is activated with a reference power of -200kW

at the BESS, where the BESS is charging by 200kW. Grid supplied power is increased by

200kW to charge the BESS. From 3s to 6s, grid-forming mode is activated. The grid is

islanded and the BESS starts to supply the demanded load. The PV irradiance is 0W/m2

for the total simulation period and the output power from the PV is also 0kW throughout

the entire simulation period.

Fig. 7.12: Power sharing graph at PCC for Case 1 (Test System 1).
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Fig. 7.13: DC-Link voltage dynamics for Case 1 (Test System 1).

Figure 7.12 shows the power shared by all sources at the PCC. Figure 7.13 depicts the

DC-Link voltage dynamics from the BESS for this case.

Fig. 7.14: PCC voltage and frequency for Case 1 (Test System 1).

The PCC voltage and frequency are shown in Figure 7.14. From this figure, in grid-

following mode, the PCC voltage remains at 600V and the PCC frequency remains at 60Hz,

but in grid-forming mode, the frequency varies between 59.80Hz-59.85Hz.

7.8.2.2 Case 2: Step change in load in GFM with PV supply

Case 2 (Test System 1) considers a step change in the load, while in GFM mode with

the PV supply. For this test case, the total simulation period is 6s. The total initial load is
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600kW and 100kVAR at the beginning of simulation. Irradiance of the PV plant is 200W/m2

and the PV system is supplying 200kW throughout the entire simulation. Initially, the grid

is supplying the additional 400kW and 100kVAR (from 0s to 1s). From 1s to 6s, grid-forming

mode is activated. The BESS is supplying the 400kW and 100kVAR load, instead of the grid

generator. At 3s, half of the active and reactive load is disconnected. As a result, the BESS

is supplying 100KW and 50kVAR.

Fig. 7.15: Power sharing graph at PCC for Case 2 (Test System 1).

Figure 7.15 shows the power shared by all sources at the PCC. Figure 7.16 represents

DC-Link voltage dynamics from the BESS.

The PCC voltage and frequency are shown in Figure 7.17. From this figure, initially, the

PCC voltage remains at 600V and the PCC frequency remains at 60Hz. From 1s to 3s, the

PCC frequency is around 59.875Hz and after 3s, the PCC frequency is around 59.97Hz.

7.8.2.3 Case 3: Fault at PCC in GFM with PV supply

Case 3 (Test System 1) considers a fault at the PCC, while in GFM mode with the PV

supply. For this test case, the total simulation period is 6s. The total load is 600kW and

100kVAR at the beginning of the simulation. The PV system is supplying 200kW throughout

the entire simulation. The power grid is initially supplying 400kW and 100kVAR. From 1s
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Fig. 7.16: DC-Link voltage dynamics for Case 2 (Test System 1).

Fig. 7.17: PCC voltage and frequency for Case 2 (Test System 1).

to 6s, grid-forming mode is activated. The BESS supplies 400kW and 100kVAR to supply

the load. At 3s, a three phase fault is applied for 0.167s. At 3.167s, the fault is cleared and

whole system goes back to previous state. Three phase fault is applied to check stability

under most stress.

Figure 7.18 shows the power shared by all sources at the PCC. Figure 7.19 depicts DC-Link

voltage dynamics from the BESS.

The PCC voltage and frequency are shown in Figure 7.20. From this figure, initially, the
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Fig. 7.18: Power sharing graph at PCC for Case 3 (Test System 1).

Fig. 7.19: DC-Link voltage dynamics for Case 3 (Test System 1).

PCC voltage remains at 600V and the PCC frequency remains at 60Hz. From 1s to 6s, the

PCC frequency is around 59.87Hz.

For all cases considered with Test System 1, the DC-Link dynamics are measured and

a mode identification method, called subspace identification [22], is applied on the mea-

surement data to calculate the mode and damping ratio. The modal and damping ratio

information helps to identify any unstable modes and apply proper control mechanism to
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Fig. 7.20: PCC voltage and frequency for Case 3 (Test System 1).

stabilize the system. [122–124] The summary of identified modes of all cases are summarized

in Table 7.2.

Table 7.2: Summary of Electro-mechanical Mode Identification for Test System 1

Cases
Steady state
Mode (Hz) &

Damping ratio (%)

GFL/GFM
Mode (Hz) &

Damping ratio (%)

Load change/Fault
Mode (Hz) &

Damping ratio (%)
Case 1 0.086 & 12.098 0.155 & -0.0008 0.155 & -0.0007
Case 2 0.086 & 12.098 0.155 & -0.0012 0.155 & -0.0076
Case 3 0.086 & 12.098 0.155 & -0.0012 0.155 & -0.0164

7.8.3 Test System 2: BESS and PV integrated with IEEE 13 bus

For Test System 2, the BESS and PV system are connected to bus 634 of the IEEE 13

bus system (see Figure 7.21). The phase-to-phase RMS voltage is 480V. The BESS and PV

system are connected to the PCC via transformers, where the PCC voltage is 480V. The

total load connected to the PCC is 400kW and 290kVAR, respectively.
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Fig. 7.21: IEEE 13 bus system.

7.8.4 Cases on Test System 2

7.8.4.1 Case 1: Grid-Following and Grid-Forming

Case 1 (Test System 2) considers the transformation of the grid-connected inverter with the

IEEE 13 bus system from grid-following mode to grid-forming mode. The total simulation

period is 5s. The total load is 400kW and 290kVAR, respectively. Initially, from 0s to

1s, the grid is supplying the load. From 1s to 3s, grid-following mode is activated with a

reference power of -200kW at the the BESS, where the BESS is charging by 200kW. The

grid supplied power is increased by 200kW to charge the BESS. From 3s to 5s, grid-forming

mode is activated. The grid is islanded and the BESS starts to supply the load. The PV

system irradiance is 0W/m2 and output of the PV plant is 0kW for the entire simulation

period.

Figure 7.22 shows the power shared by all sources at the PCC. Figure 7.23 depicts the

DC-Link voltage dynamics from the BESS. In grid-following mode, the PCC voltage remains

at 480V and the PCC frequency is 60Hz, whereas the PCC frequency is around 59.95Hz in

171



Fig. 7.22: Power sharing graph at PCC for Case 1 (Test System 2).

Fig. 7.23: DC-Link voltage dynamics for Case 1 (Test System 2).

GFM mode.

7.8.4.2 Case 2: Step change in load in GFM with PV supply

Case 2 (Test System 2) considers a step change in the load, while in GFM mode with

the PV supply and IEEE 13 bus system. In this test case, the total simulation period is 5s.

The total load is 400kW and 290kVAR at the beginning of the simulation. The PV system
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is supplying 50kW throughout the entire simulation. The power grid is supplying 350kW

and 290kVAR at the start. From 1s to 5s, grid-forming mode is activated. The BESS starts

supplying the 350kW and 290kVAR load. At 3s, half of the load is disconnected. After 3s,

the BESS is supplying the load, which is 150kW and 145kVAR.

Fig. 7.24: Power sharing graph at PCC for Case 2 (Test System 2).

Fig. 7.25: DC-Link voltage dynamics for Case 2 (Test System 2).

Figure 7.24 shows the power shared by all sources at the PCC. Figure 7.25 depicts the
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DC-Link voltage dynamics from the BESS. Initially, the PCC voltage remains at 480V and

the PCC frequency remains at 60Hz. From 1s to 3s, the PCC frequency is around 59.95Hz

and after 3s, the PCC frequency is around 59.97Hz.

7.8.4.3 Case 3: Fault at PCC in GFM with PV supply

Case 2 (Test System 2) considers a fault at the PCC, while in GFM mode with the PV

supply and IEEE 13 bus system. In this case, the total simulation period is 5s. The total

load is 400kW and 290kVAR at the beginning of the simulation. The PV is supplying 200kW

throughout the entire simulation. Initially, the power grid is supplying 200kW and 290kVAR.

From 1s to 5s, grid-forming mode is activated. The BESS supplies 200kW and 290kVAR,

respectively, to supply the load. At 3s, a three phase fault is applied for 0.167s at the inverter

side. At 3.167s, the fault is cleared and power system goes back to the previous state.

Fig. 7.26: Power sharing graph at PCC for Case 3 (Test System 2).

Figure 7.26 shows the power shared by all sources at the PCC. Figure 7.27 depicts DC-

Link voltage dynamics from the BESS. Initially, the PCC voltage remains at 480V and the

PCC frequency remains at 60Hz. From 1s to 5s, the PCC frequency is around 59.975Hz.

For all of the test cases considered with Test System 2, the DC-Link dynamics are mea-

sured. The associated modes and damping ratios are calculated through a subspace iden-
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Fig. 7.27: DC-Link voltage dynamics for Case 3 (Test System 2).

tification method. The summary of the identified modes for all cases of Test System 2 are

summarized in Table 7.3.

Table 7.3: Summary of Electro-mechanical Mode Identification for Test System 2

Cases
Steady state
Mode (Hz) &

Damping ratio (%)

GFL/GFM
Mode (Hz) &

Damping ratio (%)

Load change/Fault
Mode (Hz) &

Damping ratio (%)
Case 1 0.081 & 40.09 0.155 & 0.1153 0.155 & 0.0105
Case 2 0.081 & 40.09 0.155 & 0.0175 0.155 & -0.0035
Case 3 0.081 & 40.09 0.155 & 0.0381 0.155 & 0.01

7.9 Summary

This chapter presents a battery energy storage system, along with a photovoltaic system,

that are connected to a power grid through both grid-following and grid-forming control

architectures. This chapter also presents the basic fundamental differences between grid-

following and grid-forming architectures for grid connected inverters. Grid-forming architec-

tures for controlling grid-connected inverters are an emerging technology and can be utilized

for maintaining stability in the grid by providing voltage and frequency support, especially

in the weaker parts of the grids. With the increasing penetration of variable distributed en-
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ergy resources into present AC utility grids, more inverter-based technologies are being used,

where grid-forming with a battery energy storage system can offer a viable solution to enable

integration of these inverter-based resources with the existing power grid by addressing per-

formance challenges (e.g., reliability, stability, etc.). In this chapter, integration of a battery

energy storage system is shown with a single machine, as well as a larger power grid system

(IEEE 13 bus system), to showcase the capability of using grid-forming in larger grids. Also,

oscillatory modes can be identified from measurement data collected from SCADA or phasor

measurement units (PMUs) to find unstable modes and damping ratios, which can help to

build a stability control architecture.
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CHAPTER 8: Conclusions and Future Work

8.1 Conclusions

In this dissertation, a series of measurement-based methods for oscillation monitoring,

identification, classification, and control for a modern power grid is introduced and each

method is evaluated. The main conclusions are as follows.

• In the literature review chapter of this research work, various methods of identification

such as model-based identification and measurement-based identification of power sys-

tems have been explored. Different state-of-the-art control methods for low-frequency

oscillations in the power system to add damping to under-damped modes have also been

reviewed. Based on the literature review, measurement based identification methods

seem to have certain advantage over model based identification and to perform a real-

time environment control architecture, an LQR based dynamic control is considered

as a good option alongside measurement based identification method.

• In chapter 3 of this research work, a comparative study of different measurement-based

identification methods have been studied on two different test system to showcase the

scalability of the methods. All the methods have been implemented in a real-time

environment and based on the comparative analysis, the recursive subspace identifi-

cation method is more robust and efficient than other methods. Mode classification

methods have also been explored in this chapter. Based on the comparative analysis

in this chapter, subspace based identification methods are more advantageous than

other methods because of their robustness and noise prone nature. Recursive based

subspace identification is computationally more efficient than non-recursive method

and also more accurate.



• In chapter 4, a non-recursive based identification method has been applied to mea-

surement data from the power system and a dynamic control method has also been

developed to work alongside the identification method to add damping to the network.

The proposed methodology can select multiple generators based on identified modes to

add damping and control any sustained low-frequency oscillations. The stability margin

of the system can be improved by the proposed method as well as critical clearing time

can be improved by almost 30%. The proposed method is implemented in a real-time

environment. One disadvantage of using non-recursive identification method is that

it is computationally extensive; hence the choice of sampling time and data window

length is very limited while implementing the algorithm in real-time environment.

• In chapter 5, a novel framework for a recursive deterministic-stochastic subspace iden-

tification has been proposed which is more efficient than non-recursive identification

methods in terms of computational time as well as performs better in ring-down or am-

bient data environments. The control method can add 20% more damping to sustained

oscillatory modes than other most used methods. The recursive method is faster and

accurate than the non-recursive method.

• In chapter 6, a Lyapunov energy-based oscillation source location method has been

proposed and verified against dissipated energy flow algorithm on different test systems

and for different types of events. For a larger power system (e.g. IEEE 68 bus), the

proposed method performs better than DEF method. Also, the proposed method

is tested for a much larger power system and the results are accurate. However, if

measurement data is not available from every bus, the method can not pinpoint the

oscillation source location to a certain bus but the proposed method can locate the

area the oscillation source is located.

• In chapter 7, grid following and grid forming architecture of integrating inverter-based

resources to the existing grid have been explored and studied in terms of a battery
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energy storage system connected to a grid. Low-frequency oscillation due to inverter-

based resource connection to existing grid technology has also been studied. It has

been observed that integrating IBRs to existing grid through GFM architecture can

introduce low frequency oscillation which is identifiable through measurement based

identification methods. Controlling of such modes will be explored in future.

8.2 Future Work

• Future work includes improving the oscillation source location algorithm. Currently,

the proposed algorithm can identify source locations only when measurement data from

all buses in the system is available. In case of unavailable data from some buses and

especially the source, the proposed algorithm identifies nearby buses as the source.

Also, the proposed algorithm only works with measurement data. To identify the

generator controller type (Governor/Exciter) from where the oscillation originated,

model-based data should be used along with measurement data and this part of the

algorithm will be worked on in the future.

• Using measurement data and subspace identification techniques, developing a quan-

titative measurement-based dynamic flexibility index will be analyzed in the future.

This index will reflect how the system dynamics are affected by changing loading levels

at different locations in the grid and also by intermittent injections from renewable

energy sources.

• A dictionary-based approach will be explored for storing model-based state identifica-

tion of a larger power grid system including different types of generating unit control

methods based on this approach, the measurement-based identification method can

utilize the dictionary data to pinpoint the location of different states in the power

system.
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APPENDIX A: Identifying States

A.1 Generator Equations

With generator amortisseurs included. The assumption is that the model includes one

d-axis amortisseur and two q-axis amortisseurs.

Rotor Circuit equations:

˙ψfd =
ωoRfd

Ladu

Efd − ωoRfdifd (A.1)

˙ψ1d = −ωoR1di1d (A.2)

˙ψ1q = −ωoR1qi1q (A.3)

˙ψ2q = −ωoR2qi2q (A.4)

The rotor currents are given by:

ifd =
1

Lfd

(ψfd − ψad) (A.5)

i1d =
1

L1d

(ψ1d − ψad) (A.6)

i1q =
1

L1q

(ψ1q − ψaq) (A.7)



i2q =
1

L2q

(ψ2q − ψaq) (A.8)

The d-axis and q-axis mutual flux linkages are given by:

ψad = −Ladsid + Ladsifd + Ladsi1d

= L′′
ads

(
−id +

ψfd

Lfd

+
ψ1d

L1d

)
(A.9)

ψaq = L′′
aqs

(
−iq +

ψ1q

L1q

+
ψ2q

L2q

)
(A.10)

Where,

L′′
ads =

1
1

Lads
+ 1

Lfd
+ 1

L1d

(A.11)

L′′
aqs =

1
1

Laqs
+ 1

L1q
+ 1

L2q

(A.12)

The expressions for id and iq become,

iq =
XTqEqN −RTEdN

D
(A.13)

id =
RTEqN +XTdEdN

D
(A.14)

Where,
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EdN = E ′′
d + EBsinδ

EqN = E ′′
q + EBcosδ

E ′′
d = ω̄L′′

ads

(
ψ1q

L1q

+
ψ2q

L2q

)
E ′′

q = ω̄L′′
ads

(
ψfd

Lfd

+
ψ1d

L1d

)
XTd = XE + ω̄(L′′

ads + Ll)

= XE +X ′′
ds

XTq = XE + ω̄(L′′
aqs + Ll)

= XE +X ′′
qs

RT = Ra +RE

D = R2
T +XTdXTq (A.15)

Expressing equations (24) to (26) in terms of perturbed values, we get,

∆id = m1∆d+m2∆ψfd +m3∆ψ1d +m4∆ψ1q +m5∆ψ2q

∆iq = n1∆d+ n2∆ψfd + n3∆ψ1d + n4∆ψ1q + n5∆ψ2q (A.16)

Where,
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m1 =
EB

D
(XTqsinδo −RT cosδo)

m2 =
XTq

D

L′′
ads

Lfd

m3 =
XTq

D

L′′
ads

L1d

m4 = −RT

D

L′′
aqs

L1q

m5 = −RT

D

L′′
aqs

L2q

n1 =
EB

D
(RT sinδo −XTdcosδo)

n2 =
RT

D

L′′
ads

Lfd

n3 =
RT

D

L′′
ads

L1d

n4 =
XTd

D

L′′
aqs

L1q

n5 =
XTd

D

L′′
aqs

L2q

(A.17)

The expressions for ∆ψad and ∆ψaq are given by,

∆ψad = (−m1L
′′
ads)∆δ + L′′

ads

(
1

Lfd

−m2

)
∆ψfd

+L′′
ads

(
1

L1d

−m3

)
∆ψ1d + (−m4L

′′
ads)∆ψ1q + (−m5L

′′
ads)∆ψ2q (A.18)

∆ψaq = (−n1L
′′
aqs)∆δ + (−n2L

′′
aqs)∆ψfd + (−n3L

′′
aqs)∆ψ1d

+L′′
aqs

(
1

L1q

− n4

)
∆ψ1q + L′′

aqs

(
1

L2q

− n5

)
∆ψ2q (A.19)

The expression for ∆Te is given by,
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∆Te = ψadO∆iq + iqO∆ψad − ψaqO∆id + idO∆ψaq

= K1∆δ +K2∆ψfd +K21∆ψ1d +K22∆ψ1q +K23∆ψ2q (A.20)

Where,

K1 = n1(ψadO + L′′
aqsidO)−m1(ψaqO + L′′

adsiqO)

K2 = n2(ψadO + L′′
aqsidO)−m2(ψaqO + L′′

adsiqO) +
L′′
ads

Lfd

iqO

K3 = n3(ψadO + L′′
aqsidO)−m3(ψaqO + L′′

adsiqO) +
L′′
ads

L1d

iqO

K4 = n4(ψadO + L′′
aqsidO)−m4(ψaqO + L′′

adsiqO) +
L′′
aqs

L1q

idO

K5 = n5(ψadO + L′′
aqsidO)−m5(ψaqO + L′′

adsiqO) +
L′′
aqs

L2q

idO (A.21)

Now,

˙∆ωr =
1

2H
[∆Tm −∆Te −KD∆ωr]

=
1

2H
[∆Tm −K1∆δ −K2∆ψfd −K21∆ψ1d

−K22∆ψ1q −K23∆ψ2q −KD∆ωr subappendix

= a11∆ωr + a12∆δ + a13∆ψfd + a14∆ψ1d

+a15∆ψ1q + a16∆ψ2q + b11∆Tm (A.22)

Where,
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a11 = −KD

2H

a12 = −K1

2H

a13 = −K2

2H

a14 = −K21

2H

a15 = −K22

2H

a16 = −K23

2H

b11 = − 1

2H
(A.23)

And,

∆̇δ = a21∆ωr (A.24)

Where,

a21 = ω0 = 2πf0 (A.25)

Now,

˙∆ψfd = a31∆ωr + a32∆δ + a33∆ψfd + a34∆ψ1d

+a35∆ψ1q + a36∆ψ2q + b32∆efd (A.26)

Where,
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a31 = 0

a32 = −ω0Rfd

Lfd

m1L
′′
ads

a33 = −ω0Rfd

Lfd

(
1− L′′

ads

Lfd

+m2L
′′
ads

)
a34 = −ω0Rfd

Lfd

(
m3L

′′
ads −

L′′
ads

Lfd

)
a35 = −ω0Rfd

Lfd

m4L
′′
ads

a36 = −ω0Rfd

Lfd

m5L
′′
ads

b32 =
ω0Rfd

Ladu

(A.27)

Similarly,

˙∆ψ1d = −ω0R1d∆i1d

= a41∆ωr + a42∆δ + a43∆ψfd + a44∆ψ1d

+a45∆ψ1q + a46∆ψ2q (A.28)

Where,
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a41 = 0

a42 = −ω0R1d

L1d

m1L
′′
ads

a43 = −ω0R1d

L1d

(
m2L

′′
ads −

L′′
ads

Lfd

)
a44 = −ω0R1d

L1d

(
1− L′′

ads

Lfd

+m3L
′′
ads

)
a45 = −ω0R1d

L1d

m4L
′′
ads

a46 = −ω0R1d

L1d

m5L
′′
ads (A.29)

For q-axis,

˙∆ψ1q = −ω0R1q∆i1q

= a51∆ωr + a52∆δ + a53∆ψfd + a54∆ψ1d

+a55∆ψ1q + a56∆ψ2q (A.30)

Where,

199



a51 = 0

a52 = −ω0R1q

L1q

n1L
′′
aqs

a53 = −ω0R1q

L1q

n2L
′′
aqs

a54 = −ω0R1q

L1q

n3L
′′
aqs

a55 = −ω0R1q

L1q

(
1−

L′′
aqs

L1q

+ n4L
′′
aqs

)
a56 = −ω0R1q

L1q

(
n5L

′′
aqs −

L′′
aqs

L2q

)
(A.31)

And,

˙∆ψ2q = −ω0R2q∆i2q

= a61∆ωr + a62∆δ + a63∆ψfd + a64∆ψ1d

+a65∆ψ1q + a66∆ψ2q (A.32)

Where,
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a61 = 0

a62 = −ω0R2q

L2q

n1L
′′
aqs

a63 = −ω0R2q

L2q

n2L
′′
aqs

a64 = −ω0R2q

L2q

n3L
′′
aqs

a65 = −ω0R2q

L2q

(
n4L

′′
aqs −

L′′
aqs

L1q

)
a66 = −ω0R2q

L2q

(
1−

L′′
aqs

L2q

+ n5L
′′
aqs

)
) (A.33)

The complete state equation is given by,

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∆ω̇r

∆δ̇

∆ ˙ψfd

∆ ˙ψ1d

∆ ˙ψ1q

∆ ˙ψ2q

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a11 a12 a13 a14 a15 a16

a21 0 0 0 0 0

0 a32 a33 a34 a35 a36

0 a42 a43 a44 a45 a46

0 a52 a53 a54 a55 a56

0 a62 a63 a64 a65 a66

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∆ωr

∆δ

∆ψfd

∆ψ1d

∆ψ1q

∆ψ2q

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

+

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

b11 0

0 0

0 b32

0 0

0 0

0 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
∆Tm

∆Efd

∣∣∣∣∣∣∣ (A.34)
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A.2 Generator Equation Part II

All the generators of the power system are represented using the sub-transient models

with four equivalent rotor coils. The mechanical torques to the generators are considered as

constant inputs.

dδi
dt

= ωB(ωi − ωs) = ωBSmi (A.35)

2Hi
dSmi

dt
= (Tmi − Tei)−DiSmi (A.36)

Where,

Tei = E ′
diIdi

(X ′′
qi −Xlsi)

(X ′
qi −Xlsi)

+ E ′
qiIqi

(X ′′
di −Xlsi)

(X ′
di −Xlsi)

− IdiIqi

(X ′′
di −X ′′

qi) + ψ1diIqi
(X ′

di −X ′′
di)

(X ′
di −Xlsi)

− ψ2qiIdi
(X ′

qi −X ′′
qi)

(X ′
qi −Xlsi)

(A.37)

and,

Iqi + jIdi =
1

Rai + jX ′′
di

(
E ′

qi

(X ′′
di −Xlsi)

(X ′
di −Xlsi)

+ψ1di
(X ′

di −X ′′
di)

(X ′
di −Xlsi)

− Vqi + j

[
E ′

di

(X ′′
qi −Xlsi)

(X ′
qi −Xlsi)

+ψ2qi

(X ′
qi −X ′′

qi)

(X ′
qi −Xlsi)

− Vdi + E ′
dci

])
(A.38)

and,

Tci
dE ′

dci

dt
= Iqi(X

′′
di −X ′′

qi)− E ′
dci (A.39)
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The other differential equations are:

T ′
q0i

dE ′
di

dt
= −E ′

di + (Xqi −X ′
qi)

(
− Iqi +

(X ′
qi −X ′′

qi)

(X ′
qi −Xlsi)2[

(X ′
qi −Xlsi)Iqi − E ′

di − ψ2qi

])
(A.40)

T ′
d0i

dE ′
qi

dt
= Efdi − E ′

qi + (Xdi −X ′
di)

(
Idi +

(X ′
di −X ′′

di)

(X ′
di −Xlsi)2[

ψ1di − (X ′
di −Xlsi)Idi − E ′

qi

])
(A.41)

T ′′
d0i

dψ1di

dt
= E ′

qi + (X ′
di −Xlsi)Idi − ψ1di (A.42)

T ′′
q0i

dψ2qi

dt
= −E ′

di + (X ′
qi −Xlsi)Iqi − ψ2qi (A.43)

Here,

The subscript i in the above equations refers to the ith generator

δ is the rotor angle in radians

ωB is the rotor baase angular speed in radians per second

ω is rotor angular velocity

ωs is the synchronous angular velocity

Sm is the slip

H is the inertia constant in seconds

Tm is the mechanical torque

Te is the electrical torque

D is the machine rotor damping
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E ′
d is the transient emf due to flux linkage in q-axis damper coil

E ′
q is the transient emf due to field flux linkages

ψ1d and ψ2q are the sub-transient emfs due to d-axis and q-axis damper coils

Efd is the field excitation voltage

E ′
dc is the transient emf across the dummy rotor coil

Id and Iq are the d-axis and q-axis components of the stator current respectively

Vd and Vq are the d-axis and q-axis components of the stator terminal voltage respectively

Xd, X ′
d and X ′′

d are synchronous, transient and sub-transient reactances along the d-axis

respectively

Similarly, Xq, X ′
q and X ′′

q are synchronous, transient and sub-transient reactances along the

q-axis respectively

Ra is the armature resistance

Xls is the armature leakage reactance

T ′
d0 and T ′′

d0 are d-axis open circuit transient and sub-transient time constants in seconds

Similarly, T ′
q0 and T ′′

q0 are q-axis open circuit transient and sub-transient time constants in

seconds

Finally, Tc is time constant for dummy rotor coil

A.3 Excitation Systems (AVR)

Two types of automatic voltage regulators (AVR) are used for excitation of the generators.

They are IEEE standard DC exciter (DC4B) and the second type is the standard static

exciter (ST1A). The differential equations for IEEE-DC4B excitation system are following:

Tfd
dEfd

dt
= Va − (KeEfd + EfdAexe

BexEfd) (A.44)

Where, Efdmin ≤ Va ≤ Efdmax

Tr
dVr
dt

= Vt − Vr (A.45)
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Tf
dVf
dt

= Efd − Vf (A.46)

Ta
dVa
dt

= KaVPID − Va (A.47)

Where, Efdmin/Ka ≤ VPID ≤ Efdmax/Ka

VPID =

(
Vref − Vr −

Kf

Tf
[Efd − Vf ]

)
[
Kp +

Ki

s
+

sKd

sTd + 1

]
(A.48)

The following equations are for IEEE-ST1A excitation system:

Efd = KA(Vref − Vr) (A.49)

where, Where, Efdmin ≤ Efd ≤ Efdmax

and,

Tr
dVr
dt

= Vt − Vr (A.50)

Here,

Efd is the field excitation voltage

Ke is the exciter gain, Kf is the stabilizer gain and Ka is the dc regulator gain

Tfd is the exciter time constant, Tr is the input filter time constant, Tf is the stabilizer time

constant and Ta is the regulator time constant

Va is the regulator emf, Vr is the input filter emf and Vf is the stabilizer emf

Aex and Bex are the saturation constants

Kp, Ki, K − d and T − d are the PID-controller parameters

Vref is the reference voltage and VPID is the PID controller voltage
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KA is the static regulator gain

The states for the generators with IEEE-DC4B excitation systems are:

x =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Sm

δ

E ′
d

E ′
q

ψ1d

ψ2q

Efd

Vr

Vf

Va

Vkd

Vki

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(A.51)

The states for the generators with IEEE-ST1A excitation systems are:

x =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Sm

δ

E ′
d

E ′
q

ψ1d

ψ2q

Efd

Vr

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(A.52)

Input matrix u is:
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u =

∣∣∣∣Tm∣∣∣∣ (A.53)

Output matrix is:

y =

∣∣∣∣Sm

∣∣∣∣ (A.54)

A.4 Mapping states between two methods

Dynamic data and parameters are collected for different parts of the power system for

model based methods. By performing power flow algorithm, initial states can be obtained.

Then by solving linearized algebraic differential equation, a small signal stability analysis

is performed and the system matrix can be achieved. Then by applying SVD, a reduced

order model can be found. This system matrix is stored as the states are known for this

matrix. Through measurement based method a reduced order matrix of similar order can be

calculated. Then a transformation matrix method can be used to transform measurement

based state space matrix to match with the model based method and the states of the

measurement based method identification can be mapped. Fig. A.1 shows the overall method

and also Section 5.3.3 of this work explains the transformation procedure.
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Fig. A.1: Mapping states from model based method and measurement based methods
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