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ABSTRACT

SUBHAM KUMAR SAH. Interactive Topic Guided Thematic Analysis for Social Media Data

(Under the direction of PROF. ERIC SAUDA)

Social media plays a significant role in modern-day information dissemination, owing to its

ubiquity and ease of sharing. There has been an increased focus on analyzing topics frequently

occurring in social media.

We refer to social media as a platform that encompasses all media types through which user

groups engage in dispersed, networked, and parallel information production, sharing, and

augmentation activities. The most well-known examples include blogs, discussion forums, and

Twitter (brief text messages) (commentary and discourse). Users can create interest groups or

other forms of connections using these services, giving birth to relationship qualities in addition

to content (for example, leader/follower connections on Twitter). Over a billion people use social

media now to interact, produce, and share information, ideas, and insights after it first gained

popularity among a small group of enthusiasts. Because of the diversity and openness of its

numerous cultural venues, online social spaces are becoming acknowledged as significant areas

for qualitative social science research. Novel commercial, scholarly, and governmental

applications that evaluate "these datas" in order to learn new things and make better decisions

have resulted from this. Customer interactions, the financial market, demographics, etc. are a few

examples. Users create material in the social media space in a variety of formats, including

geographical data, text, photos, videos, and photographs. This information may be used for a

variety of things, such as by businesses to streamline operations, by policymakers to spot trends

in public opinion, and by public health officials to track the spread of infectious diseases or

organize relief efforts in the wake of a natural catastrophe. Along with other scholars, social and

political scientists investigate social media as a cultural mirror.

Leveraging social media data, however, comes with a lot of difficulties. It is typically sent in

high-frequency streams and has a big volume. The data is also multimodal, frequently unclear in

substance, and heavily reliant on context and user. Communication patterns within and across the

various social media platforms very quickly. The goal for the thesis is to address this challenge

by demonstrating the value of a ‘visual analytic’ approach to capturing and exploring the

qualitative and subjective facets of Social Media data as a socio-technical research clustering.
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CHAPTER 1: INTRODUCTION

Social media plays a significant role in modern-day information dissemination, owing to its

ubiquity and ease of sharing. There has been an increased focus on analyzing topics frequently

occurring in social media. Interpretive researchers develop information from text corpora by

manually collecting documents, applying codes, refining and collating codes into categories, and

refining and collating codes into categories until relevant patterns emerge. Machine learning

might assist scale this data gathering and analysis given a big corpus, but previous research

reveals that professionals are usually worried about algorithms possibly disrupting or driving

interpretative scholarship. Scholastic, which integrates a machine-in-the-loop clustering

algorithm to scaffold interpretive text analysis, is built using a human-centered design approach

to address concerns about machine-assisted interpretive research. When a researcher applies and

refines codes to texts, the resulting coding schema serves as structured metadata, constraining

hierarchical documents and word clusters derived from the corpus. Interactive representations of

these clusters can assist academics in selectively sampling papers to get deeper insights. through

interactive topic modeling and document grouping, human-centered algorithm design and

visualizations using familiar metaphors may enhance inductive and interpretative research

approaches. Since the emergence of "Big Data" research a few years ago, social media analytics

has started to amass studies using social media as a source and instrument for study efforts. Yet,

the creation of techniques for dealing with this sort of data has received very little attention,

Even while this is becoming more widely acknowledged, using such data to analyze what it has

to say about social life presents significant methodological hurdles. Social networking sites offer

a type of user-generated data that can be uninvited and unscripted and that is frequently

conveyed in several ways (i.e. through combinations of text, hyperlinks, images, videos, etc.).

Therefore, it's crucial to take into account the difficulties that this data presents for researchers in

terms of making them suitable for analysis and in figuring out the kinds of research issues that

such data may usefully address[1]. To help users with social media data analysis, Social media is

a massive social networking site tuned towards fast communication. More than 140 million

active users publish over 400 million 140- character “Tweets” every day[2]. Twitter has become

a vital communication tool for people from various fields because of its speed and simplicity of

dissemination. Twitter has been heavily involved in socio-political events, such as forecasting

election results and people's hesitation to get the COVID vaccination[3, p. 19]. During

https://www.zotero.org/google-docs/?TNoqdL
https://www.zotero.org/google-docs/?vsTECm
https://www.zotero.org/google-docs/?vaug2Z
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significant natural disasters, Twitter has also been used to disseminate damage updates and

information on disaster preparedness. The purpose of this thesis was to create a visual analytics

online application that applies interactive visualization and computational knowledge discovery

to social media data. The right balance is a collaborative approach, where automatic mechanisms

assist humans in extracting and interpreting useful information. There is a scope for an

Interactive Data Analysis tool as an iterative and interactive process that applies computational

methods to understand data, refine questions, and cycle through the steps.
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CHAPTER 2: BACKGROUND & LITERATURE REVIEW

It is observed that researchers who are interested in social media are mainly interested in

performing a few main analysis tasks that include topic modeling, sentiment analysis, Emotion

analysis, Hashtag analysis, and hate speech analysis. Topic modeling is a method for finding the

main theme that includes a large and unstructured collection of documents that can arrange a

dataset in accordance with the themes found in it. Topic modeling algorithms can be applied to

large numbers of documents and can be adapted to various types of data, among applications,

topic modeling has been used to find patterns in genetic data, and social networks[4]. Twitter is a

well-known platform for microblogging where users may post status updates (called "tweets").

These tweets are filled with several examples of how people express their likes and dislikes as

well as their contributions to various issues. Systems created by Sentiment Analysis aim to

recognize and extract opinions from text[5]. Sometimes only sentiment analysis does not do the

justice for the analysis task and in some cases, sentiment analysis is insufficient, necessitating

emotion detection, which precisely ascertains a person's emotional/mental state. The degrees of

sentiment analysis, different emotion models, and the method of sentiment analysis and emotion

detection from the text are all explained in this review study[6]. Hashtags are a

community-driven Twitter standard for providing tweets with more context and metadata. By

simply prefixing a word or phrase with a hash symbol, such as "#hashtag," they are naturally

formed by Twitter users as a tool to classify messages and highlight issues. The widespread

usage of hashtags enhances Twitter's expressiveness and popularity among users. This study

showed how sentiment analysis and hashtag analysis on Twitter have a lot of promise[7]. Also,

there is many threat and hate speech components on social media and many times hate speech

and threats are not controlled on social media for example on Twitter many times users post hate

speech and it is important to analyze and observe them. Also a key component of linguistic and

https://www.zotero.org/google-docs/?FmKzxC
https://www.zotero.org/google-docs/?s7Ssod
https://www.zotero.org/google-docs/?qKbjkO
https://www.zotero.org/google-docs/?D2Zzfn
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legal threat assessment frameworks, but one that Twitter's Violent Threats policy mostly ignores,

is how people interpret and respond to a tweet[8].

https://www.zotero.org/google-docs/?4pZgpG
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CHAPTER 3: IMPLEMENTATION

3.1 First Prototype

It was found that there is lots of interest in leveraging social media data for research in social

science, urban planning, epidemiology, and other fields, but most researchers lack the

programming skills necessary to use existing NLP toolkits. There is a scope of Interactive Data

Analysis tools as an iterative and interactive process that applies computational methods to

understand data, refine questions, and cycle through the steps. To start with the application the

first prototype was designed to do several analysis tasks like:

● Sentiment analysis and other text classification tasks

● Topic Modelling

● Hashtag Analysis

● Emotion Analysis

● Hate Speech Analysis

And there are several Existing Python libraries for data analysis and natural language processing

Transformers, SpaCy, Stanza, Flair, NLTK, etc. which were used to design and develop the App.

The first prototype that was designed could only do Sentiment Analysis and Topic Modelling.

The very first prototype was designed in such a way that users could bring the dataset and once

the data is uploaded users can explore the dataset and understand what analysis tasks need to be

performed, and perform Sentiment Analysis and Topic Modelling as shown in fig1.
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Fig1: Shows the user journey of first prototype

Then for the Second prototype few more analysis tasks were added like hate speech, Emotion

and Hashtag Analysis.And for the second prototype it was also further developed to help

Researchers to download the results of the analysis tasks as shown in fig2.

Fig2: Shows the user journey of Second prototype

And for the Third prototype some explainability tasks were added to help researchers build some

confidence on the pre-trained deep learning models used in the backend of the Application and
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pivot table feature was also added so that users could merge to or more analysis tasks if

necessary for the users analysis as shown in fig3.

Fig3: Shows the user journey of Third prototype

Below is the image showing the screenshot of the web app developed as shown in fig4.

Fig4: Shows the Final Prototype Developed for Interviews
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After the development of the application we interviewed several participants to understand the

requirement and see if there are further modifications needed in the application.

3.2 Evaluation of the application

Evaluation of the application was done in an interview study with four interpretive researchers.

The study was divided into three phases: an overview of the objectives, a think-aloud analysis,

and a follow-up interview to gather more input. All participants have experience with text-based

interpretative research and have written about it. The data sampling and sensemaking loops of

qualitative analysis are both integrated with a constraint-based interactive ML algorithm. Our

design decisions were based on the idea that a successful tool for human-AI collaboration should

be able to: 1) adding human input during data sampling and sensemaking, and 2) incorporating

human inputs.

First, a short introduction was presented outlining the intention to investigate the ways in which a

social scientist may utilize the application to study a sizable corpus in order to get input on its

design. Then, get basic demographic data and informed consent for participation. Questions

asked to the participants are added in (Appendix). Also, The following script served as an

introduction to the researchers and a pertinent research question:

“We are seeking participants for a study examining the Social Media data analysis and

Exploration tool. And your expertise in the social science & data analysis domain will be of great

help in understanding the usability and development of the App. Participants are mainly from the

social science and data analyst domain, and prior programming and coding experience are not

required. If interested, participation would involve using a web-based application. In the analysis
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tasks, participants will go through the application to analyze the social media data. While

performing the tasks, the performance will be recorded. The study will be conducted remotely.

We will ask you to explore the application based on your understanding of the social media

questions, which include questions about demographics. Based on your question which you may

have about the insights on social media data, you can explore the application and see if you can

get useful information from the data. After your exploration, we will be interviewing you. The

interview will be recorded and will be divided into two parts. The first part focuses on

background information, while the second part focuses on the usability of the app. Both parts of

the interview will be conducted in one session which should take from 35 to 45 minutes. ”

3.3 Results from the Interviews

After doing the interview with the participants I found that users wanted to search topics with

their own keywords.

● Users were more interested in qualitative analysis.

● Users wanted to see the tweets in clusters and wanted to understand what makes them fall

into a particular topic/cluster.

● One of the users wanted to understand the political polarization and is the reason the

research now has to move forward to thematic analysis, because each user might have

their own set of research questions.

● Also understand that users wanted to sample the dataset on different themes.
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3.4 Literature Review: Thematic Analysis

What is thematic Analysis?

Thematic Analysis is a method for identifying and analyzing patterns in qualitative data. Since

first being named as an approach in the 1970s [9], a number of different versions of thematic

analysis have been proposed within psychology[10]. Thematic Analysis can be applied within a

range of theoretical frameworks, from essentialist to constructionist; thematic discourse analysis.

Thematic Analysis can be used to analyze communications such as letters, memoranda, reports,

or social media texts to identify the intentions of the communicators, to reveal the focus of the

individual, communal, institutional, or societal attention, to describe trends in communication

content and to examine attitudes, interests, and values.

Thematic Analysis is widely used in a range of research interests and theoretical perspectives and

is useful because:

● It works with a wide range of research questions, from those about people’s

experiences or understandings to those about the representation and construction

of particular phenomena in particular contexts.

● It can be used to analyze different types of data, from secondary sources such as

media or transcripts of interviews.

● It works with large or small data sets.

● It can be applied to produce data-driven analyses.

There are six phases of thematic analysis as per [11].
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1. Familiarization with the data: is common to all forms of qualitative analysis – the researcher

must immerse themselves in, and become intimately familiar with, their data; reading and

re-reading the data (and listening to audio-recorded data at least once, if relevant) and noting any

initial analytic observations.

2. Coding: Also a common element of many approaches to qualitative analysis, this involves

generating pithy labels for important features of the data relevant to the (broad) research question

guiding the analysis. Coding is not simply a method of data reduction, it is also an analytic

process, so codes capture both a semantic and conceptual reading of the data. The researcher

codes every data item and ends this phase by collating all their codes and relevant data extracts.

3. Searching for themes: A theme is a coherent and meaningful pattern in the data relevant to the

research question. If codes are the bricks and tiles in a brick-and-tile house, then themes are the

walls and roof panels. Searching for themes is a bit like coding your codes to identify similarities

in the data. This ‘searching’ is an active process; themes are not hidden in the data waiting to be

discovered by the researcher, rather the researcher constructs themes. The researcher ends this

phase by collating all the coded data relevant to each theme.

4. Reviewing themes: Involves checking that the themes ‘work’ in relation to both the coded

extracts and the full data set. The researcher should reflect on whether the themes tell a

convincing and compelling story about the data, and begin to define the nature of each individual

theme, and the relationship between the themes. It may be necessary to collapse two themes

together or to split a theme into two or more themes, or discard the candidate themes altogether

and begin again the process of theme development.
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5. Defining and naming themes: Requires the researcher to conduct and write a detailed analysis

of each theme (the researcher should ask ‘what story does this theme tell?’ and ‘how does this

theme fit into the overall story about the data?’), identifying the ‘essence’ of each theme and

constructing a concise, punchy, and informative name for each theme.

Why thematic analysis?

Because understanding human discourse is important ( give examples of why) and requires

in-depth qualitative analysis ( give examples of good thematic analysis).The problem is that for

social media and other large datasets, the data is too large so it's impossible for people to read

everything. So an app that uses topic modeling and clustering of text or images to enable

thematic analysis (cite topic-guided thematic analysis).

A few of the examples of thematic analysis that required in-depth qualitative analysis on social

media are

1. Paper on “Examining consumer behavior in the UK Energy sector through the

sentimental and thematic analysis of tweets”[11]: Consumer engagement with brands on social

media has been empirically proven. However, little is known about consumers' natural behavior

on social media, as literature on this topic is still in the early stage of its evolution. Accordingly,

this study aims to investigate and understand the group interactions of consumer behavior, with a

specific focus on tweets within the UK energy sector. This paper draws on social capital theory

to investigate how UK consumers engage with their suppliers, as well as the knowledge-sharing

capabilities of the Twitter community. The authors performed a qualitative insight into the

factors shaping consumers' behavior as they engage with brands on social media. A thematic

model emerges in the form of an interrelated conceptual theory comprising three stakeholders,
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the key relationships between them, and their natural behaviors and offers a contemporary,

essential, and interconnected understanding of consumer behavior online with a focus on the

energy sector.

2. Another paper by “Enmeshing the mundane and the political: Twitter,Ozge Ozduzen

LGBTI+ outing and macro-political polarization in Turkey''[12] did a thematic analysis of

data collected from Twitter.She collected data collected on Twitter through hashtags and

mentions, first overviewed the Tweets in Excel to grasp the broader picture, employing content

analysis. She then coded a total of 10,030 Tweets for the purposes of content analysis in relation

to sentiments towards LGBT+ identity and women to capture hate speech and solidarity for the

individuals or the communities in question.

For our textual analysis(Thematic Analysis), she then used Nvivo with the following keywords

Turk, morality, twisted, disgusting, pervert/perverted, Pride, marauder, terror, homeland, and go

in order to code the data. She grouped Tweets with #Intizar hashtags and mentions them in four

clusters: national identity, religion, political orientation, and sexual orientation (see Table 1).

This allowed her to depict how Tweets sustain the dimensions of macro-political polarization

inherent in Turkish society.

mailto:o.ozduzen@sheffield.ac.uk
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Fig5: Shows the Themes developed for paper Enmeshing

3. An example of thematic analysis is from the paper “‘Refugees are not welcome’: Digital

racism, online placemaking and the evolving categorization of Syrians in Turkey”[13]

where she argues that digital publics unleash and bolster everyday racism,Ozge Ozduzen

creating an unregulated space where anonymity and ubiquity enable the dissemination of racist

messages. By creating broader visibility and wider reach of racist texts and facilitating more

participation for racists, social media platforms such as Twitter normalize the gendered and

place-based racialization of refugees. In this article, she identifies the common patterns and

sentiments on the texts disseminated by actors on Twitter within meso-level social structures. To

facilitate a thematic analysis, she used Excel to count and color code related words such as sexist

swear words and words for location and place.

For her research work, she also argues that computational algorithms are incapable of reading

data precisely the same way humans do. Computer-coding methods can efficiently deal with

large data, but they have also been criticized for their ability to understand the subtle latent

meanings of opinions expressed.

mailto:o.ozduzen@sheffield.ac.uk
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4. Another example of thematic analysis of by the authors of the paper “I Will Not Drink With

You Today: A Topic-Guided Thematic Analysis of Addiction Recovery on Reddit”[14]: To

perform our thematic analysis, authors first collected Reddit data from 2014 to 2017 for

#stopdrinking and #OpiatesRecovery. then developed LDA topic models for each subreddit by

iteratively cleaning, building, and evaluating the generated models, which produced purposive

samples made up of keywords and threads for each topic. And finally performed the core of the

thematic analysis by iteratively identifying codes, developing themes, and reviewing themes with

the topics, keywords, and threads from LDA model.

Authors based thematic analysis on the 6 phases described by[11]. The familiarization phase

occurred as part of the LDA topic modeling. Using what was learned from familiarization,

Author then worked with the purposive samples to identify codes and to develop and review

themes. Author would read each thread in its original context on Reddit to understand what

data-driven codes were present then iteratively compared the threads and codes to develop

themes.

Threads could contain multiple codes, codes could contribute to multiple themes, and thus

threads could also contribute to multiple themes. Authors gathered supporting quotations for

each theme from multiple threads that contributed supporting codes. Finally, the authors would

review the themes by looking at additional threads from each subreddit to confirm that they were

present and come to agreement that the themes fit the data.
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Fig6: Shows the Themes developed for paper I Will Not Drink With You today.

Looking at different examples one can conclude that performing Thematic analysis is a very

manual and time-consuming process, so to help the researchers in topic-guided thematic analysis

and so that they also would not have to manually annotate or define themes and save their time.

And, also to understand the thematic analysis process, interviews with the researchers from the

social science domain were recruited and asked about how they would perform thematic analysis

and asked about the flow diagram and user journey.

3.5 Researchers' Interview and User Journey

After the interview with the researchers from the social science to understand how they would

perform thematic analysis on dataset they were provided, in this case they were provided with
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the dataset from Twitter that has #blacklivesmatter,#vaccine hesitancy,and  major steps that

should be taken into consideration for the implementation were:

● They look for the effects present in the dataset.

● They try to find the motivation language present in the dataset.

● They use topic topic modelling to get a data driven sense of the whole dataset.

● They would like to explore specific topics sometimes if they find a topic interesting.

● Go through the most representative of tweets and see what might be going on.

● Look at each of the topics and look at some of the representative data units. Download

the data units and rerun the analysis on the downloaded dataset.

● They would like to combine some of the topics if possible.

● How the conversation changes after certain events( e.g- put keywords and timeframe and

how the tweets have changed after some events).

So considering these steps user journey can be mapped in the following way:

Fig7: Final user Journey.
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3.6 Final Prototype

And then the application was developed to meet the user requirement for each of the steps.

1. User uploads the dataset.

Fig8: User uploads the dataset.

2. Once the dataset is uploaded they perform the topic modeling.
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Fig9: User performing the topic modeling.

3. User is interested in a topic with a particular keyword and they search for that with that

keyword.

Fig10: User search with keyword.
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4. Users click on that topic to see the tweets associated with that keyword.

Fig11: Tweets associated with that keyword.
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5. Users provide a label for that topic.

Fig12: User provided themes.

6. If users find that two topics are related to each other they provide that other topic a same

label or assign a theme to that topic and merge them together.
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Fig13: User merges themes.

7. Users add more themes by first exploring the topics and finding tweets that have similar

themes to each other.

Fig14: User adds themes to tweets.

8. Users can also explore to see what themes they have added.
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Fig15: User explores added themes.

9. Users can explore the dataset and search for the tweets and also explore the visualization

if needed.

Fig16: User explores visualization.
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CHAPTER 4 : RESULTS FROM THE STUDY

To evaluate the system, we interviewed experts from social science who focus on the problem of

theme generation and analysis, each who provided different feedback:

When we are dealing with a complex set of textual data, we need to pay attention to each of the

clusters/topics as well as the intentions of such producers of tweets/data. To better deal with this

issue, our interviewees recommended allowing them to make modifications on the systems

encoding. Our interviewees wanted to do the data cleaning process themselves. Define their own

stopwords or baggerwords. Interviewees found our application useful as it allows them to go

both top down and bottom up approach. They found topic modelling helped them in getting an

overall idea of what's in the dataset  helped them explore their research questions.
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CHAPTER 5 : DISCUSSION AND FUTURE WORKS

This research aimed to explore the potential of topic-guided thematic analysis with the help of an

interactive app. Presently this system only supports data generated from Twitter and we would

like to expand this application to all forms of textual information. This application also doesn’t

support doing the data cleaning and removal of stopwords if the user wants to add/remove

stopwords themselves or do the data cleaning. Presently this application works good for textual

information but doesn’t support any other forms of information, I would like to further expand

this application to support image data as well. Interviewees struggled at the beginning with how

to use the application where I had to explain to them what each function would do. I would like

to tackle this barrier so that the application is self-explanatory and explainable. I noted that this

tool does not aim to incorporate all of the coding features present in commercial tools like

Nvivo/taguette that primarily support code management.

If a user wishes to apply multiple codes to the same topic/tweets in this current implementation,

the tweets/topics must be segmented into unique keywords for each code to avoid overlapping

assignments. For assigning multiple codes to a single passage for approaches treating text data as

a bag-of-words input will require novel algorithmic support, unless the word tokens can be

separated according to additional metadata such as semantics and syntax. Visualization plays a

significant role in researchers' desire to use visualization for sampling data items. For example,

one of the users noted that the tree mapping after merging topics was not there in the App. Future

work will study how visual features emerging in cluster visualizations may play a role in learning

and memory for qualitative data.
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Even in the absence of explicit visual summaries, people were able to leverage, conceptualize

and remember the information contained within clusters and guide their exploration. Future work

will explore if this behavior has a limitation.
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CHAPTER 6 : CONCLUSION

This application explores the application of computational techniques to support qualitative

research. I tried to show how the complementary use of computational and qualitative

techniques, and the use of topic modeling could be used to purposively sample for thematic

analysis, and can yield insights into the types of discussions occurring in social media at scale,

and allow human researchers/social scientists to more deeply engage with those discussions.

I expect to see in depth integration of qualitative research and computing moving forward, and

I think this work can serve as one model of partnership between human and machine-guided

analysis techniques.
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APPENDIX:

Background information/questions?

1. What’s the user experience with the data analysis tools?

If they analyze social media data?

2. What are users’ experiences with using software applications for analyzing data?

3. How frequently do they use software applications for data analysis and how much time do

they usually spend on getting useful information out of the application?

4. A brief summary of what they understand about social media (Think aloud method)

Questions about the application

1. How was their experience navigating through the application, and are there any particular

challenges they faced?

2. Does the application allow the investigation of important questions participants may have?

a. Are there any additional analyses participants were looking for?

3. We would also ask the participants to compare it with the existing methods or tools

participants use currently for the exploratory data analysis.

a. Is it more extensive?

b. Does it allow for deeper investigation?
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4. We would like to hear from the participants if this application could be useful in their research

and how we could improve it to meet the needs of the participants.

5. We would ask participants how the visualization in the application affects their understanding

of the data?

6. How much of your data exploration/analysis/processing do you do locally (i.e. on your

computer or one you’re physically accessing) versus remotely (on AWS, CoLab, etc.)?

7. Do you work with someone who does the coding?


