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ABSTRACT

ALI ALMADAN. A User-Based Stance Analysis for Gauging Public Opinion with
Stance Detection in Twitter Data. (Under the direction of DR. MARY LOU

MAHER)

Stance detection in social media data has received attention in recent years as an

approach to determine the standpoint of users toward a target of interest, such as a

person or a topic included in Twitter data. Although interviewing, surveying, and

polling representative populations have long proven reliable methods for analyzing

public opinion, these methods suffer from various limitations, including high costs

and an inability to be collected retrospectively. On the other hand, detecting and an-

alyzing social media trends through natural language processing approaches, such as

text classification, offers a valuable alternative or complementary approach to gath-

ering, analyzing, monitoring, and understanding public opinion on emerging issues.

Existing stance detection and analysis studies use multiple methodologies and

strategies to determine and analyze the standpoint of Twitter users towards a target.

These techniques feature strengths and weaknesses, and the literature lacks studies

investigating the broad implications of using such methods for public stance measure-

ments. Understanding these implications is crucial to the validity, interpretation, and

replicability of research findings.

In this dissertation, we first introduce the concept of user-based stance analysis

and highlight the difference between user-based and tweet-based stance analyses. We

describe the relevance of user-based stance analysis to the measurement of public

opinion. We suggest that the stance of Twitter users, instead of the stance presented

in a tweet’s content, must be the core aspect of stance analysis for measuring public

opinion. Therefore, we claim that a user-based stance analysis is more aligned with the

concept of public opinion than a tweet-based stance analysis. Second, we compare the

results of measuring public opinion with tweet-based and user-based stance analyses
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from Twitter data and demonstrate that each produces statistically different results.

Third, we present findings that, while a tweet-based stance analysis is sensitive to the

presence of social bots, a user-based stance analysis provides a more robust measure

of public opinion with minimal impact from social bots. Fourth, we describe the

design and evaluation of StanceDash, a web-based dashboard that assists end users

measure, analyze, and monitor public opinion through a user-based stance analysis

of Twitter data.
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CHAPTER 1: INTRODUCTION

"The core advantage of data is that

it tells you something about the

world that you didn’t know before."

Hilary Mason

In recent years, the evolution of the Internet has made information easily and

widely accessible. Social media platforms in general and Twitter, in particular, are

fast-growing microblogging systems that have reshaped online communication and

how people connect to each other. With unrestricted access, such platforms have

enabled researchers to study a variety of phenomena and understand public opinion

and behavior from online posts as users share their thoughts and express their opin-

ion and viewpoints about different topics. On Twitter alone, there are more than

363 million active users and more than 10,000 tweets sent per second1. Due to the

large and overwhelming content on social media, computational tools were needed

to detect, analyze, visualize, and understand how people express their opinions on

social media. This includes discovering underlying discussion topics, analyzing emo-

tions [2, 3], and predicting real world outcomes [4, 5, 6]. There are several research

problems that emerged from text data from social media. Some of these research

problems are sentiment analysis (also known as opinion mining), emotion detection

and recognition, argument mining, sarcasm/irony detection, veracity detection, and

fake news detection.

One recent problem that has emerged recently from the valuable social media data is
1https://www.internetlivestats.com/twitter-statistics/
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stance detection. Stance detection is the problem of classifying the attitude expressed

toward a target of interest where the input is a text and the output is a stance label

[7]. Stance detection has different social and political applications, such as polling /

surveillance and rumor detection [8, 9, 10]. In addition, stance detection can be seen

as a method of understanding public opinion from Twitter data.

Public opinion plays a significant role in democratic societies. Generally speaking,

public opinion is the measure of the public’s viewpoint about a particular topic,

issue, party, or individual political figure. For example, public opinion can gauge the

attitude of the general public toward abortion legalization in the United States. One

of the early definitions of public opinion was the definition of Floyd H. Allport in

1937 [11]. In his article Toward a Science of Public Opinion, Allport describes public

opinion as follows:

The term public opinion is given its meaning with reference to a multi-

individual situation in which individuals are expressing themselves, or can

be called upon to express themselves, as favoring or supporting (or else

disfavoring and opposing) some definite condition, person, or proposal of

widespread importance, in such a proportion of number, intensity, and

constancy as to give rise to the probability of affecting action, directly or

indirectly, toward the object concerned.

In fact, public opinion is the backbone of a democratic society. Public opinion in-

forms decision making at both the individual and the government levels. At the

individual level, for example, public opinion determines which person gets elected.

At the government level, public opinion determines which policies are implemented

or discontinued.

Traditionally, interviews and surveys have been the most common instruments for

measuring public opinion. Although self-report through surveys and interviews is a
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well-known method in social and behavioral sciences, it suffers from major limita-

tions, such as sampling and social desirability biases. The limitations of self-report

methods could affect the validity of the measurements. In addition, these traditional

methods tend to be financially costly and time-consuming. These features of self-

report through surveys and interviews limit the extent to which the collected data

can inform about time trends. More importantly, data usually cannot be collected

retrospectively in a reliable manner using such instruments. In contrast, using stance

detection in widely accessible and available social media posts that convey opinions

about targets of interest can provide large amounts of public opinion data observed

over longer periods of time.

Many studies have focused on detecting the stance in Twitter data by training

and evaluating machine learning classifiers. In recent years, studies have shown the

impact of different classification approaches and the extraction of textual features on

improving the performance of stance detection [12, 13, 14]. However, studies in the

literature do not investigate the impact of critical methodological issues, decisions,

and alternatives on measuring public opinion with stance detection in Twitter data.

Rather than focusing solely on improving the performance of stance detection, we

examine how stance detection and analysis can be used effectively to measure public

opinion from Twitter data. Ultimately, the results in this dissertation provide a

methodology to apply stance detection in Twitter data to understand, analyze, and

monitor public opinion from Twitter data.

1.1 Research Motivation

Traditional measures of public opinion, such as scientific polls and interviews, have

been effective instruments for measuring public opinion. However, they suffer from

disadvantages and limitations. First, a traditional public opinion study requires the

recruitment of participants. By itself, the recruitment process can suffer from biases

such as sampling bias [15, 16]. Second, these measures are prone to self-report biases
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such as social desirability bias [17, 18], where respondents tend to provide responses

that are favorable to others [19]. Third, scientific polling and interviews have limited

scalability. Fourth, it is challenging to use traditional methods to gauge public opinion

as events emerge in real time. Finally, data from these traditional instruments cannot

be collected retrospectively. In general, traditional methods are human intensive. As

a result, they are expensive and time consuming.

The limitations of traditional methods for gauging public opinion and the progress

in stance detection research motivated the current research. The need to find alter-

natives that overcome the disadvantages and limitations is high. Compared to other

natural language processing tasks, such as sentiment analysis [20] and emotion detec-

tion [21], stance detection is the most related task to public opinion, by definition.

Using stance detection in Twitter data overcomes the limitations of surveys. How-

ever, the literature lacks studies that examine how stance detection can be used to

effectively measure public opinion. This dissertation proposes user-based stance anal-

ysis for robust measurement of public opinion from stance detection in Twitter data.

The research presented in this dissertation benefits the research in the computer and

social sciences fields.

1.2 Thesis Statement and Research Questions

Stance analysis is a way to measure public opinion with stance detection in Twitter

data. Although stance analysis can be either tweet-based or user-based, the literature

lacks studies that show how stance analysis can be effectively used to measure public

opinion from Twitter data. In this dissertation, we have the following thesis statement:

Thesis Statement: A user-based stance analysis to measure public opinion in Twit-

ter data produces more meaningful and statistically different results from a tweet-based

analysis, mitigates the impact of social bots, and helps to monitor and understand

changes in public opinion.

Broadly speaking, this research addresses the thesis by pursuing an answer to the
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general question: How can stance detection be used effectively to measure public

opinion from Twitter data? Our specific research questions are as follows:

• RQ1) How does the report of public opinion from Twitter data differ when

based on the analysis of tweet-based stance vs user-based stance in Twitter

data?

• RQ2) How does a user-based stance analysis mitigate the impact of social bots

on measured public opinion in Twitter data?

• RQ3) How does visualizing a user-based stance in a dashboard assist end users

monitor, analyze, and understand public opinion in Twitter data?

1.3 Contributions

This dissertation makes several contributions to the literature. There contributions

are:

1. We introduce the concept of user-based stance analysis to measure public opin-

ion with stance detection in Twitter data.

2. For the first time, we provide a comparison between two analysis methods of

using stance detection to measure public opinion from detection: tweet-based

and user-based stance analyses.

3. We examine the effectiveness of a user-based stance analysis in mitigating the

impact of social bots on measuring public opinion with stance detection in

Twitter data.

4. We introduce the design evaluation of a dashboard that is used to monitor and

analyze public opinion in Twitter data by employing a user-based stance analysis

and other Natural Language Processing techniques such as topic modeling.
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1.4 Dissertation Organization

This dissertation is organized as follows: Chapter 1 highlights the research problem,

motivation, and research questions. Chapter 2 provides a background and literature

review related to public opinion, public opinion in Twitter data, and bot manipulation

of public opinion in Twitter data. Chapter 3 describes the data collection. Chapter 4

presents a statistical comparison between tweet-based and user-based stance analysis

in Twitter data. Chapter 5 shows how a user-based stance analysis mitigates the

impact of social bots on measuring public opinion from Twitter data. Chapter 6 de-

scribes the design and evaluation of a web-based dashboard to measure, analyze, and

monitor public opinion in Twitter data. Finally, Chapter 7 outlines the limitations,

future work directions, and the conclusion.



CHAPTER 2: BACKGROUND ON PUBLIC OPINION AND STANCE

DETECTION

This chapter reviews the background for the current dissertation research. In par-

ticular, it discusses the background for public opinion, stance, and stance detection

in Twitter data.

2.1 Public Opinion

Broadly speaking, the concept of public opinion can be seen as any collection of in-

dividual opinions designated [22]. Over 100 years of scholars, journalists, statisticians,

and pollsters have transformed the understanding of collective opinion in areas such

as individual opinion formation, group opinions, elite influence on public opinion, the

connection of public opinion and government responsiveness, as well as issue-specific

opinion dynamics1.

Proper measurement of public opinion is a critical component in evaluations of

democratic responsiveness in public institutions. Advancements in survey techniques

and methodologies, as well as interviews with citizens, allowed for a wide-scale anal-

ysis of opinion formation, belief structures, and what influences opinion change. [24].

However, these more advanced techniques reinforced earlier theories that most indi-

vidual Americans were and remain fairly uninformed [25].

The scholarship in mass public opinion found that the macro level, or aggregation of

individuals, provided an informed, responsive public “mood” that would change over

time and in response to events [26]. Furthermore, government institutions respond

to these mood changes by adjusting the ideological intensity of the outcomes [27].

Although these initial studies look at aggregation in a single ideological space, and not
1See [23] for a detailed treatment.
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across issue dimensions, recent innovations have allowed for more naunced measures

of public mood across different issue areas that will greatly improve our understanding

of mass public opinion and government response [23].

Although the overwhelming majority of public opinion research uses traditional

survey techniques such as online polling, in-person interviews, and telephone banks,

the expansion of the use of social media by both the general public and officials allows

for a new avenue of research. Using social media platforms as a new mode to mea-

sure public preferences has become increasingly widely used in a variety of political

contexts. For example, [28] used Twitter during the German National Elections in

2009 to accurately predict party positions, public sentiment, and election results. In

one study [29], researchers used Twitter data to predict the Brexit election results

using nearly 23 million unique tweets. In another study [30], researchers used polling

from the 2016 US Presidential Election to validate Twitter opinion trends that detect

shifts in opinion earlier than traditional public opinion polling techniques.

2.2 Stance and Stance Detection

This section highlights background related to stance and stance detection. The

following subsections explain the concept of stance from a linguistic point of view,

stance detection and related NLP tasks, stance detection algorithms, and data.

2.2.1 Stance in Linguistics

From a linguistic perspective, there are a few definitions of stance in the literature.

An early definition of stance is the definition by Biber and Finegan in 1988 [31]. Biber

and Finegan define stance as follows:

Lexical and grammatical expression of attitudes, feeling, judgments, or

commitment concerning the proportional content of the message.

In this definition, Biber and Finegan outline three components of stance-taking: 1)

the attitude of a person, 2) the feelings and emotions of the person, and 3) the
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judgment of the person.

Another definition of stance is the definition proposed by Du Bois in 2007 [1]. In

the The Stance Triangle article, Du Bois defines a stance as follows:

A public act by a social actor, achieved dialogically through overt com-

municative means, of simultaneously evaluating objects, positioning sub-

jects (self and other), and aligning with other subjects, with respect to any

salient dimension of the sociocultural field.

In his definition, Du Bois outlines three pillars of stance-taking in discourse: eval-

uation, positioning, and alignment. As shown in Figure 2.1, someone (subject1)

evaluates an object, positions themselves and aligns with others (subject 2).

Figure 2.1: Du Bois Stance Triangle [1]

To illustrate the idea of the stance triangle, consider the following simple statement

that someone posted on Twitter in mid-2020:

I am sad that we do not have a vaccine for COVID-19 yet

In this simple statement, the speaker (subject 1) evaluates an object (vaccinations)

and positions himself regarding the object.
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It is clear from the definitions of stance [31, 1] that stance-taking is a complex

process that includes more than sentiment and emotions. Therefore, the stance of

a person toward a subject cannot be detected simply by detecting the emotion or

polarity in a text.

2.2.2 Stance Detection and Related NLP Tasks

Stance detection in social media data and in Twitter data, in particular, has re-

ceived considerable attention for the stance detection task over the past few years,

possibly due to the availability of the data. Stance detection is the problem of auto-

matically determining the standpoint expressed in a tweet toward a target of interest,

such as a person or an issue [32, 33]. Stance detection is also referred to as stance

identification [34], stance classification [35], and stance prediction [36, 37]. Although

the selection of the stance labels depends on the stance target, the commonly used

stance labels are favor, against, and neutral. The goal of stance detection is to identify

how a user positions themselves (explicitly or implicitly) with regard to a target, such

as a presidential candidate [38, 33, 32]. Moreover, stance detection can be performed

to determine the standpoint toward either a single target or multiple targets. Stance

detection in social media data has numerous applications, such as the detection of

fake news, public health surveillance, and information retrieval [33]. For example,

[39] used deep learning stance detection to detect fake news. The simplest form of

stance detection is single-target stance detection, which we can formulate as follows:

Stance(T, U |G) = {Favor, Against,Neutral} (2.1)

Where the input is a text T and user U, and given a target G, the user’s stance

can be assigned any of the labels Favor, Against, or Neutral [32].

The selection of the stance labels depends on the problem in the research. Although

researchers commonly use favor, against, and neutral labels in the literature, other
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researchers have used other labels. For example, the study by Gorrell et al. (2019)

[40] used the labels Support, Deny, Query, Comment to detect the stance of Twitter

users towards mental disorders. Other studies used the stance labels neither, none,

and unclear instead of neutral [41, 42, 43].

In recent years, various NLP tasks have been used to measure public opinion in

Twitter data. Some of these NLP tasks are sentiment analysis (also known as opinion

mining) [20], and emotion detection (also known as emotion recognition) [44]. Stance

detection is different from sentiment analysis, a natural language processing approach

that is used for opinion mining [20]. Sentiment analysis, in its most basic form, relies

on the polarity of the text in tweets to determine whether the text conveys positive,

negative or neutral sentiment. Sentiment analysis can be formulated as shown in

Equation 2.2.

Sentiment(T ) = {positive, negative, neutral} (2.2)

Where T is the text of the tweet.

Similarly, stance detection is different from emotion detection in textual data. Emo-

tion detection is a branch of analysis that deals with extracting the state of mind of

the user [45]. In fact, sentiment is defined as the effect of emotions [46]. As an exam-

ple, emotion detection can be formulated as follows for Ekman’s six basic emotions

[47]:

Emotion(T ) = {Happiness, Sadness, Fear,Disgust, Anger, Surprise} (2.3)

From Equations 2.1, 2.2, and 2.3, it is clear that stance detection, sentiment anal-

ysis, and emotion detection are distinct tasks. To illustrate the difference, Figure

2.2 shows the different results of sentiment analysis, emotion detection, and stance

detection on a sample tweet.
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Figure 2.2: An example to highlight the difference between sentiment analysis, emo-
tion detection, and stance detection

From the example in Figure 2.2, the three tasks provided different results. On the

one hand, sentiment analysis has determined that the sentiment of the text was neg-

ative, perhaps due to the presence of the words "sad" and "disappointed". Similarly,

for emotion detection, the emotion conveyed in the text is sadness, as the tweet user

explicitly stated that they were sad. On the other hand, it is clear that the Twitter

user who posted the tweet is in support of COVID-19 vaccination.

Although stance detection is more relevant to public opinion than sentiment analy-

sis and emotion detection, limited studies have used stance detection to measure pub-

lic opinion toward targets of interest. In one study, researchers used stance detection

in Twitter data to measure public opinion toward the Job Creation Bill in Indonesia

[48]. Another study by researchers investigated public opinion on e-cigarettes in In-

donesia [49]. In general, the literature lacks studies exploring how stance detection

can be used as a robust measure of public opinion in Twitter data.

2.2.3 Stance Detection Algorithms

There are several approaches and algorithms for stance detection in Twitter data.

The most common approach for stance detection in Twitter data leverages super-

vised machine learning to classify the stance into one of the stance categories. In a

traditional supervised learning approach, tweets are collected and then annotated by
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human annotators, and the data is used to train and test the classifier. Although the

size of the datasets used to train and test the classifier varies in the literature, the

size ranges from a few hundred tweets to tens of thousands of tweets. After human

annotators annotate the tweets, NLP preprocessing steps are applied to the tweets,

if necessary. Then, the annotated dataset is split into training and testing sets. Once

a classifier achieves high accuracy, it is applied to the data, and a stance analysis is

carried out. The general supervised stance detection steps are shown in Figure 2.3.

Figure 2.3: General supervised stance detection steps in the literature

In Step 1, data are collected from Twitter using selected keywords or hashtags (or

both). Once the data are collected, human annotators read and determine the stance

of the tweet (favor, against, or neutral), as shown in Step 2. Then, the annotated

tweets can be used to train, validate, and test a supervised machine learning text

classifier (Step 3). Once a classifier with reasonable performance is implemented,

it can be applied to new unseen tweets to detect the stance of the tweets (Step 4).

Finally, the stance labels can be used to analyze the stance toward an issue of interest

from Twitter data.

Stance detection can be either at the tweet level or at the user level. At the tweet

level, the content of the tweet is used to classify the stance of the tweet. On the

other hand, stance detection at the user level incorporates user-related features, such

as network interactions, to classify the user’s stance. To measure public opinion with
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stance detection from Twitter data, the stance of the Twitter user must be the center

of the analysis rather than the tweet. While most studies in stance detection per-

formed stance detection at the tweet level, a few studies followed a different direction

in detecting the stance at the user level. In one study [12], researchers showed that the

use of network features can improve the task of automatically detecting the stance

of Twitter users using a supervised classification approach. In another study [50],

researchers used an unsupervised learning approach to detect the stance of Twitter

users based only on a few of their tweets. However, one limitation of the two studies is

that they used datasets that covered short periods of time. For example, the dataset

in [50] covered approximately one week of data for each stance target. Therefore, the

authors assigned one single stance to each user under the assumption that a user’s

stance does not change over a short period of time. Although these approaches have

been shown to improve the performance of the stance detection task, a user’s stance

can change over longer periods of time. Therefore, a single user can have multiple

stances at different points in time, as shown by [51] in their analysis of the misalign-

ment between the stance expressed by Twitter’s users and their responses in surveys.

To understand the change in public opinion and public opinion’s dynamics, it is es-

sential to incorporate temporal analysis and explore how users change their stance

over time.

A wide range of classification approaches have been used to detect the stance in

tweets. Stance detection approaches include classical machine learning algorithms

and deep learning, as shown in recent surveys [33, 32]. In classical machine learning

approaches, support vector machine (SVM) is the most popular algorithm for stance

detection. Other algorithms include logistic regression and Naive Bayes (NB). Pop-

ular deep learning approaches include Bidirectional Encoder Representations from

Transformers (BERT) and Long Short-Term Memory (LSTM).
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2.2.4 Stance Detection Data

While few studies have studied stance detection on Facebook posts [52, 53], our

observation is that the focus in the literature is on Twitter as the primary platform

for stance detection. This is possibly due to the availability of the data and the ease

of using the Twitter API endpoints. According to Twitter’s documentation, there are

two main approaches for collecting Twitter data. These approaches are as follows.

• Twitter Streaming API: provides real-time data collection and allows track-

ing of specific keywords and hashtags.

• Twitter REST API: Follows a client-server architecture where a request is

sent to the server and the results are sent back to the client. It provides a tool to

search for tweets using keywords and hashtags. The public REST API has the

standard API and the academic API. While the REST API allows researchers

to retrieve tweets posted in the last seven days only, the academic API allows

access to historical Twitter data regardless of when the tweet was posted.

Each of the streaming and REST APIs have different versions. For example, the

streaming API can provide a 1% sample of tweets instead of streaming all tweets. On

the other hand, the basic REST API allows searching and retrieving tweets in the

last seven days, while the academic API allows searching and retrieving all tweets

with a limitation of 10 million tweets per month.

Each of the streaming and REST APIs has strengths and weaknesses. For example,

while the streaming API provides a utility to collect tweets as users tweet in real-time,

the REST API does not provide a way to search for and retrieve deleted tweets. A

tweet can be deleted by the user or Twitter for violating their terms of service. One

of the limitations of the streaming API is that the API cannot return more than 1%

of the overall volume of Twitter tweets at a single time point. When a query’s results

exceed 1% of the overall volume, the API will return a sample of the tweets that



16

satisfy the query. For both APIs, the input argument to retrieve the tweet can be a

keyword or a hashtag.

Several Twitter annotated datasets are available for the task of stance detection.

The available English datasets in the literature, as summarized in Table 2.1, were

collected using the two approaches described in this section. We acknowledge that

some studies annotated more datasets using the two approaches, but the datasets are

not made available by the authors or are not in English [54, 55, 56].

A challenge with the current datasets is that Twitter does not allow researchers to

publish the text of the tweets, but only tweet identifiers can be published. Therefore,

hydrating all tweets might not be possible for various reasons such as the deletion

of the tweets and/or the suspension of the Twitter accounts. As a result, the public

stance distribution could change when the data collection methods change.
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Table 2.1: Currently available stance detection datasets

Authors Target Stance
Labels Size Collection

Method
Collection
Argument

Mohammad
et al. (2016)

[41]

Atheism,
Climate,
Feminism,
Hillary,
Abortion

Favor,
Against,
Neither

4,870
tweets REST API hashtags

Sobhani
et al. (2017)

[57]

Clinton,
Sanders,
Trump,
Cruz

Favor,
Against,
Neither

4,455
tweets REST API keywords

Addawood
et al. (2017)

[42]

Individual
privacy

Favor,
Against,
Neither

3,000
tweets

Streaming
API keywords

Aker
et al. (2017)

[58]

Mental
Disorder

Support,
Deny,
Query,

Comment

401
tweets

Streaming
API

hashtags
&

keywords

Gorrell
et al. (2019)

[40]
Rumors

Support,
Deny,
Query,

Comment

6,634
tweets Unclear Unclear

Grcar
et al. (2017)

[59]
Brexit

Leave,
Remain,
Neutral

35,000
tweets Unclear hashtags

Conforti
et al. (2020)

[60]

Merge
and

acquisition of
companies

Support,
Refute,

Comment,
Unrelated

51,284
tweets REST API keywords

Cotfas
et al. (2021)

[61]

COVID-19
vaccination

Favor,
Against,
Neither

7,530
tweets REST API keywords

Almadan
et al. (2022)

[43]

COVID-19
vaccination

Favor,
Against,
Unclear

800 tweets Streaming
API

Hashtags
&

Keywords



CHAPTER 3: DATA COLLECTION

In this chapter, we discuss how we collected Twitter data for the dissertation studies

and analyses. First, we describe the software tools, libraries, and services that we used

to collect and classify the data. Next, we describe the methodology for collecting and

storing tweets.

3.1 Tools, Libraries, and Services

In this section, we explain in detail the tools, libraries, and services that we used to

collect the data. We used Python for data collection, preprocessing, and classification.

We also relied on previously developed tools and libraries that were compatible with

Python. Tools and libraries include:

• Python 3.7: A programming language that allows data processing, manipula-

tion, and modeling.

• Tweepy: A library in python that is used to retrieve tweets. A valid Twitter

developer account authentication is required.

• NLTK Natural Language Processing Toolkit: A library to process text

for natural language processing in Python.

• Google Colab Pro+: A paid Jupyter notebook environment that runs en-

tirely in the cloud and allows the use of GPUs for computationally expensive

operations such as training neural networks.

• ScikitLearn: A library in Python that provides a variety of supervised and

unsupervised machine learning algorithms in Python.
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• SciPy: A library in Python that provides statistical tests such as correlation

and the K-S test.

• TensorFlow: A library in Python for creating machine learning applications

and widely used for neural networks in Python.

• Pandas: An open-source library for data manipulation for machine learning

tasks in Python.

• Matplotlib: An open-source library for data visualization in Python.

• Gensim: An open-source library for Natural Language Processing tasks and

modeling.

3.2 Twitter Data Collection

The novel coronavirus disease 2019 (COVID-19) was originally observed as a clus-

ter of unexplained pneumonia cases in Wuhan, China, at the end of 2019, and on

March 11, 2020, the World Health Organization (WHO) declared COVID-19 a global

pandemic [62]. By the end of March 2021, there were more than 130 million cases

and 2.8 million deaths worldwide. It was widely believed that COVID-19 vaccination

was essential to protect the vulnerable population and return to normalcy. Vaccina-

tion has been associated with the successful eradication and prevention of previous

infectious diseases such as measles and polio [63]. According to the World Health

Organization1, herd immunity requires 95% and 80% of the population to be vacci-

nated against measles and polio, respectively. Although the threshold for COVID-19

was not yet known, it was accepted that herd immunity could only be achieved when

a large percentage of the population receives the vaccine. Despite the critical role

of COVID-19 vaccination in ending the pandemic, numerous studies suggested that

vaccine hesitancy existed and was expected to hinder COVID-19 vaccination efforts

[64, 65, 66, 67].
1https://www.who.int/news-room/q-a-detail/herd-immunity-lockdowns-and-covid-19
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Due to the importance of the vaccination topic and the considerable attention it

received after COVID-19, we collected tweets related to vaccination using Twitter’s

streaming API between June 2 and November 28, 2021. During this period, some

COVID-19 vaccines, such as the Pfizer and Moderna vaccines, were widely available

to the population and people used Twitter to express their opinions about the vaccine.

We favored the streaming method over the archive search method for data collection

because we anticipated that a considerable number of tweets were likely to violate

Twitter. The social media company said in a statement published on its website that

it was going to suspend accounts that repeatedly shared misleading information.

Although there were several Twitter English datasets related to COVID-19 [68,

69, 70], we decided to collect our own using Twitter’s Streaming API because other

datasets require hydrating tweets (refer to Section 2.2.4 for more details). Tweets

cannot be hydrated if they were deleted or the users who posted them were suspended.

Collecting our data enabled us to capture tweets in real-time as they were being

posted and before possible deletion. In addition, other datasets were collected using

keywords related to coronavirus and were general to the COVID-19 pandemic but

not to vaccination. We wanted to capture the stance towards vaccination in the era

of COVID-19.

To ensure uninterrupted and reliable data streaming, we set up an account on

Amazon Web Services (AWS). AWS is a cloud-computing platform developed by

Amazon for individuals and businesses and provides high-performance CPUs and

storage. We used Amazon Elastic Computing (EC2) with 16GB memory to connect

and stream Twitter data directly from Twitter to Amazon General Purpose SSDs.

The data was streamed into files of 100,000 tweets in size rather than storing each

tweet in a single file to facilitate the movement, reading, and processing of the data.

When a file reached 100,000 tweets, the file was closed, a new file was created, and

the tweets were streamed into the new file. The data stream and storage process is
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shown in Figure 3.1.

Figure 3.1: Data collection using Amazon Web Services AWS

To filter the stream, we used general vaccine-related keywords and hashtags from

the literature to examine pro- and anti-vaccination (ProVax and AntiVax) users on

Twitter [71, 72]. For example, the hashtag #vaccinessavelives conveys a favor stance

toward vaccination. On the other hand, the hashtag #vaccineskill conveys an against

stance. The complete list of keywords and hashtags is presented in Table 3.1. We

excluded retweets and tweets with external links from the data collection. Tweets

that were not in English were also excluded from the data collection stream. The

final dataset had 24,806,152 tweets and 4,664,146 unique users. Figure 3.2 shows the

volume of tweets collected per day. Figure 3.3 shows the 10 most common geographic

locations in the data within the United States.

Because the data were streamed and stored in JSON objects with all attributes

that were associated with the users and tweets, we needed to extract the specific
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Table 3.1: List of keywords and hashtags that were used to filter the stream.

Keywords ’vaccine’,’vaccines’,’vaccination’,
’vaccinations’

Hashtags

’#antivaxxers’, ’#antivax’, ’#antivaxxer’,
’#vaccineagenda’, ’#vaccineswork’,
’#novaccineforme’, ’#antivaccination’,
’#novaccinemandate’, ’#vaccinesprotect’,
’ #vaccines4results’,
’#vaccinesaregenocide’,
’#novaccineforme’, ’ #vacccinessavelives’,
’#vaxwithme’, ’#vaccineinjury’,
’#vaccinedeath’, ’#vaccinedamage’,
’#novaccine’, ’#vaccinefraud’,
’#vaccineskill’, ’#vaccinesarepoison

Table 3.2: The user and tweet attributes that were extracted from the JSON objects.

Attribute Entity Description
created_at tweet The date and time when the tweet was posted

place tweet The geographic location Twitter assigns
to the tweet

text tweet The content of the tweet.
If the tweet is long, it will be truncated

text extended_tweet The full content of the tweet
if the tweet was long and truncated

id tweet The unique identifier of the tweet

screen_name user The display name of the user who posted
the tweet

id user The unique identified of the user who posted
the tweet

attributes that were needed for this research. To achieve this, we developed a Python

program that read the JSON objects, extracted the needed attributes, and stored the

new data in Excel format (xlsx). The attributes we extracted are shown in Table 3.2.
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Figure 3.2: The volume of tweets per day

Figure 3.3: Most common locations in the data



CHAPTER 4: A STATISTICAL ANALYSIS OF THE DIFFERENCE BETWEEN

TWEET-BASED AND USER-BASED STANCE IN TWITTER

4.1 Introduction to Measuring Public Opinion with Stance Detection

A central tenet of representation in democratic systems is a connection between

public preferences and policy outcomes offered by elected officials. Historically, the

public’s opinion is measured through survey instruments administered by newspapers,

political organizations, non-profit groups, and many others. Although a great deal of

understanding the public’s behavior has come from these methodologies, traditional

public opinion polling is beginning to suffer high levels of non-response rates, increased

costs associated with collecting the data, and an overreliance on non-representative

samples with survey weights that potentially bias the outcome. As such, alternative

methods of gauging the pulse of the public can better allow individuals and elected of-

ficials to respond more appropriately and with greater speed. An increasingly popular

alternative is to use stance detection. In this manuscript, we show how macrobehav-

ior and opinions toward vaccination in the era of the COVID-19 pandemic can be

measured using social media data and stance detection methods.

Stance detection has received considerable attention in recent years, especially after

the SemEval competition in 2016. In SemEval 2016 Shared Task 6, training and

evaluation tweet datasets were provided to predict whether the tweets were in favor,

against or did not have a position toward the five targets: Atheism, Hillary Clinton,

Climate Change is a real concern, the feminist movement, and abortion [41]. Applying

stance detection on widely available and accessible Twitter data and analyzing the

results provide an alternative to long-used traditional methods, such as surveys and

interviews, to measure public opinion as users turn to social networks to express their
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opinions. In other cases, public opinion obtained from stance detection in Twitter

data can be seen to complement the public opinion measured by traditional methods

[51]. Stance in Twitter data can be formulated as follows:

Stance(T, U |G) = {favor, against, neutral} (4.1)

Where T is the text of the tweet, U is the user who posted the tweet, and G is the

target of the stance [32].

Stance detection is different from sentiment analysis, a natural language processing

approach that is used for opinion mining [20]. Sentiment analysis is based on the

polarity of the text in tweets to determine whether the text conveys positive, negative,

or neutral sentiment. Sentiment can be formulated as:

Sentiment(T ) = {positive, negative, neutral} (4.2)

Where T is the text of the tweet. The following tweet example illustrates the difference

between stance and sentiment:

It is sad that the vaccines are not available yet so we can get rid of COVID

soon

In this example, the tweet expresses a negative sentiment. However, the tweet takes

a clear stance in favor of vaccination (the stance target).

Most stance detection studies focus on predicting and analyzing the stance conveyed

in a tweet’s text. The goal of these studies is to determine whether a given tweet’s text

favors, is against, or takes a neutral stance toward a target. Although this approach

may be appropriate for different applications such as detecting fake news and veracity

checking [73, 74, 75], it is not optimal for the application of measuring and analyzing

public opinion with stance detection because users, and possibly social bots, can post



26

numerous tweets and change their opinions over time.

Inspired by collective sentiment research, which defines collective sentiment as the

sum of individual sentiment [76, 77, 54, 78, 79], we aggregate the stance of individual

tweets (tweet-based stance) and users (user-based stance). We emphasize that the

aggregated stance is a way to apply a stance detection measure of public opinion

over time. The following example illustrates how the difference between tweet- and

user-based stances could arise.

A dataset has 100 tweets and only two users: A and B. User A tweeted 10 times

in favor of a target G, and User B tweeted 90 tweets against the same target G on

the same day. In this sample dataset, 90% of the tweets are in favor of the target,

and 10% are against the target. However, 50% of the users favor the target, and

50% are against the target. The interest is in analyzing the stance of users instead

of tweets for public opinion. Therefore, tweet- and user-based stance analyses can

answer different questions for different applications. We argue that the tweet-based

stance for measuring public opinion is equivalent to taking multiple responses from

the same participant in the same survey or poll and that the user-based stance is

sampling each person only once.

To better understand how stance detection can be used to measure public opinion

from Twitter data, we examine the stance measured by aggregating the stance of

tweets (tweet-based stance) and compare it with the stance measured by aggregating

the stance of users (user-based stance). In this chapter, we focus on the following

research question:

• RQ) How does the report of public opinion from Twitter data differ when based

on the analysis of tweet-based stance vs user-based stance?

We address this research question by a statistical analysis of the differences between

tweet- and user-based stances. Although most studies on stance detection focus on

improving the performance of the stance detection task, we move beyond this to
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understand how stance detection can be used to measure public opinion by introducing

and investigating the difference between tweet-based and user-based stance analyses.

We claim that user-based stance analysis is more aligned with the goal of using Twitter

data as a way of measuring public opinion than tweet-based stance analysis.

The remainder of the chapter is organized as follows. In Section 2, we provide back-

ground and related work on opinion mining, stance detection, and stance analysis. In

Section 3, we describe our data collection. In Section 4, we explain how we calculated

the tweet-based and user-based stance for our analysis. In Section 5, we statistically

compare tweet- based and user-based stance analyses and discuss the results. In Sec-

tion 6, we outline our future work. We conclude in Section 7 and provide insight into

the broader impact and ethical considerations of this research in this chapter.

4.2 Background and Related Work

This section provides background information related to opinion mining, stance,

stance detection, and stance analysis.

4.2.1 Opinion Mining and Stance Detection

Sentiment analysis has long been associated with the mining of opinion of Twit-

ter data. Several studies have used sentiment analysis to measure public opinion in

different domains, such as public health [80], politics [81, 82, 83], and economy [84].

However, the success of sentiment analysis in measuring public opinion has varied.

In one study, researchers investigated the analysis of collective sentiment as a pre-

dictor of the 2010 US Senate special election in Massachusetts [76]. Their analysis

demonstrated that sentiment analysis performs similarly to random classification in

predicting the results.

Stance detection, also known as stance prediction and classification, in Twitter

data is the process of automatically determining the standpoint expressed in a tweet

toward a target of interest, such as a person or an issue [32, 33]. The stance can be
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in favor, against, or neutral. Unlike sentiment analysis, the goal of stance detection

is to identify how a user positions themselves (explicitly or implicitly) with respect to

a target, such as a presidential candidate. Applications of stance detection on social

media platforms include the detection of false news, public health surveillance, and

information retrieval [33]. For example, [39] used deep learning stance detection to

detect fake news. However, the literature lacks studies exploring how stance detection

can be used as a robust measure of public opinion in Twitter data.

Unlike sentiment analysis, limited studies have used stance detection to identify

public opinion toward targets of interest. In one study, researchers used stance de-

tection in Twitter data to measure public opinion toward the Job Creation Bill in

Indonesia [48]. Another study by researchers investigated public opinion toward e-

cigarettes in Indonesia [49].

However, these studies used the stance of tweets as a way to measure public opin-

ion without considering that the user-tweet relationship is a one-to-many relationship.

That is, a single user can tweet multiple times. One implication of a relationship of

this nature is that a single user can introduce bias in the measurement of public

opinion if they tweet with high frequency. Furthermore, the analyses in the previous

research did not consider tracking the stance over time. Tracking the aggregated

stance over time, with a temporal unit of analysis of a day, week, or month, is partic-

ularly important for tracking changes and dynamics of public opinion. This research

bridges this gap by investigating how the daily tweet-based stance compares to the

daily user-based stance over a period of 180 days.

4.2.2 Stance Analysis

Stance analysis can be either tweet-based or user-based. In one study, researchers

followed a tweet-based stance analysis to analyze public opinion toward masks dur-

ing the COVID-19 pandemic [85]. In another study, researchers investigated public

opinion towards e-cigarettes in Indonesia [49]. These studies followed a tweet-based
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stance analysis approach to determine public opinion toward specific topics without

considering that the user-tweet relationship is a one-to-many relationship. That is, a

single user can tweet multiple times. One implication of a relationship of this nature

is that a single user can introduce bias in the measurement of public opinion if they

tweet with high frequency. Furthermore, the analyses in the previous research did

not consider tracking the stance over time. Tracking the aggregated stance over time,

with a temporal unit of analysis of a day, week, or month, is particularly important

for tracking changes and dynamics of public opinion. Similarly, there are a few stud-

ies that followed a user-based stance analysis approach to measure public opinion

from Twitter data. In the study of [86], the researchers followed a user-based stance

analysis as a measure of public opinion towards vaccination in Italy. In the work

of [59], the authors followed a user-based stance analysis approach to gauge public

opinion towards Brexit. It is evident that studies use tweet-based and user-based

stance analyses to measure public opinion from Twitter data. However, it is unclear

how the report of public opinion from Twitter data differs when based on the analysis

of the tweet-based stance versus user-based stance. Figure 4.1 shows an example to

illustrate the difference between the tweet-based and the user-based stance analyses.

The limitations of previous studies and the implications of using stance detection

to measure public opinion motivated the research in this chapter. First, our goal is to

determine the stance of the users at different points in time using only the content of

their tweets. Second, we aim to compare the aggregated user-based stance with the

aggregated tweet-based stance to examine whether they yield significantly different

stance analyses.

4.3 Data

We used the data that we collected and described in Chapter 3. To recap, we

collected tweets about vaccination using Twitter’s streaming API between June 2

and November 28, 2021. During this period, some COVID-19 vaccines, such as the
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Figure 4.1: An example of the difference between tweet- and user-based stance in
tweets

Pfizer and Moderna vaccines, were widely available to the population and people used

Twitter to express their opinions about the vaccine. To ensure reliable data collection,

we set up the data stream on Amazon Web Services. To filter the stream, we used

general vaccine-related keywords and hashtags from the literature to examine pro-

and anti-vaccination (ProVax and AntiVax) users on Twitter [71, 72]. The complete

list of keywords and hashtags is presented in Table 3.1.

The data covered 180 days and excluded retweets and tweets with external links

from the data collection. Tweets not in English were also excluded from the data

collection stream. The final dataset had 24,806,152 tweets and 4,664,146 unique

users. We show the percentage of users with tweeting frequency between 1 and 12 in

Figure 4.2. We can see from the figure that half of the users tweeted only one tweet,

and the other half tweeted more than one tweet.
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Figure 4.2: The percentage of users for tweeting frequencies between 1 and 12

4.4 Stance Classification and Aggregation

In this section, we describe our approach to detect the stance for the tweet-based

and user-based stance analyses. Then, we show how we aggregated the stance for the

temporal analysis.

4.4.1 Stance Classification

Stance classification on social media is a process of automatically labeling tweets

or users with a stance label such as favor, against, or none toward the target. In

our case, the stance target was vaccination. To answer our research questions, we

relied on a tweet-based classifier to determine the stance. In a tweet-based stance

classifier, the classifier takes single tweets as input and provides a stance label (fa-

vor/against/neutral) as output. We automatically classified the stance of each tweet

towards vaccination using a CT-BERT++ state-of-the-art stance classifier [87] that

is publicly available1.

The CT-BERT++ classifier was pretrained on 5.7 million English tweets from 4
1https://github.com/sohampoddar26/covid-vax-stance
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million distinct users over the duration between January 2018 and March 2021. This

date range covers three different periods of time: 1) the pre-COVID period (January

2018 to December 2019), 2) the COVID period (2020), and 3) the COVID-Vax period

(January to March 2021). The authors report an average macro F1 score of 0.775.

This classifier was also validated using a different manually labeled Twitter dataset,

resulting in a macro average F1 score of 0.83 for the ProVax and AntiVax stance

classes [43]. The percentage of tweets with favor stance and against stance are shown

in Figure 4.3.

Figure 4.3: Stance over time for favor and against classes

We can see from the figure that in September 2021, the volume of tweets against

vaccination overpassed the volume of tweets in favor of vaccination. By manually

inspecting the tweets around the change, we observed that stance-taking at the time

of the change was related to President Biden posting a series of tweets about new

vaccine mandates for companies with specific criteria, as shown in his tweet in Figure

4.4.

Using the classifier, we classified all tweets in the dataset into three stance classes:
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Figure 4.4: One of President’s Biden tweets that triggered a change in the volumes
of tweets in favor and against vaccination

ProVax, AntiVax, and Neutral. The percentage of each stance category in the data

is shown in 4.5.

The following are examples of labeled tweets in the dataset.

ProVax Tweet: Anti vaccine rhetoric is dangerous. Hesitancy and re-

fusal threaten public health. It’s totally unacceptable. #VaccinesWork

#stopantivaxviolence #COVID19 #COVID_19

AntiVax Tweet: This #NWO confusion is counter-productive/suicidal

to our health. We reject it #NWO We reject #Masks / #lockdown We

reject #vaccines because #VaccinesWork - NOT WE REJECT HATE,

FEAR - ALL ARE TO BE PURIFIED WITH TRUTH/LOVE OF HU-

MANITY - TRUE HUMANITY #GreatAwakeningWorldwide

Neutral Tweet: Will you take COVID-19 vaccine once it becomes avail-

able? Take the poll!#COVID19 #VaccinesWork #CovidVaccine #Coro-

navirusVaccine #CovidUpdates

To aggregate the stance, we used two units of aggregation: tweets (tweet-based

stance aggregation) and users (user-based stance aggregation). We aggregated the

data daily for each class of stances separately and calculated the total number of
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Figure 4.5: The percentage of each stance category in the data

data points in each class to the total number of tweets (for the tweet-based stance)

or users (for the user-based stance). The following subsections explain the details of

our stance aggregation.

4.4.2 Tweet-Based Stance Aggregation

We calculated the tweet-based stance for one day by calculating the ratio of tweets

in each class (ProVax, AntiVax, and Neutral) as classified by the classifier to the total

number of tweets that day. We measure the tweet-based stance ST for a stance class

c on a specific day i as follows:

STc,i =
tc,i
ti

(4.3)
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where c = {ProV ax,AntiV ax,Neutral}, tc,i is the number of tweets that belong to

class c for day i, and ti is the total number of tweets for day i.

4.4.3 User-Based Stance Aggregation

We followed two steps to identify the user-based stance. First, we established the

daily stance of the unique users from the stance of their tweets, where a user’s stance

is defined by the stance of the majority of their tweets for a specific day.

Next, we calculate the user-based stance SU for a stance class c on specific day i

as follows:

SUc,i =
uc,i

ui

(4.4)

where c = {ProV ax,AntiV ax,Neutral}, uc,i is the number of users that belong to

class c for day i, and ui is the total number of users for day i. We assume that a user’s

stance will typically remain constant for a short period of time, such as 24 hours, and

when there are specific days in which their stance changes, we can use the majority

stance for that day.

The basis of our assumption is that public opinion at the individual level remains

constant unless new information becomes available and triggers a change of opinion

[88]. An example of such triggers for COVID-19 vaccination could be new official

guidelines or news that are related side effects similar to those reported for the John-

son & Johnson vaccine and resulted in its suspension in the United States [89, 90].

Intuitively, we expect that longer periods of time will have more triggers of opinion

change, especially for a fast-growing public issue such as COVID-19 vaccination.

To illustrate the aggregation method, consider the following example:

4.5 Tweet-Based vs User-Based Stance Analysis

Figure 4.6 illustrates the aggregated stance per day over 180 days and Figure 4.7

presents the frequency for each stance class for both tweets and users. Overall, we can
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see that tweet-based and user-based stance aggregations follow similar trends, but for

the purposes of this research, we want to examine if they are significantly different

as the basis for the measurement of public opinion. We examine the differences in

the distribution of tweet- and user-based stances using statistical and visual methods.

The properties of the distributions are crucial in selecting the appropriate statistical

test to compare tweet-based and user-based stance analyses.

Figure 4.6: Tweet-based vs user-based ProVax (left), AntiVax (middle), and Neutral
(right) stances per day between June 2, 2021 and November 28, 2021

Figure 4.7: Stance class frequency for both the tweets (left) and the users (right)

4.5.1 Checking for Data Normality

Data normality is a property of a variable that follows a normal distribution. Many

statistical tests such as the t-test assume normality. To check the normality of the

data, we use the Kolmogorov-Smirnov (K-S) normality test [91]. The K-S test is a

one-sample nonparametric test that provides a measurement of the divergence of a

sample’s distribution from the normal distribution with the following null hypothesis:
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Table 4.1: Summary of K-S test statistics for tweet-based stance

ProVax AntiVax Neutral
Count 180 180 180
Mean 0.42784 0.39058 0.18157
Median 0.429438 0.390867 0.164495
SD 0.029947 0.055406 0.041865

Skewness -0.100295 -0.36942 1.419419
Kurtosis -0.998642 -0.673718 1.159148

K-S test statistic 0.0665 0.10706 0.25125
p-value 0.38681 0.02989 <0.00001

Distribution Normal Non-Normal Non-Normal

Table 4.2: Summary of K-S test statistics for user-based stance

ProVax AntiVax Neutral
Count 180 180 180
Mean 0.44243 0.39353 0.16404
Median 0.444912 0.392205 0.150685
SD 0.03488 0.053119 0.036098

Skewness -0.207364 -0.317241 1.542597
Kurtosis -1.140491 -0.624512 1.994866

K-S test statistic 0.08496 0.10571 0.21106
p-value 0.14042 0.03319 <0.00001

Distribution Normal Non-Normal Non-Normal

Null hypothesis (1) H0: The data are not significantly different from a

normal population.

Where a p-value>0.05 indicates that the data are normal. We present a distribution

summary and the K-S test statistics for tweet-based and user-based stances in Tables

4.1 and 4.2, respectively. The results of the K-S normality test indicated that the

data follow a normal distribution for the tweet-based and user-based ProVax stance

class because the p-value is greater than 0.05. However, the AntiVax and Neutral

stance classes do not follow a normal distribution for tweet- and user-based stance

classes because the p-value is less than 0.05.

Statistical tests of normality, such as the K-S test, are useful for examining the

distribution of the data. However, they have limitations. One limitation of the K-S
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test is that it tends to be more sensitive near the center of the distribution than

at the tails. Due to this limitation, other methods to assess normality should be

considered. In this chapter, we complement our statistical tests of normality with

two visual methods: distribution plots and quantile-quantile (q-q) plots.

Distribution plots are widely used to assess the normality of the data. The distri-

bution plots show the frequency at which each value appears in the data. The normal

distribution can be recognized because of its bell shape on a distribution plot. From

Figure 4.8, we can see that the data do not form a bell shape. In contrast, both the

ProVax and AntiVax stance classes appear to have a bimodal distribution, which is

characterized by two peaks. The neutral stance skewness also indicates that the data

do not follow a normal distribution.

Quantile-quantile plots are useful for comparing the distribution of a variable with a

selected distribution, such as the normal distribution. For data drawn from a normal

distribution, the data in the q-q plot are expected to form a straight line along the

45-degree line. Visual inspection of the quantile-quantile plots (as presented in Figure

4.9) indicated that the data clearly diverge from the 45-degree line for the neutral

stance for both the tweet-based and the user-based stance analyses. In addition,

the data were not close to forming a straight line as would be expected in a normal

distribution. Because this finding aligns with the results from the K-S test, we treated

the distribution of the neutral stance class as a nonnormal distribution. In contrast

to the Neutral class, it was unclear whether the ProVax and AntiVax classes follow

a normal distribution. Although the values for both classes were clustered along the

45-degree line, they do not form a straight line.

4.5.2 Testing for Significant Difference

Based on our test of normality, we cannot conclude that the data are normal for

any of the ProVax, AntiVax, and Neutral stance classes. Therefore, we elected to

use a nonparametric test to assess the significant difference between tweet-based and
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Figure 4.8: The distribution of tweet-based stance (top) and user-based stance (bot-
tom) for ProVax (left), AntiVax(middle), and Neutral (right) stance classes

user-based stance analyses. Non-praprametric tests do not assume data normality. A

well-known nonparametric test to compare outcomes between two independent groups

is the Wilcoxon Signed-Rank Test. The Wilcoxon Signed-Rank Test is a paired test

that is used to test whether two samples are likely to derive from the same population

[92]. We used the Wilcoxon Signed-Rank Test with the following null hypothesis:

Null Hypothesis (2) H0: The two populations are equal.

We used the test as a two-sided test. That is, our main interest was to identify

whether the two populations were not equal without specifying directionality. The

test results from the evaluation of the difference between tweet-based and user-based

stance analyses for the AntiVax and Neutral stance classes are shown in Table 4.3.

From the results, we can see that the p-values for the ProVax, AntiVax, and Neutral

stance classes are less than 0.5, indicating a significant difference. Therefore, we reject

Null Hypothesis (2) that the two populations are equal. This is statistically significant

evidence that the tweet-based stance analysis is not equal to the user-based stance

analysis.
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Figure 4.9: Quantile-quantile plots for visually comparing the distributions of ProVax
(left), AntiVax (middle), and Neutral stance classes to normal distribution

4.5.3 Effect Size Analysis

While assessing statistical significance shows that there is a difference, practical

significance is useful to assess whether the difference is large enough to be meaningful.

Effect size is a quantitative measure of the magnitude of the effect [93]. There are

different indices that can be used to assess the effect size. In this research, we use

Cohen’s d and Pearson’s correlation r to examine the effect size. Cohen’s d is an

appropriate effect size measure for the comparison between two means. Cohen’s d is

calculated as follows:

d =
M1 −M2

SDpooled

(4.5)

Where M1 is the first mean, M2 is the second mean, and SDPolled is the average

standard deviation. Cohen’s d values can be interpreted as:

• d = 0.2 indicates a small effect

• d = 0.5 indicates a medium effect

• d = 0.8 indicates a large effect

The values of Pearson Correlation r range between -1, indicating a strong negative
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Table 4.3: The Wilcoxon Signed-Rank Test Statistics for Testing the Difference Be-
tween Tweet-Based and User-Based Stance

ProVax AntiVax Neutral
W-value 180 3547 180

Mean Difference -0.03 0.09 -0.11
Sum of Positive

Ranks 180 3547 180

Sum of Negative
Ranks 16110 12743 16110

Z-Value -11.3779 -6.5682 -11.3779
Mean (W) 8145 8145 8145
Standard

Deviation (W) 700.04 700.04 700.04

Sample Size N 180 180 180
p-value < .00001 < 0.00001 < .00001
Result Significant Significant Significant

correlation, and 1, indicating a strong positive correlation. We present the results of

the evaluation of the effect size in Table 4.4. We can see from Table 4.4 that cohen’s

d and the Pearson correlation r vary per stance class. They concluded that the effect

size of ProVax and Neutral is medium with d = 0.44 and 0.448. However, the effect

size of the AntiVax is small. This finding aligns with the visualization of the difference

in Figure 4.6, where we see a clear difference between the tweet-based and user-based

stance analyses for the ProVax and Neutral stance classes, and the difference is small

for the AntiVax stance class.

Table 4.4: Cohen’s d and Pearson’s correlation r for ProVax, AntiVax, and Neutral
stance classes

Cohen’s d Pearson’s r
ProVax 0.440 0.219
AntiVax 0.054 0.027
Neutral 0.448 0.219

4.6 Summary

In this research, we distinguished between tweet-based and user-based stance to

measure public opinion from Twitter data. Our analysis of comparing tweet- and
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user-based stance analyses showed that the two analyses produce statistically differ-

ent results. That is, if public opinion is measured from the aggregation of tweets,

the public opinion will be different from the public opinion measured from the ag-

gregation of users. Although we found that the difference varied from one stance

class to another, we conclude that the difference is statistically different. This work

provides a methodology for measuring the user-based stance and analyzing whether

it is significantly different from the tweet-based stance for gauging public opinion.

4.7 Broader Impact and Ethical Considerations

This research uses stance detection on social media data as a measure of public

opinion. One positive outcome of this research is that it uses widely available and

accessible social media data to analyze public opinion as an alternative to traditional

expensive and time-consuming methods, such as interviews. With surveys and in-

terviews, researchers cannot gauge public opinion about an event that occurred in

the past or an unfolding event in the meantime. However, social media data can be

collected from the past to analyze public opinion and how public opinion evolves over

time.

Although social media data are a useful instrument for such an application, we

recognize that there are ethical considerations. Unlike traditional forms of surveys

and polls, the acquisition of Twitter data lacks informed consent from users. As a

result, Twitter users were unaware that their posts can be used to gain insight into

public opinion on topics of interest, such as vaccination. To mitigate any negative

impact, the results of the analysis do not include information that could lead to the

identification of Twitter users. Therefore, the risk of negative consequences is very

low.



CHAPTER 5: USER-BASED STANCE ANALYSIS FOR MITIGATING THE

IMPACT OF SOCIAL BOTS ON MEASURING PUBLIC OPINION WITH

STANCE DETECTION IN TWITTER

5.1 The Influence of Social Bots on Public Opinion

Social media platforms provide a medium for users to freely express their opinions

about various issues [33, 32]. Although sentiment analysis, or opinion mining, has long

been used to analyze public opinion, recent studies have demonstrated a misalignment

between text polarity and the user’s perspective on the target of interest [94, 95, 96].

On the other hand, stance detection is argued to serve as a better measure of public

opinion. Although Twitter data are a valuable data resource for analyzing public

opinion, there are implications of using Twitter, and one implication is the presence

of social bots [97].

To understand the impact of social bots on the measured public opinion and how

such impact can be mitigated, we analyze the stance by using two analysis approaches:

tweet-based and user-based stance analyses. In a tweet-based approach, the stances

of favor, against, and neutral tweets are aggregated and visualized separately at the

daily level. Meanwhile, a user-based stance analysis approach places user at the

center of the analysis by inferring their stance of the user from their tweets, as users

are the unit of analysis for public opinion. Therefore, the stances of favor, against,

and neutral users are aggregated and visualized. In this chapter, our aim is to answer

the following research question:

• RQ) How does a user-based stance analysis mitigate the impact of social bots

on measured public opinion in Twitter?
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To answer the research question, we collect English tweets and bot scores associated

with accounts contributing to the discussion around vaccination on Twitter and ana-

lyze the data using these two approaches. This study provides insight for researchers

to minimize the impact of bots on their measurement of public opinion and improve

the robustness of their measurement of public opinion using stance detection.

5.2 Background and Related Work

The following subsections provide background on social bots and stance detection.

5.2.1 Social Bots and Public Opinion

Social media research uses the term social bots to describe automated programs

that exhibit human-like behavior and generate and spread content on social media

[97]. Social bots can be benign or malicious. Benign bots (also called good, helpful,

and useful) automatically generate helpful information, such as news and weather

reports. Meanwhile, malicious bots are widely used to spread false information and

influence public opinion. Social bots can influence public opinion by tweeting and

retweeting content on Twitter.

Recent research studies suggest that bots contribute to the discussion of sensitive

topics, such as political and vaccination debates [98, 99]. In 2016, bots played a

substantial role in manipulating public opinion in the US presidential elections [100,

101]. In particular, a study [102] revealed that bot accounts tweet with a higher

frequency than non-bot accounts. To our knowledge, the literature lacks studies

investigating the impact of bots on tweet-based and user-based stance analysis as

measures of public opinion.

In general, a bot (short for robot) is an automated program that interacts with

humans. In the social media context, social bots are designed to mimic the behavior

of human accounts on platforms such as Twitter (i.e., Twitter bots). The design

of such bots has become more sophisticated over time. As mentioned, these bots
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can influence public opinion by tweeting and retweeting content, with a recent study

revealing that approximately 14% of the accounts contributing to the COVID-19

discussion on Twitter were likely bots [103]. This is emblematic of the way that some

social bots can be dangerous to the public. For example, [104] analyzed tweets related

to COVID-19 vaccination and found that bots were responsible for posting 11% of

the tweets in their corpus. In the study of [105], the authors reported that bots were

responsible for spreading low-credibility content related to COVID-19 vaccination.

5.2.2 Stance Detection

Stance detection, also known as stance prediction and classification, in Twitter data

is the task of automatically determining the standpoint expressed in a tweet towards

a target of interest, such as a person, topic, organization, issue or claim [33, 32].

Stance detection is different from sentiment analysis, another well-known NLP task,

where the latter focuses on determining the polarity of the text in a tweet [20]. A

fundamental difference between the two tasks is that sentiment analysis is designed

to determine the polarity of the tweet (positive, negative, or neutral). On the other

hand, stance analysis intends to determine the users’ attitude toward the target based

on their tweets (favor, against, neutral).

Most stance detection studies are concerned with improving the performance of

stance detection algorithms [106, 107, 108, 12, 109]. However, few studies have looked

beyond the algorithm and used stance detection for the application of measuring

public opinion. A study followed a tweet-based stance analysis to analyze public

opinion toward masks during the COVID-19 pandemic [85]. In another study [86],

the researchers followed a user-based stance analysis as a measure of public opinion

toward vaccination in Italy. In the work of [59], the authors followed a user-based

stance analysis approach to gauge public opinion toward Brexit. However, previous

studies have not considered the impact of social bots on tweet-based and user-based

stance analyses.
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5.3 Data Collection and Classification

In recent years, several tools have been developed to enable researchers to detect

the activity of social bots. In this research, we used Botometer, a well-known bot de-

tection tool for the research community for Twitter data [110]. Rather than assigning

definitive labels (bot or human) to Twitter accounts, Botometer assigns numerical

values to accounts to indicate the likelihood that the account is automated (i.e., the

likelihood of the account being a bot). Botometer assigns scores between 0 and 1,

where 0 indicates that the account is unlikely to be automated and 1 indicates that

the account is likely to be automated. Botometer also provides the same scores on a

scale between 0 and 5 for the graphical user interface, as Figures 5.2 and 5.2 show.

Figure 5.1: Botometer’s graphical user interface indicating that an account is unlikely
to be a bot

Figure 5.2: Botometer’s graphical user interface indicating that an account is most
likely to be a bot

The botometer employs a variety of features. The English score takes into consid-
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eration the linguistic features of user tweets, and the Universal score considers user

features only (for example, how often an account posts). Although we have presented

studies demonstrating that bots are prevalent on Twitter and discussed the tools

available for researchers to detect bots, it is unclear how the presence of bots affects

the quality of measuring public opinion with stance detection. This chapter presents

a novel approach that incorporates bot detection into stance detection to measure

public opinion. Our approach allows researchers to separately analyze the stances of

bot accounts and non-bot accounts. Note that this chapter uses the terms bots and

social bots interchangeably to refer to bots operating on social media.

To identify bot accounts in our data, we used Botometer V4 to assess whether an

account exhibits automated behavior [110]. Because our data comprises only English-

language tweets, we have used Botometer’s English scores, ignoring the universal

scores.

However, this research does not use the numerical bot scores provided by Botome-

ter. Instead, we have assigned each account a binary label (bot or non-bot) based on

the Botometer English score. This required selecting a threshold. For this purpose,

we reviewed Botometer’s instructions and graphical interface and used the following

threshold:

• 0.00 <= score <= 0.39: Likely not bot (blue and green meter colors)

• 0.40 <= score <= 0.60: Unclear (yellow meter color)

• 0.61 <= score <= 1.00: Likely bot (orange and red meter color)

To minimize the impact of bot misclassification on the analysis, we considered

accounts with bot scores below 0.40 to be non-bot accounts and accounts with bot

scores above 0.60 to be bot accounts, discarding ambiguous accounts with bot scores

between 0.40 and 0.60).
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To address this chapter’s research question, we used Botometer on the Twitter data

we collected and described in Chapter 2. To recap, we collected tweets related to the

vaccination discussion using Twitter’s streaming API between June 2 and Novem-

ber 28, 2021. During this period, some COVID-19 vaccines, such as the Pfizer and

Moderna vaccines, were widely available to the population and people used Twitter

to express their opinions about the vaccine. We elected to use the streaming API as

opposed to the historical API to be able to collect account information for accounts

that were subsequently deleted or suspended. To ensure reliable data collection, we

established the data stream on Amazon Web Services (AWS). To filter the stream, we

used general vaccine-related keywords and hashtags from the literature to examine

pro- and anti-vaccination (ProVax and AntiVax) users on Twitter. The complete list

of keywords and hashtags appears in Table 3.1. The final dataset contains 15,813,362

tweets (without retweets and quotes) and 3,286,474 unique users.

Our exploratory analysis revealed that bot accounts do not survive suspension for

a long period of time, especially if they violate Twitter’s terms of service. This aligns

with the findings of [102]. To ensure that we collected bot scores before they became

unavailable due to deletion or suspension of accounts, we retrieved bot scores as tweets

were streamed. As soon as we streamed the data, we used our AWS architecture to

fully automate bot-score collection and processing and started collecting bot scores on

August 7, 2021. Once a Twitter data file was complete (i.e., reached 100,000 tweets),

a program would the file to maintain a list of its unique users. Then, the program

would feed the list of unique users to Botometer to check the likelihood of the account

being a bot. This method revealed that only 1% of all accounts had been deleted or

suspended. Therefore, our final dataset included 3,245,504 unique users.

At the time of this chapter’s study, Botometer offered three subscription plans:

Basic, Pro, and Ultra. All three subscription plans had a limit on the number of ac-

counts that could be checked per day. The most advanced plan, Ultra ($50/month),
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allowed subscribers to check up to 17,280 accounts per day. After reaching the maxi-

mum limit in the Ultra plan, Botometer charges $0.001 per additional account check.

In addition, Botometer’s API features an average latency of 1,530 ms. Due to the

large number of unique accounts in the data and this high latency, we opted to use

multiple subscriptions simultaneously to ensure that we could collect the bot scores

for all unique accounts at the same rate as the Twitter stream. Thus, we had a total

of 11 active Ultra subscriptions dedicated to checking bot scores while the data were

streamed from Twitter’s API to AWS, enabling us to reliably check up to 190,080

accounts per day. This limit was sufficient to check the unique accounts that were

being streamed.

Stance detection involved using stance labels specific to vaccination: ProVax, An-

tiVax, and Neutral. We automatically classified the stance of each tweet toward

vaccination using a publicly available state-of-the-art stance classifier [111] 1. The

CT-BERT++ classifier was trained on tweets before COVID-19 and during COVID-

19 (between 2019 and 2021), and the authors reported an average macro F1 score of

0.775. This classifier was also validated using a different manually labeled Twitter

dataset, producing an average macro F1 score of 0.83 for the ProVax and AntiVax

stance classes [43]. Using the classifier, we classified all tweets in the dataset into

three stance classes: ProVax (43%), AntiVax (39%), and Neutral (18%).

5.4 Analysis and Discussion

Next, we analyzed tweet-based and user-based stance analyses as measures of public

opinion with stance detection. Because public opinion is more associated with users

than tweets, our goal is to investigate whether a user-based approach can mitigate

the impact of social bots on measured public opinion.

First, we examined the presence of bots in our data. We note that on average 15%

of the accounts that tweeted on a particular day were bot accounts. We also note
1https://github.com/sohampoddar26/covid-vax-stance
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Table 5.1: Examples of tweets with ProVax, AntiVax, and Neutral stances posted by
bot and non-bot accounts

Tweet Account Type Stance
Wouldn’t it be easier, cheaper, and healthier
for everyone to get the vaccine so we don’t
need these ambulances?
We could wear masks until that happens.

Non-bot ProVax

No. The vaccine is a magnetic device to track us Non-bot AntiVax
I thought she was comparing vaccines. Non-bot Neutral
The evidence that the vaccine is SAFE all
the studies that make up the FULL CLINICAL
TRIALS - which any vaccine or drug has
before it goes to market

Bot ProVax

They’re not "vaccine passports," they’re movement
licenses. It’s not a vaccine, it’s experimental gene therapy.
"Lockdown" is at best completely pointless universal
medical isolation and at worst ubiquitous public
incarceration. Call things what they are, not
their euphemisms

Bot AntiVax

BREAKING: San Francisco to require
proof of COVID vaccine to enter restaurants,
bars, gyms, etc., becoming first major
U.S. city to do so

Bot Neutral

that bot accounts were present in all ProVax, AntiVax, and Neutral stance classes.

Table 5.1 shows examples of tweets posted by bot and non-bot accounts.

Next, we calculated the tweet-based stance for one day by calculating the ratio of

tweets in each class (ProVax, AntiVax, and Neutral) as classified by the classifier to

the total number of tweets that day. We measure the tweet-based stance ST for a

stance class c on a specific day i as follows:

STc,i =
tc,i
ti

(5.1)

where c = {ProV ax,AntiV ax,Neutral}, tc,i is the number of tweets that belong to

class c for day i, and ti is the total number of tweets for day i.

We followed two steps to identify the user-based stance. First, we established the

daily stance of the unique users from the stance of their tweets, where a user’s stance
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is defined by the stance of the majority of their tweets for a specific day.

Next, we calculate the user-based stance SU for a stance class c on specific day i

as follows:

SUc,i =
uc,i

ui

(5.2)

where c = {ProV ax,AntiV ax,Neutral}, uc,i is the number of users that belong to

class c for day i, and ui is the total number of users for day i. We assume that a

user’s stance will typically remain constant for a short period of time, such as 24

hours, and when there are specific days in which their stance changes, we can use

the majority stance for that day. Tweet-based and user-based stance analyses with

and without bots are shown in Figure 5.3. The blue dotted lines represent the stance

without bots, and the orange solid lines represent the stance without bots.

From Figure 5.3 (left), we observe that there is a clearly visible difference between

the tweet-based stance analysis with bots and the tweet-based stance analysis without

bots for the ProVax, AntiVax and Neutral stance classes. This is evidence that

tweet-based stance analysis is sensitive to the presence of bots. In contrast, Figure

5.3 (right) shows that the user-based stance analysis with bots and the user-based

stance analysis without bots are nearly identical. By definition, bots are designed

to automate the spread of content. Therefore, bots are expected to tweet with a

high frequency. Because the tweet-based stance analysis considers individual tweets,

regardless of whether they were posted by the same account, frequency has an impact

on measuring public opinion. On the other hand, user-based stance analysis is more

robust to the presence of bots because individual users are considered in measuring

public opinion regardless of the tweeting frequency of users.
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Figure 5.3: Comparison between tweet-based and user-based tweet analysis before
and after removing bots

5.5 Summary

In this chapter, we compared two approaches for measuring public opinion with

stance detection from Twitter data: tweet-based and user-based stance analyses. Al-

though we found that tweet-based stance is sensitive to bots, there was a minimal

impact of bots on measuring public opinion with user-based stance analysis. The re-

sults of this study provide information and considerations for researchers who intend

to use stance detection for the application of measuring public opinion from Twit-

ter data. Although we showed that there was a difference between tweet-based and

user-based stance analyses in mitigating bots’ impact, we emphasize that bots can
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have different roles in different topics and discussions. Therefore, there is a need to

investigate how a user-based approach mitigates the impact of bots for other stance

targets and datasets.



CHAPTER 6: STANCEDASH - A DASHBOARD TO STUDY AND ANALYZE

PUBLIC OPINION WITH STANCE DETECTION IN TWITTER DATA

6.1 The Need for Meaningful Stance Data Presentation

Social media platforms, such as Twitter, have gained increasing popularity in recent

years. Social media provides a medium for people to freely express their opinions on

various topics and issues without social burden. Therefore, Twitter data is viewed

as a valuable source for understanding different phenomena such as public opinion.

Natural Language Processing tasks such as emotion detection and sentiment analysis

have long been associated with understanding how users feel on these platforms about

a certain entity. However, these two approaches are arguably not aligned with the

concept of public opinion. On the other hand, stance detection in Twitter data is

defined as the task of automatically identifying the standpoint if a user toward a

target of interest. Although, by definition, stance detection is the closest task to

measuring public opinion in Twitter data, only a few studies investigated how data

from stance detection can be visualized to allow studying and monitoring public

opinion from Twitter data. An explanation for this limitation is perhaps the novelty

of stance detection.

Due to the large volume of Twitter data, one of the significant challenges is repre-

senting the data to end users in a meaningful way to enable them to monitor, analyze,

and understand public opinion. Building on our research on user-based stance analy-

sis, the aim of this study is to present and evaluate a dashboard that assists end users

analyze public opinion from stance detection in Twitter data and identify usability

issues. Our main research question is:
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• RQ) How does visualizing a user-based stance in a dashboard assist end users

monitor, analyze, and understand public opinion in Twitter?

To answer this research question, we designed StanceDash, a web-based dashboard

that presents and visualizes user-based stance in Twitter data. We conducted a study

with 13 participants in a controlled environment to evaluate the dashboard and assess

its usability using a mix of quantitative and qualitative analyses.

6.2 Relevant Research on Stance Visualization

With the exponential growth of social media, the need for visual text analytics has

grown to interpret data to help understand large data. Visual text analytics have

allowed one to extract information such as linguistic patterns.

In recent years, stance visualization has attracted many researchers in the field of

text visualization in social media. The study of [41] developed one of the first interac-

tive stance visualizations for SemEval 2016 Task 6. The tweet-based stance interactive

tool provides a utility to visualize the percentages and counts for each stance category

(favor/against/neutral) for 6 stance targets: Hilary Clinton, the Feminist Movement,

Legalization of Abortion, Atheism, Donald Trump, and Climate Change is a Real

Concern. The goal of the tool is to describe the data rather than helping end users

analyze public opinion. Therefore, it has very limited functionality.

In another study [112], researchers developed StanceXplore, an interactive tool

to inspect stance in Twitter data. StanceXplore is a tweet-based visualization tool

with integrated temporal and geographical functionalities to understand the stance

of tweets over time in a time view. StanceXplore has 5 views to support stance

exploration: stance view, hashtag view, map view, timeline view, and tweets view.

The stance view summarizes the number of tweets in each stance category. The

hashtag view shows the most frequent hashtags in the data and allows users to filter

the data by selecting hashtags. The map view shows a heat map, where countries

with more tweets are distinguished by a dark red color. The timeline view shows the
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number of tweets for each stance category daily. The tweet view provides a utility

to examine the content of tweets. An modified version of StanceXplore is StanceVis

Prime [113]. StanceVis Prime is also a tweet-based interactive stance and sentiment

visualization tool that was developed in 2020. It supports data visualization from

both Twitter and Reddit. Similar to StanceXplore, StanceVis Prime enables users to

perform temporal analysis.

The previous stance visualization studies suffer from some limitations. While nu-

merous research have shown that social bots contribute to the discussion of topics

such as vaccinations, current visualization studies do not provide a utility for end

users to analyze the stance of bots separately from the stance of non-bots. Nonethe-

less, the visualization tools have not been evaluated by potential end users to assess

their usefulness and usability. In this research, we design and evaluate a web-based

dashboard to overcome these limitations. To the best of our knowledge, this is the

first study to design and evaluate a dashboard that assists end users analyze and

monitor public opinion with stance detection in Twitter data.

6.3 Data

In this study, we used the data we described in Chapter 3. To recap, we collected

tweets related to vaccination using Twitter’s streaming API between June 2, 2021

and November 28, 2021. During this period, some COVID-19 vaccines, such as the

Pfizer and Moderna vaccines, were widely available to the population and people used

Twitter to express their opinions about the vaccine. To ensure reliable data collection,

we set up the data stream on Amazon Web Services (AWS). To filter the stream, we

used general vaccine-related keywords and hashtags from the literature to examine

pro- and anti-vaccination (ProVax and AntiVax) users on Twitter. The complete list

of keywords and hashtags is presented in Table 3.1.

The data cover 180 days and exclude retweets and tweets with external links from

the data collection. Tweets not in English were also excluded from the data collection
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stream. The final dataset had 24,806,152 tweets and 16,262,186 unique users. 51% of

the users tweeted only one tweet and 49% of the users tweeted between 2 and 223,582

tweets.

6.4 StanceDash Design

To design StanceDash, we relied on design and evaluation studies from the literature

on dashboard design. Our observation is that there are no specific design guidelines

that are agreed upon for dashboard design. However, different studies have shown

that an effective dashboard should be consistent and should not overwhelm the user

with too much data [114, 115, 116]. Therefore, we considered these aspects as our

design principles for StanceDash. The following two subsections describe the design

goals, functionality, and components of StanceDash.

6.4.1 Design Goals and Functionality

Our design of the dashboard was guided by the system functionality with the end

goal of providing end users with a utility that can assist them analyze and monitor

public opinion toward certain targets of interest, such as vaccination. In particular,

we had two predefined main design goals:

• G1: End users must be able to visualize and interpret public opinion and

changes in public opinion as expressed by the stance of Twitter users (bots and

non-bots) toward a target of interest for different times and locations

• G2: End users must be able to understand the language and topics of discussion

that are associated with public opinion toward a target of interest for different

Twitter users’ types (bots and non-bots), times, and locations

These two design goals provide the essential functionality that StanceDash should

provide. For example, to understand public opinion changes, some of the dashboard’s

visualizations should allow end users to conduct a temporal analysis of the users’
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stance. In addition, the dashboard should provide data filters according to the types

and locations of users.

6.4.2 StanceDash Components

The graphical user interface of StanceDash was adopted from the design of SB Ad-

min 2, a free dashboard template that is available online. online1. The dashboard, as

shown in Figure 6.1, consists of six components: navigation, data selection, summa-

tive data, stance data, bot data, and qualitative data components. Next, we describe

each component in detail.

Figure 6.1: Screenshots of StanceDash and its components

6.4.2.1 Navigation Component

The navigation component (1) is presented as the navigation bar on the left. The

navigation bar assists end users navigate through major analyses and reports. This

includes content analysis, geo analysis, and reports. Although the navigation com-
1https://startbootstrap.com/theme/sb-admin-2
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ponent has links to these other functions, the evaluation study in this research only

covers the user analysis.

6.4.2.2 Data Selection Component

The data selection component (2) provides a utility for analyzing a partial view

of the data. An end user can select the stance target, the date range, filter data by

account type (bot and non-bot), and select a geographical location. To minimize and

prevent errors, we used drop-down menus and date pickers. The advantage of using

date pickers is that end users can select the date without the pardon of the date

format. Therefore, it can be usable for users residing in different countries and not

only in the United States.

6.4.2.3 Summative Data Component

The summative data component (3) provides simple, but important, numbers about

the selected data. It shows the number of days, tweets, and users. In addition, most

tweeting users along with their tweet count, bot score, and stance are presented in

tabular data. This allows the end users to gain insights about the users involved in

the discussion.

6.4.2.4 Stance Data Component

To achieve G1 and G2, we consider the stance data component (4) the most es-

sential component in StanceDash. It provides end users with a tool to track public

opinion on daily basis. The stance component has three charts: percentage of users

supporting vaccination, opposing vaccination, and not supporting or opposing vacci-

nation. Presenting public opinion in Twitter data using three charts allows end users

to understand the correlation between the three aspects of public opinion. For exam-

ple, an increase in the percentage of users opposing vaccination does not necessarily

indicate an increase in the percentage of users supporting vaccination, but it could be

attributed to the increase in the percentage of users on neither side (neutral stance).



60

To summarize public opinion for a specific period of time, we used a pie chart that

shows the percentage of users in each stance category. End users can hover over

the parts in the pie chart to explore public opinion for the specified date range. In

all charts, we used red, green, and gray colors to represent support, opposition, and

neutral stances, respectively.

6.4.2.5 Bot Data Component

The purpose of the bot data component (5) is to provide in-depth analysis of the

Twitter users that contribute to the discussion related to the stance target. The data

can be filtered from the data selection component to include/exclude bots accounts

from the displayed data. In addition, the bot scores for most tweeting users along

with their stances are shown in a tabular data presentation.

To recap from Chapter 5, we used Botometer V4 to assess whether an account

exhibits automated behavior. Botometer assigns bot scores between 0 and 1, where a

score of 0 indicates that the account is unlikely to be a bot account and a score of 1

indicates that the account is likely to be a bot account. Botometer has English and

universal scores, where the former incorporates language-specific features to determine

the likelihood for an account to be a bot (bot score). Since our data consist of English

tweets only, we only showed the English scores in the dashboard. Additionally, we

included the interpretation of the bot scores.

6.4.2.6 Qualitative Data Component

An essential part of understanding public opinion is understanding the language

and topics of discussion and concerns. Therefore, we performed topic modeling and

included the results in StanceDash as a qualitative data component (6) to allow end

users understand the topics that are related to stance-taking. To determine the topics

in the data, we used BERTopic, a neural state-of-the-art topic model [117]. BERTopic

was validated on 16,309 news articles and 44,253 tweets. In their evaluation, the
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authors report that BERTopic had high topic coherence and diversity when used on

tweets, outperforming traditional topic models such as LDA. We followed the authors’

example2 for preprocessing tweets and applied additional steps:

• Removing URLs from the tweets

• Removing mentions (@) from the tweets

• Removing hashtags (#) from the tweets

• Removing stop words ((e.g. he, she, it, can, etc.))

• Converting all words in the tweets to lowercase

• Lemmatizing all words in the tweets

After preprocessing the tweets, we applied BERTopic on tweets within the date

ranges and included the results in StanceDash. We show an example of topics asso-

ciated with vaccination discussion between August 21, 2021 and August 28, 2021 in

Figure 6.2. The intertopic distance map is shown in Figure 6.3.

For the results of topic modeling, we manually inspected the words with the highest

scores in each topic from the output of BERTopic and assigned labels to the most

frequent 4 topics. In this example, we can see that Topic 0 is related to infection

prevention as an alternative to vaccination, topic 1 is related to vaccination target

groups, topic 2 is related to education, and topic 3 is related to the workforce. For

each topic, we examined random tweets to improve our topic labels. In our dashboard,

we show the 4 most frequent topics, and we combine the rest of the topics into one

topic and named it Other. We can see from Figure 6.3 that the topics are well

separated. However, they included sub-topics. In this research, we only consider the

main topics.
2https://github.com/MaartenGr/BERTopic
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Figure 6.2: Topics of discussion between August 21, 2021 and August 28, 2021

The results from topic modeling provided us with the number of tweets for each

topic. However, a user-based stance analysis requires understanding the number of

users that discuss each topic. For this purpose, we inspected the tweets for each

topic and maintained the number of users who contributed to each topic. Note that

a single user could contribute to more than one topic. Therefore, the sum of users for

all topics can exceed the number of unique users that contributed to the vaccination

discussion during any period of time.

To complement topic modeling, we included a word cloud, a visual representation of

the most frequent words in the data. Word clouds can serve as powerful summarizing

tools. In learning settings, various studies suggest that exposure to word clouds can

provoke critical thinking [118, 119]. The purpose of the word cloud in this research

is to understand the underlying reasons for stance-taking. For example, the presence
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Figure 6.3: Inter-topic distance map for topics between August 21, 2021 and August
28, 2021

of the word government in the word can be indicative of a stance against vaccination

due to conspiracy discussions. This can justify why Twitter users discuss vaccination

alternatives, such as masks and social distancing, widely in the data.

6.5 Evaluation Study Design

This section explains the study design to evaluate StanceDash. The study had two

specific goals:

1. Assess whether StanceDash has met its design goals (G1 and G2)

2. Identify any usability issues that could emerge from the interaction of end users

with StanceDash

This study was approved by the Institutional Review Board (IRB) at the University
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of North Carolina at Charlotte to protect human subjects. The associated record

number is IRB-23-0008.

6.5.1 Recruitment and Participants

To recruit participants, we sent a recruitment email on October 4, 2022 to un-

dergraduate and graduate students at the University of North Carolina at Charlotte

through the university’s listserv, an application that distributes messages to sub-

scribers on an electronic mailing list. Our inclusion criteria specified that a potential

participant must be 18 years or older and be able to participate in the study in

person. The recruitment email included a Doodle signup link, where interested in-

dividuals could sign up for a time slot to participate in the study. Therefore, the

recruitment of participants was conducted on a first-come-first-serve basis. Then we

emailed the individuals who signed up for a time slot and shared the consent form

with them on a Google form. Participants were asked to complete the consent form

before coming to the study and provided contact information to answer any questions

they had about the study and the consent form.

Although usability testing research suggests that 5 participants are sufficient to

uncover most usability problems [120], we recruited 13 participants (8 male and 5

female participants) for this study to collect more comprehensive data to evaluate

StanceDash. The average age of the participants was 27 years old, ranging from 19 to

35. The participants were fairly familiar with Twitter and experienced with interact-

ing with data visualization tools. Table 6.1 shows the background and demographic

information of the participants. Participants who completed the entire study received

$10 Amazon Gift Cards. All participants completed the study in October 2022, but

one participant (P11) was excluded from the analysis because he did complete the

tasks according to the given instructions.
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Table 6.1: Participants’ background and demographic information

Age Gender I am familiar
with Twitter

I am experienced in
interacting with data
visualization tools

P1 32 Male Strongly Agree Agree
P2 28 Male Agree Strongly Agree
P3 35 Male Agree Neutral
P4 - Male Disagree Agree
P5 25 Female Strongly Agree Agree
P6 31 Male Agree Strongly Agree
P7 19 Female Strongly Agree Agree
P8 26 Male Agree Agree
P9 19 Female Neutral Agree
P10 26 Female Agree Neutral
P11 34 Male Strongly Agree Neutral
P12 19 Male Strongly Agree Agree
P13 26 Female Strongly Agree Agree

6.5.2 Setup

The study was carried out in a controlled environment at a computer laboratory

at the University of North Carolina at Charlotte. We used one computer device to

present the dashboard to the participants and collect their responses. The 27-inch

computer screen was split into two halves: The right half had StanceDash and the

left half had tasks and questions on Qualtrics. We audio- and screen-recorded the

interaction between the participants and StanceDash. We also video recorded the

sessions to ensure that the participants were focused on the study and not distracted

or interrupted.

6.5.3 Procedure

When a participant arrived, they were welcomed and seated in front of the computer

screen with the dashboard and tasks on the screen. We then checked whether they

had signed the consent form before starting the study. If they did not, they were

asked to read and sign the form and given the opportunity to ask any questions.

Before the start of the study, we gave the participants a 5-minute demonstration of
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the dashboard’s components and we answered any questions they had. We utilized the

concurrent think-aloud protocol [121]. Therefore, we emphasized to the participants

the importance of articulating their thoughts and feelings loudly while interacting

with the dashboard and completing the tasks. Each evaluation study was dedicated

1 hour. The design and flow of the study are shown in Figure 6.4.

Figure 6.4: The design and flow of the evaluation study

We designed several tasks that required participants to interact with the dashboard.

The tasks were carefully designed to align with the research question and the design

goals (G1 and G2) of the dashboard. In the process of designing the tasks, we

considered different levels of difficulty. We also designed tasks and questions to allow

participants to interact with different menus and date ranges. We also designed

questions to allow participants to provide their feedback. For the first design goal
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(G1), we asked the participants to complete the following tasks:

• T1: Looking at the percentage of users that support and oppose vaccination,

how would you describe the change of public opinion (stance) toward vaccination

over time between June 2, 2021 and November 28, 2021 worldwide?

• T2: What was the percentage of all users (bots and non-bots) that were in

support of vaccination on September 26, 2021 worldwide?

• T3: What was the stance of the user with the highest number of tweets world-

wide between June 2, 2021 and August 1, 2021?

• T4: Which state (Texas vs. California) had a higher percentage of users (bot

and non-bots) supporting vaccination on July 26, 2021?

• T5: How many bot users contributed to the vaccination discussion between

September 1, 2021 and September 30, 2021 worldwide?

• T6: On which date did bots have the greatest support for vaccination between

September 1, 2021 and September 30, 2021 worldwide?

• T7: What was the percentage of users that were 1) bots AND 2) opposing

vaccination between September 1, 2021 and September 30, 2021 worldwide?

For the second design goal, we asked participants to answer the following questions:

• T8: What was the most discussed vaccination topic by all Twitter users (bots

and non-bots) between June 2, 2021 and August 1, 2021 worldwide?

• T9: What were the vaccine-related topics that bots discussed between October

1, 2021 and November 28, 2021 worldwide?

• T10: What words did bots use the most worldwide between September 1, 2021

and September 30, 2021? Specify the top 3 words.
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• T11: What topic did all Twitter users (bots and non-bots) discuss the most in

the state of Texas between June 2, 2021 and October 1, 2021? How is the topic

different from the most discussed topic in the state of California between June

2, 2021 and October 1, 2021?

After completing each of T7 and T11, participants were asked three questions to

provide their comments and feedback on their interaction with StanceDash:

• F1: Completing this task, is there anything interesting that the dashboard

helped you understand about measuring public opinion from Twitter data? If

yes, please explain

• F2: In your opinion, were the information and visualizations provided on the

dashboard helpful in achieving the task? Explain your answer

• F3: Do you have any suggestions to improve the dashboard and visualization

to achieve the tasks? If yes, please explain

After the participants completed all tasks and answered all feedback questions, the

study ended and we stopped recording. In the following section, we present our

approach to evaluating StanceDash and the results.

6.6 StanceDash Evaluation

To evaluate the design goals and usability of StanceDash, we used mixed methods,

an approach that uses collecting and analyzing quantitative and qualitative data

within a single study [122]. The advantage of using mixed methods is that it allows

for in-depth analysis and understanding of usability issues. In the first subsection, we

explain our quantitative analysis and present our results. In the second subsection,

we describe our qualitative analysis and our interpretation of the results.
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6.6.1 Quantitative Analysis

First, we conducted a quantitative analysis of the data we collected to evaluate

StanceDash. We mainly relied on the data we obtained from the screen and audio

recordings of the interaction between the participants and the dashboard. Quantita-

tive analysis is useful to assess usability. For this purpose, we used two quantitative

usability metrics: completion time and success rate. The summary of the results for

the two metrics is shown in Table 6.2.

The completion time is one of the widely used metrics to assess the usability of a

system. In our evaluation study, the completion time CT for a task t is calculated by

the average time the participants needed to complete the task, as shown in Equation

6.1:

CTt =
Time1 + Time2 + ...+ Timen

The Total Number of Participants in Task t
(6.1)

We measured the completion time in seconds. Because there were tasks where

participants did not need to interact with the data selection section, and because

the typing speed of the participants varied, we measured the completion time from

the moment the participant displayed the correct data to the time the participants

completed the task verbally. The box plots for the completion time metric for all

tasks are shown in Figure 6.5.

Box plots are advantageous for examining the spread of the data and detecting

outliers. From the box plots in Figure 6.5, we found that there were outliers in the

completion time metric for several tasks (T1, T3, T5, T6, T7 and T8). Therefore, we

reviewed the videos and screen recordings to determine if there were external factors,

such as technical issues, that affected the participants’ ability to carry out the tasks.

However, we could find any justifications that would warrant removing the outliers,

and they were included in the analysis.
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Figure 6.5: Box plots for the completion time metric for all tasks in the study

Analyzing the data, we observed that in tasks in which participants needed to

compare public opinion in different locations (T4 and T11), participants took longer

to complete these tasks compared to the other tasks. We anticipate that this long

completion time is attributed to the fact that these two tasks required exploring and

investigating two views in the data and required following extra steps. In T4, for

example, the participants followed 4 steps to complete the task:

1. Displayed the data for one state.

2. Identified and memorized the percentage of users who supported vaccination on

July 26, 2021 for the state they selected.
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3. Displayed the data for the other state.

4. Identified the percentage of users who supported vaccination on 26 July 2021

and compared it with the other percentage from the other state.

Furthermore, some participants could not recall the percentage of users who sup-

ported vaccination in Texas when they explored the percentage in California. There-

fore, they displayed the data for the state they first explored twice to ensure that they

identified the correct percentages. We consider this to be a usability issue because

participants needed to remember values to complete the task.

The second quantitative metric we used was the success rate. The success rate

SR for a task t is calculated by the percentage of participants who were able to

successfully complete task t with the expected outcome, as shown in Equation 6.2:

SRt =
The Number of Participants who successfully Completed Task t

The Total Number of Participants in Task t
×100 (6.2)

In our study, we determined the successful completion by the participant’s ability to

complete the task correctly by providing the correct information in their responses.

We found that the average success rate for the 11 tasks was approximately 88%,

ranging from 75% to 100%.

Analyzing the results, we also observe that tasks T1 - T5 had a lower success rate,

on average, than tasks T6 - T11. While the average success rate for T1 - T5 was 81%,

the average success rate for T6 - T11 was 93%. An explanation of the improvement

in the average success rate could be the presence of a learning effect. That is, the

participants were not very familiar with the dashboard when they started the study.

Overtime, they learned how to interact with it and where to find the required data

and visualizations to complete the tasks.
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Table 6.2: A summary of the two quantitative usability metrics we used to evaluate
StanceDash

Avg. Completion Time Complete Success Rate
T1 50.8 seconds 83%
T2 26.9 seconds 83%
T3 33.8 seconds 83%
T4 80.9 seconds 75%
T5 25.9 seconds 83%
T6 29.1 seconds 100%
T7 58.5 seconds 92%
T8 17.6 seconds 100%
T9 19.7 seconds 75%
T10 24.6 seconds 100%
T11 60.9 seconds 92%

6.6.2 Qualitative Analysis

Next, we conducted a qualitative analysis. Our qualitative analysis was based

mainly on the transcription of the audio recordings and the feedback questions that

the participants responded to at the end of each of the two main tasks (F1, F2 and

F3). Qualitative analysis is most useful to assess whether StanceDash achieved its

design goals by allowing end users to measure, analyze, and monitor public opinion

through a user-based stance analysis of Twitter data. Although audio recordings

were valuable for evaluating moments of confusion and frustration, feedback ques-

tions allowed participants to provide comments on the dashboard visualization and

strengths/weaknesses. We performed a thematic analysis [123] to identify the themes

in the feedback from the participants and the think-aloud protocol. As a result, we

identified 4 overarching themes that include 10 themes as shown in Figure 6.6. The

data was coded by an expert coder.

6.6.2.1 Clarity and Usefulness

In general, participants positively commented on the clarity and usefulness of the

dashboard. Most of the participants thought that the visualization of the data and
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Figure 6.6: Qualitative analysis themes

the tabular data were easy to interpret and understand. They also indicated that

they were helpful in achieving the tasks:

"They [visualizations] were helpful. The user distribution was indicative

of the overall break down of the two opinions. It served as good summary

tool" [P4]

"The provided tables and graphics were helpful when answering questions

about public opinion." [P12]

However, we noticed from the screen recordings for the tasks that included iden-

tifying percentages of public opinion on a specific day that the participants were

uncertain about which chart they should use to complete the tasks. In some in-

stances, the participants completed the task by examining the percentages in the pie

chart (user-stance distribution), while in fact this chart does not provide a percentage

on a specific day, but rather for a whole period of time.

6.6.2.2 Thoughts and Insights

This overarching theme included comments from participants on interesting find-

ings and thoughts they expressed while interacting with the dashboard and answer-

ing feedback questions. The participants indicated that the dashboard helped them
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understand interesting things about measuring public opinion in Twitter data. In-

terestingly, most of the participants provided comments about the types of Twitter

accounts. More specifically, they acknowledged the bots’ role in shaping public opin-

ion in Twitter data:

"There are a lot of bots on twitter. It probably makes it difficult to parse

through information when they are so prolific. Every single most tweeting

user I saw was likely to be a bot" [P4]

"I would say that it is interesting to see how many bots are on the internet,

and how much they can possibly sway on public opinion. I feel like this

page should be on Twitters homepage so that people can be intelligent users

of data" [P8]

Other participants mentioned that the dashboard helped them understand the

change of public opinion:

" the dashboard helped me to get meaningful insight about the change of

public opinion about vaccination" [P3]

" This dashboard is very helpful to gain insights of what people are thinking

about vaccination. As after some time period people are opposing vacci-

nation we can try to find out reason for that." [P5]

It is evident from the participants’ comments that the user-based stance analysis,

which included the account type (bots and non-bots) provided them with insights

about who is taking a stance in Twitter and the magnitude of bot involvement in

the discussion. We believe that these thoughts and insights would not be observed if

the dashboard provided a tweet-based stance analysis to measure public opinion from

Twitter data.
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6.6.2.3 Issues

In this overarching theme, the participants commented on some problems and dif-

ficulties while interacting with the dashboard and completing the tasks. We found

that one usability issue in the StanceDash design is the data selection section. All

12 participants commented on the efficiency of the data selection section in the dash-

board. The current design of StanceDash resets the menus and dates after the users

click on the Apply button. Although the dashboard indicates in the top of the page

the current data selection parameters, some participants indicated that they found it

difficult to remember whether they used the correct parameters to filter and display

the correct data view:

"As for some instance I was confused whether I applied that filter or not"

[P5]

"one thing that I mentioned this would immediately annoys me is that

when I hit the filter, I kind of get paranoid I want to make sure that I

got the right settings but it resets so then I’m not sure if I entered things

incorrectly" [P6]

Furthermore, P6 and P11 sighed while interacting with data selection as a way

of conveying annoyance or dislike of the data selection section. Other participants

stated that they could have performed the tasks more efficiently if the data selection

parameters had been saved, especially for T4 and T11 where participants were asked

to compare public opinion in two states:

"Now I have to put the dates again. If it wouldn’t change it I wouldn’t

have to change the date again because it is the same time period" [P10]

Other participants interacted with the data selection section, although the data

they needed to interact with the data to achieve the task were already displayed. The
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participants also commented on data visualization. Most of the participants indicated

that the visualizations in StanceDash were helpful in completing the tasks.

Because participants were asked to identify the top 3 words the bots used in T10, all

participants successfully completed the task. However, some participants indicated

that they found it difficult to determine which word in the top 3 words was more

frequent than the others.

"I was a little confused while deciding the most frequent words as two

words looked the same size and I am not sure how to know which one is

the most frequent one or if there is any axis related info that I missed."

[P10]

"The word frequency analysis isn’t the most straight forward to under-

stand. I think maybe a table listing the top words, similar to topics, would

be more helpful." [P12]

6.6.2.4 Suggestions

This overarching theme included suggestions from participants to improve the us-

ability of the dashboard. Because most of the participants disliked the data selection

section, they provided suggestions to improve its efficiency. They suggested that

it would be helpful if the dashboard remembers the previous parameters to avoid

entering the same information repeatedly.

"Save the inputed data for the data selection tool, so I can continue editing

my parameters." [P4]

To improve visualization, P1 and P7 suggested adding labels that show the per-

centage of users in each stance category in the pie chart without the need to hover

over the section. In addition, P5 and P8 suggested adding the count of words to the

frequency analysis (i.e., word cloud) to analyze the most frequent words that were

used by Twitter users.
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"Word frequency analysis can also display numbers of it." [P5]

"have a number of times associated with the word frequency." [P8]

6.6.3 Findings

Based on the quantitative and qualitative analysis in the evaluation study, we

highlight our key findings. First, we found that StanceDash met its design goals

to assist end users measure, analyze and monitor public opinion through a user-

based stance analysis of Twitter data. Participants in the evaluation study were

able to gain insight into public opinion from Twitter data for various locations and

account types. For example, the participants were able to understand the magnitude

of the bots’ presence in the data. Additionally, they were able to compare the public

opinion of Twitter users across different types and locations. Furthermore, some

participants identified the role bots played in the discussion by not taking a stance

toward vaccination. We argue that these observations would not have been possible

without a user-based stance analysis. However, we found that there were usability

issues in our design of the dashboard. For example, the participants found that the

data selection section was not efficient. In some cases, participants were uncertain

about which visualizations to interact with to complete some of the tasks. However,

usability issues did not prevent participants from carrying out the tasks. Rather, they

resulted in longer completion times for the tasks.

6.7 Summary

In this study, we designed and evaluated StanceDash, a web-based dashboard that

assists end users to analyze and monitor public opinion with a user-based stance

analysis in Twitter data. To achieve its design goals, StanceDash has six components:

navigation, data selection, summative data, stance data, bot data, and qualitative

data components. We evaluated the dashboard by recruiting 13 participants. Our

findings showed that StanceDash was helpful and easy to use to gain insight into
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public opinion in Twitter data. However, we found some usability issues that affected

the performance of the participants in completing the tasks efficiently. One usability

issue in the current design of StanceDash is the data selection section, where users

select the date range and apply some filters to explore the data. Additionally, the

participants highlighted some areas for potential improvement. The next version of

StanceDash should take into consideration these discovered usability issues, as well

as implement the suggestions that were received from the participants before the

dashboard can be re-evaluated.



CHAPTER 7: FUTURE WORK AND CONCLUSION

In this chapter, we emphasize the contributions of this dissertation research by

summarizing the findings, highlighting the limitations, and providing direction for

future research and conclusions.

7.1 Contributions

This research makes significant contributions to the fields of computer and social

sciences. First, it introduces user-based stance analysis in Twitter data and its rele-

vance to the concept of public opinion in Chapter 4. The research in Chapter 4 was

accepted for publication in the proceedings of the Future of Information and Commu-

nication Conference (FICC 2023). Second, it shows that a user-based stance analysis

in Twitter data can mitigate the impact of social bots on the measured public opinion

in Twitter data with stance detection in Chapter 5. The content of Chapter 5 was

published in the proceedings of the International Conference on Social Informatics

(SocInfo 2022) [124]. Third, it provides a design and evaluation of a web-based dash-

board that assists end users measure, analyze, and monitor public opinion using a

user-based stance analysis in Chapter 6.

7.2 Limitations

Although we showed that a user-based stance analysis can be effectively used to

measure public opinion in Twitter data, we acknowledge that there are limitations

to this dissertation research. The limitations are categorized into four categories: 1)

limitations of using Twitter to measure public opinion, 2) limitations of considering

original tweets only, 3) limitations of datasets and tools, and 4) limitations of the

evaluation study. We explain each category in more detail in the following subsections.
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7.2.1 Limitations of Using Twitter to Measure Public Opinion

In this dissertation research, we leveraged Twitter data to measure public opinion

with stance detection. However, it is important to acknowledge that there are limi-

tations of this approach. For example, one limitation of using Twitter data as a basis

for gauging public opinion includes the characteristics of the sample of the population

that uses Twitter. Therefore. Twitter users’ population could be different from the

population sample in other public opinion methods, such as polls and surveys. In

a recent study in 2015 [125], researchers investigated the political representativeness

of Twitter users in the 2012 presidential elections in the United States. The study

findings showed that Twitter users were not representative of the age group of the

voting population. For example, social media users were generally younger than the

voting population [126]. Similarly, another study found that Twitter users in the UK

have different age, gender, and education characteristics than the general population

for political attitudes during the British election in 2015 [127]. Therefore, we empha-

size the importance of understanding the representativeness of Twitter users for the

stance target when measuring public opinion with Twitter data.

7.2.2 Limitations of Considering Original Text Tweets Only

In this dissertation research, we excluded retweets and quotes from our stance and

bot analyses in Chapters 4 and 5. Although retweets might indicate that the user is

supporting another opinion by taking the action of retweeting, our focus was only on

original tweets and replies. We also excluded tweets with links to external websites,

as coding the tweet requires manual inspection of the content of the external link.

Tweets with images and videos were also excluded as they were not part of text

classification and were outside the scope of our study. Our decision to exclude these

tweets was based on the challenges associated with identifying the stance in these

tweets.
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7.2.3 Limitations of Datasets and Tools

In this dissertation research, we streamed tweets related to the vaccination dis-

cussion on Twitter for our stance and bot analyses in Chapters 4 and 5. Therefore,

we only used one dataset with one stance target to detect the stance and obtain the

results. The decision to use one dataset was due to the lack of the large datasets that

could enable temporal analysis and restrictions of tweet dehydration. One limitation

of using only one dataset with one target of interest is that the results may not be

generalized to other data sets and other targets. However, the methods we used in

these chapters generalize to other datasets and targets.

Furthermore, we use Botometer V4 in Chapter 5 to detect bots and their stance in

our data. Botometer has limitations such as the tendency to assign high bot scores to

accounts with low tweets counts. Therefore, we expect that Botometer misclassified

some Twitter accounts. Moreover, to assign binary classes to accounts (bot and non-

bot) and because Botometer provides a likelihood of an account to be a bot, we

selected a threshold. In our effort to mitigate the impact of misclassification, we

discarded accounts with bot scores in the middle between 0.4 and 0.6. This decision

could have affected the results if a large number of accounts had bot scores within

this specified date range.

7.2.4 Limitations of The Evaluation Study

To evaluate StanceDash, we utilized a concurrent think-aloud protocol in which we

asked participants to express their thoughts and feelings loudly while interacting with

the dashboard and completing the tasks. Therefore, it is possible that this approach

had an impact on our quantitative analysis. Although we started measuring the

completion time for each task from the moment the participants looked at the data to

the time they verbally completed the task, some research showed that thinking aloud

could have influenced the way participants approached tasks and tasks completion
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times [121].

7.3 Future Work

In this section, we provide potential directions for future work. Our future work

is motivated by the limitations of the current dissertation. In addition, we identify

directions for future research based on the findings from this research.

We acknowledge that different datasets and stance targets can have distinct char-

acteristics. For example, bots can play different roles in Twitter discussions. While

in Chapter 5 we found that bots mostly had a neutral stance and were guiding users

to locations where the vaccine was available, the role of bots could be different during

presidential elections. In some cases, bots might not be involved in the discussion.

In addition, our analysis was based on data collected using the streaming API. Ad-

ditional research is needed to examine other data collected using the REST API and

compare the results.

Next, we plan to investigate how a user-based stance analysis compares to public

opinion as measured from traditional methods, such as surveys and polls, for a specific

location (country or state). While we consider traditional surveys and social media

data as two distinct measures of public opinion, a comparison between stance aggre-

gation methods and surveys allows for the external validity of using stance analysis

to measure public opinion and estimate the error.

Although we showed how a temporal analysis of the user-based stance analysis can

show the aggregate public opinion change over time, one direction of future work

is investigating the factors that cause an aggregate opinion change. We anticipate

that one factor that causes aggregate public opinion change is that users enter and

exit the discussion during a time period. That is, users who express a stance on a

one day might not be present in the following days. Similarly, new users enter the

discussion everyday to express their opinion. Another factor could be the fact that

some users change their stance at some point in the discussion and cause a change in
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the aggregate public opinion.

In this dissertation, we conducted a study to evaluate StanceDash and identify

usability issues that the user might encounter. Our study revealed some usability

issues, but showed that a user-based stance analysis in a dashboard can assist end

users analyze and monitor public opinion in Twitter data. We plan to design a second

version of the dashboard based on the results of the evaluation study in Chapter

7. Although for this initial version our participants were a sample of the general

population, we plan to recruit participants from select groups such as journalists,

researchers, and social scientists.

7.4 Conclusion

In this dissertation, we introduced user-based stance analysis to measure public

opinion with stance detection in Twitter data. We addressed three research questions

to better understand how a user-based stance analysis can be used effectively to

measure public opinion in Twitter data. In the comparison between user-based and

tweet-based stance analyses, we found that there is a statistical difference between

the two measures. We acknowledged that bots impose a challenge to measure public

opinion Twitter, but our analyses showed that, while a tweet-based stance analysis

can impact the measure of public opinion, a user-based stance analysis is more robust

to the presence of these accounts in the data.

We visualized the user-based stance analysis in StanceDash, and our study to eval-

uate the web-based dashboard that assists the end user monitor public opinion in

Twitter data showed the ability of a user-based stance analysis to engage the partic-

ipants in thinking about the different characteristics of users that express opinion in

Twitter data, with minimal usability issues.

Although our analyses and findings were based on the stance of Twitter users

toward vaccination in the era of COVID-19, additional research is required to assess

the generalizability of the research findings to other datasets and stance targets. We
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also anticipate that more functionality in StanceDash, such as content analysis, can

provide additional effectiveness to enable end users to understand the different aspects

of public opinion in Twitter data.
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APPENDIX A: IRB Approval

Figure A.1: A copy of the IRB approval to evaluate StanceDash
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APPENDIX B: Recruitment Email for StanceDash Evaluation

Seeking Participants to Evaluate a Web-Based Dashboard - Earn an

Amazon Gift Card!

We kindly request your participation in a study to evaluate a dashboard that

assists end- users understand and analyze public opinion from Twitter data. This

study is part of research conducted at the University of North Carolina at Charlotte

in the College of Computing and Informatics, Software and Information Systems

Department. The IRB study number is IRB-23-0008.

In the study, you will be presented with the dashboard and given two tasks. For

each task, you will be required to answer several questions by interacting with the

dashboard while verbally describing the steps you follow to answer the questions. The

study will be screen and video recorded. The estimated time of the study is 1 hour

and no preparation is needed. Please note that in-person participation is required.

After completing the entire study, you will receive a $10 Amazon Gift Card.

If you would like to participate, please go to the following link and sign up for one

available time slot. If no time slot is available, this indicates that we have received

the maximum number of participants for the study. However, more time slots might

become available if any of the recruited participants withdraws from the study. Once

you sign up for a time slot, you will receive an email that has a link to the consent

form. Please note that you need to sign the consent form before you come to the

study. You can end your participation at any time. If you have any questions, please

contact Ali Almadan (aalmadan@uncc.edu)

Signup link: https://doodle.com/bp/alialmadan/stancedash

Thank you!

Researcher:

Ali Almadan, Ph.D. student

Email: aalmadan@uncc.edu
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Faculty advisor:

Mary Lou Maher, Ph.D.

Professor and Director, Center for Education Innovation and Research

Email: mmaher9@uncc.edu

Software and Information Systems, UNC Charlotte


