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ABSTRACT

GIANG DAO. Snapshot-driven deep reinforcement learning. (Under the direction of DR.
MINWOO LEE)

Deep reinforcement learning (DRL) has suggested many effective solutions to complex

problems. Despite the impressive achievements of DRL, insights into why DRL is effec-

tive are still limited. DRL is also known as a black-box model with high complexity which

makes DRL becomes difficult to be interpreted in a human-understandable way to discover

the rationale behind a DRL agent’s behavior. Many prior research has proposed different

techniques intended to improve interpretability and measured the effect of different inter-

pretability methods on user trust, the ability to simulate models, and the ability to detect

mistakes. Understanding DRL through interpretation methods can unlock knowledge to

improve the quality of prediction, understand internal errors to be able to fix, answer why

a model does not work, and improve the overall learning process.

Most existing interpretation approaches only assume a converged model, which can-

not interpret the learning process of DRL and important concepts shaped. Therefore, the

previous approaches are slow to produce a robust interpretation instantly. The sparsity of

interpretation is another problem in the previous approaches because most of the known

interpretation requires enormous human effort. Also, the frameworks for interpretation

have not been used for supporting the learning process to have better performance. To ad-

dress these challenges in DRL, snapshot-driven approaches, extracting a small number of

examples (known as snapshots) for interpretation and using them for the improvement of

learning, is proposed. Utilizing the snapshots, the change in the learning process’s behav-

ior can be interpreted. The snapshots can also provide an instant feedback to new samples

for faster understanding of the decisions of a DRL agent. The understanding of DRL can

improve the learning methods in diverse environmental settings. In order to fully validate

the snapshot-driven learning, the following methods are proposed in this dissertation: 1) to
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extract snapshots from a DRL agent and understand the behavior, 2) to improve the learn-

ing process of the DRL agent and to evaluate the effectiveness of the snapshots on it, 3) to

reduce the number of snapshots for easier interpretation, and 4) to apply snapshots usage in

continual DRL settings for latent stabilization to prevent catastrophic forgetting problem.
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CHAPTER 1: INTRODUCTION

With the success of deep learning (DL) or neural networks, there are a lot of DL applica-

tions that solve complex tasks from unprocessed, high dimensional input data [2]. A wide

range of applications has been built based on deep learning algorithms due to not only the

effectiveness but the simplicity of the algorithms. Deep learning has suggested many effec-

tive solutions to complex problems such as image recognition [3], language understanding

[4], robotics [5], etc. The exponentially increased numbers of research in deep learning1

and by searching and observing keyword "deep learning" on Google Scholar in the past

9 years (2012 - 2021) shows the much growing attention towards research utilizing deep

learning.

Although the popularity of applying neural networks has been increased, concerns in

real world applications also have grown as deep neural networks are black box models,

which do not allow interpreting what they have learned to understand the model’s decision

process [6]. To solve complex problems in real applications, deep learning models have

become increasingly complex with different architectural structures and the huge number

of parameters needed to be learned. The complexity of the model makes it extremely

difficult to interpret when deep learning does not work or learn properly. Thus, when an

erroneous event happens, finding the causes and fixing them can be a tedious process that

requires time and effort. For example, it is very hard for neural networks to explain why

self-driving car crashes (i.e., Tesla and Uber self-driving car accidents) or what causes

the wrong decision due to lack of interpretation. Therefore, engineers spend a lot of time

investigating the case to fix the error.

With the increasing complexity of deep neural networks, the need for understanding

1https://www.youtube.com/watch?v=ZHoNF28Nj98
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neural networks thus enhance the trustworthiness of the deployed system led to an effort

to establish regulations to require interpretability of AI systems. The European Union has

adopted the General Data Protection Regulation (GDPR)2 which became law in May 2018.

The GDPR stipulated “a right of interpretability” in the clauses on automated decision-

making. The inequality or bias, the safety of human users, industrial liability, and ethics

concerns from the GDPR are endangered without establishing trustworthiness based on in-

terpretation (thus understanding) of the systems. Therefore, the demand for interpretability

has created a new line of research to understand how a neural network makes a decision

not only for the curiosity of researchers but also becomes a requirement for corporations.

1.1 Challenges of Deep Reinforcement Learning

Understanding what has been learned from neural networks has become a major prob-

lem in interpretability research. There are three major categories of interpretable deep

learning [7]: self-interpretable system, representation analysis, and re-approximation. The

self-interpretable system has three noticeable methods: attention mechanism, disentangle-

ment learning, and adversarial examples. Attention mechanism attempts to understand the

relationship between information [8]. Disentanglement learning is a method to understand

high level concepts from low level information [9]. Adversarial examples are used for in-

terpreting the vulnerability of the learning system [10]. There are three different methods to

get representation for analysis: layer and individual neurons, vector grouping, and saliency

map. Visualization of the layer and individual neurons are helpful to understand which fea-

tures have been learned [11]. Vector analysis is used for reducing high dimensional space

into 2D or 3D which is easier for a computer to visualize [12, 13]. Saliency map reveals

significant information that affects the model decision [14]. Reapproximation approaches

apply inherently interpretable models to approximate deep neural networks. This category

include linear approximation [15] utilizes a linear model, decision tree method [16], and

rule extraction [17].
2https://gdpr-info.eu/
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The majority of the aforementioned approaches, however, only focuses on explaining the

neural networks after the learning model is converged. This makes it difficult to understand

how a DRL agent shapes the features from inputs, and why the features are important for

DRL agent to produce a decision or a prediction. Understanding the learning process allows

us to fix possible errors, improve learning efficiency, and provide insight of a decision

process. The limitation of previous approaches are: slow to produce a robust interpretation

in timely manner, a fast way to understand the interpretation with instant feedback, sparsity

of analysis, and using the interpretation for improving performance of DRL agent.

1.2 Problem Statement

With the increasing complexity of deep neural networks and the legal requirements, un-

derstanding the model becomes harder but necessary. Also, the previous works are limited

to interpreting the deep networks only when the model finishes training. Moreover, the pre-

vious works are slow to produce a robust interpretation in quantity and quality. Therefore,

my work aims to develop a method to help human interprets DRL model to understand not

only the trained agent but also the whole training process to resolve common challenges of

existing approaches. My work also provides methods of utilizing the developing snapshots

to further enhance performance of DRL agent in different settings. The problems that this

dissertation discusses are summarized as follows:

• A robust method to help understanding of DRL agent’s decision process.

• Usage of the snapshots for enhancing the efficiency of DRL agent’s training.

• A sparse concerns to help human interpretation and analysis.

• How the snapshots can help in continual DRL problems.

1.3 Proposed Works

Fig. 1.1 show the overall process of my dissertation from retrieving the important sam-

ples as snapshots, enforcing the number of snapshots to be small for easier interpretation,
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Figure 1.1: Dissertation framework to retrieve, enforce the snapshots and using snapshots
for improving DRL agent and finding latent embedding for continual DRL.

improving the performance of a DRL agent, and finding good latent embedding to sup-

port continual DRL process. My dissertation aims to tackle the two major challenges of

interpretation: robustness and sparsity of the DRL agent’s interpretation. My work is also

provide methods to use the proposed interpretation to improve the training of DRL agent in

different settings. For this, a sparse analysis method is proposed that captures a small num-

ber of important samples, named as snapshots. The snapshots become “evidence” to ex-

plain deep learning instead of analyzing the whole dataset. The snapshots can also be used

for enhancing the performance of DRL agent and provide good representations of inputs to

prevent forgetting problem in continual DRL. Approaches are discussed to 1) achieve the

snapshots from deep reinforcement learning process, 2) utilize the achieved snapshots to

improve learning, 3) reduce the number of snapshots for faster and easier understanding of

the agent, and 4) apply the snapshots in continual deep reinforcement learning problems to

help prevent reduced performance of old tasks while training new tasks.

First, a re-approximation approach is proposed to neural networks by utilizing a sparse

Bayesian learning framework for extraction of meaningful snapshots. The proposing method

is applied to deep reinforcement learning to collect snapshots to better understand how the

behavior changes during the learning process of a learning agent, provide instant feedback

to explain why a agent takes an action and analyze the snapshots for explanation. Deep

reinforcement learning is chosen as our initial domain of experiments because it is easier
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to understand the changes in the learning behavior of an agent. Next, these effect of snap-

shots to the learning process of a deep reinforcement learning agent is examined by using

the snapshots as a part of memory replay. Then the number of snapshots is reduced that can

be taken during the process. Last, the snapshots monitor process are leveraged to help im-

proving and stabilizing training and adaptation processes in continual deep reinforcement

learning.

The proposal is organized as follows. The dissertation first describes the related research

and the challenges in Chapter 2. In Chapter 3, core concepts used for the proposal are

introduced: deep learning, reinforcement learning, and sparse Bayesian learning. How to

obtain snapshots to explain deep reinforcement learning agent is described in Chapter 4

with details in method development, experiments, and discussion. The application of the

snapshots to show the enhancement in the deep reinforcement learning process is provided

in Chapter 5. How to reduce number of snapshots for easier understanding is described in

Chapter. 6. A proposed approach to generalize the snapshots for continual deep reinforce-

ment learning is introduced in Chapter 7. The conclusion for my dissertation and future

works are provided in Chapter 8.



CHAPTER 2: INTERPRETING DEEP NEURAL NETWORKS

Figure 2.1: Splitting neural networks interpretability approaches into sub-categories and its
methods of interpretation. The required the accessibility to the model for interpretation are
denoted as: RW means read/write, RO means read-only, and – means no access require-
ment.

Fig. 2.1 depicts a high-level view of interpretability research in neural networks. There

exists three main approaches to interpret neural networks. These three main branches are

categorized by how much accessibility and permission a method needs to have to interpret

a neural network model: requiring full access and modification (Self-interpretable System),

requiring full access without modification (Representation Analysis), or requiring no access

or modification privilege (Re-approximation) as follows:

1. Self-Interpretable System is a method that designs a neural network in a way that it

can somewhat explain its decision. This approach requires to fully access the model

to be able to modify and architect the neural network.

2. Representation Analysis is an approach to understand individual sub-system inside

the neural network by simply observing the weights and gradient updates. As it is

not necessary to modify the neural network model, only full read access is enough

for methods in this category.
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3. Re-approximation uses genuinely interpretable models to understand the neural net-

works. This approach does not read or modify the model to understand it. It simply

monitors input and output of the model and re-approximates the neural networks for

interpretation.

The interpretibility system is split into three main branches based on the user accessi-

bility to the neural networks. For example, a neural network’s creator can use all of the

three branches to explain their model which they can modify the model to have better un-

derstanding. Users, who download models online for their application, cannot modify the

model but can access the internal to understand the model’s weights. Application pro-

graming interference (API) users, who call a neural networks API to get a result, can only

understand the model by approximating it.

2.1 Self-Interpretable System

2.1.1 Attention Mechanism

Attention mechanism attempts to understand the relationship between information. At-

tention in deep learning is a vector of importance weights which shows how an input el-

ement correlates to target output. Attention weights can be formulated as a probability

distribution of correlation between a target with other sources. A higher probability results

from a higher correlation between a target and a source. There are two types of attention

mechanisms: hard-attention and soft-attention. Hard-attention strictly enforce attention

weights to either 0 for non-correlated or 1 for correlated (Bernoulli distributions). Soft-

attention represents attention weights with more flexible probability distributions. With the

flexibility, soft-attention recently dominates over hard-attention in most of the applications.

An example of computing soft-attention weights is using softmax function to compute the

correlation between a target with other sources:

αts =
exp(score(ht, h̄s))∑S
s′=1 exp(score(ht, h̄s))

.
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Attention mechanism has achieved remarkable success in natural language translation with

different score functions as well as other optimization tricks [18, 19, 20, 21]. Not only

showing the capability of self-interpretability in natural language processing tasks, atten-

tion mechanisms can also be designed to interpret neural network decision by looking at the

attention pixels in different tasks: image classification [22, 23], image segmentation [24],

and image captioning [25, 26, 27, 28]. Even though attention units reveal interpretable in-

formation, they are hardly evaluated because of the robustness in the comparison process.

Therefore, Das et al. [29] has created human attention datasets to compare the attention

between neural networks and humans to see if they look at the same regions when making

a decision. To enforce the neural networks to look at the same region as human and to

have similar human behavior, a method to train attention mechanisms explicitly through

supervised learning with the attention datasets by constraining the machine attention to be

similar to human attention in the loss function was proposed [30].

subsubsectionDisentanglement Learning Disentanglement learning is a method to un-

derstand a high level concepts from low level information. Disentanglement learning is a

learning process that learns disentangled representations in lower dimensional latent vector

space where each latent unit represents a meaningful and independent factor of variation.

For example, an image contains a black hair man will have representation of gender: male,

and hair color: black encoded in the latent vector space. A disentangled representation can

be learned explicitly from training a deep neural network. There are two different ways

that can be considered to learn disentangled representation. The disentangled representa-

tion can be learned through generative adversarial networks (GAN) [31] and variational

autoencoder (VAE) [9].

GAN contains 2 main parts (generator and discriminator) which learns to map a vector

representation into higher dimensional data. The generator takes a vector representation

to generate a data point. The vector representation usually has lower dimension than the

generated data point. The discriminator takes a data point and outputs true if the data is
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real and false if the data is generated. After the learning process, the vector representation

usually provides high level information of the data. InfoGAN [32] is a scalable unsu-

pervised approach to increase the disentanglement by maximizing the mutual information

between subsets of latent variables and observations within the generative adversarial net-

work. Auxiliary classifier GAN [33] extends InfoGAN by controlling a latent unit with

actual categorical classes. This is simply adding a controllable disentangled unit with a

known independent factor.

Instead of learning to map a vector representation into a data point, VAE learns to map a

data point to a lower vector representation. VAE minimizes a loss function:

L(θ, ϕ, x) = 1

L

L∑
l=1

(logpθ(x|zl))−DKL(qϕ(z|x)||pθ(z)),

has been shown as a promising direction to explicitly learn disentanglement latent units

with β-VAE [34]. β-VAE magnifies the KL divergence term with a factor β > 1:

L(θ, ϕ, x) = 1

L

L∑
l=1

(logpθ(x|zl))− βDKL(qϕ(z|x)||pθ(z)),

Further experiment [35] showed the disentangled and proposed modification of KL diver-

gence term in the loss function to get improvement in reconstruction:

L(θ, ϕ, x) = 1

L

L∑
l=1

(logpθ(x|zl))− β|DKL(qϕ(z|x)||pθ(z))− C|,

with C is a gradually increasing number to a large enough value to produce good recon-

structions. The first term, 1
L

∑L
l=1(logpθ(x|zl)), is an expected negative reconstruction

error, while the second term, Kullback-Leibler divergence of approximate posterior from

the prior DKL(qϕ(z|x)||pθ(z)), acts as a regularizer. The β magnifies the KL divergence

term to have better constrain on the prior and the posterior. Since KL divergence term

can grow to infinity, the gradually increasing number C makes the term stay numerically
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computable.

Both GAN and VAE methods can be trained in such a way that each individual latent

unit is corresponding to a specific feature. [36] observed the disentangle learning leads to a

better abstract reasoning. Graph construction ([37]) and decision trees (see more in Chap-

ter 2.3.2) are additional methods using disentangle latent dimensions. High-level concepts

can also be represented by organizing the disentanglement with capsule networks by [38].

Disentanglement learning is not only designed for interpretability, it recently shows huge

improvement in unsuppervised learning tasks via encoding information ([39, 40]).

2.1.2 Adversarial Examples

Adversarial examples can be used for interpretation of neural networks bu revealing the

vulnerability of the neural networks. An adversarial attack is a method to deceive a neural

network model. The main idea is to slightly perturb the input data to get a false predic-

tion from the neural networks model, although the perturbed sample makes no different to

human perception. Early work has been proposed [10] to find the perturbation noise by

minimizing a loss function:

L = loss(f̂(x+ η), l) + c · |η|,

where η is the perturbed noise, l is the desired deceived target label to deceive the neural

networks, and c is a constant to balance the original image and the perturbed image. Good-

fellow et al. [41] proposed a fast gradient method to find η by the gradient of the loss w.r.t

to the input data: η = ϵ · sign(∇xL(x, l)). However, the two methods require a lot of pix-

els to be changed. Yousefzadeh and O’Leary [42] reduced the number of pixels using flip

points. It is al possible to deceive a neural network classifier with only one pixel change

[43].

However, it is hard to intentionally modify a digital image when the image is captured by

a camera without hacking into a system. A method to print stickers that can fool a neural
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networks classifier [44] was designed. Similarly, the usage of 3D printer to print a turtle

but is classified as a rifle [45] has also implemented.

2.2 Representation Analysis

2.2.1 Layers & Individual Neurons Analysis

Visualization of layer and individual neurons are helpful to understand which features

have been learned. The information flows in neural networks can be subdivided into layers

and individual neurons. A single individual neuron can be understood by visualizing the

input patterns that maximize the neuron’s response. With the neuron’s responses visualiza-

tion, researchers inpteret which information has been learned and passed through different

layers and individual neurons of the neural networks.

Each individual neurons to observe the weights can directly be visualized. By visualizing

and observing each layers of a small neural network, the neural network is shown to learn

from simple concepts to high level concepts through each layer [11]. A neural network

model first learns to detect edges, angles, contours, and corners in a different direction at

the first layer, object parts at the second layer, and finally object category in the last layer.

This sequence consistently happens during training different neural networks on different

tasks.

Instead of visualizing neurons directly, researchers found out that the neurons’ gradient

can also be observed to reveal where important information parts come from. Gradient-

based methods, which propagates through different layers and units [46, 47], were pro-

posed. The gradient of the layers and units highlights areas in an image which discriminate

a given class. An input can also be simplified which only reveals important information

[48].

A method to synthesize an input that highly maximizes a desired output neuron using

activation maximization [49] by utilizing gradients. For example, the method can synthe-

size an image of lighter that the neural network classifier would maximize the probability

of the lighter. Mordvintsev et al. [50] has successfully improved style transfer, which
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modifies a content image with a style of different image, by maximizing the activation dif-

ference of different layers. There is a survey of different methods for visualization of layer

representations and diagnosed the representations [51].

Another way to understand a single individual neuron and layers is to qualitatively vali-

date its transferability to different tasks. A framework for quantifying the capacity of neural

network transferability was introduced by comparing the generality versus the specificity

of neurons in each layer [52]. Network dissection method [53] measures the ability of

individual neurons by evaluating the alignment between individual neurons and a set of se-

mantic concepts. By locating individual neurons to object, part, texture, and color concepts,

network dissection can characterize the represented information from the neuron.

2.2.2 Vectors Analysis

Vector representations are taken before applying a linear transformation to the output

from a neural network model. However, the vector representation most likely to have more

than three dimensions which are hard to be visualized by computer. Vector visualization

methods aim to reduce the dimension of the vector to two or three dimensions to be able

to visualize by computer. Reducing the vector to two or three dimensions to visualize is an

interesting research area. PCA [12] designs an orthogonal transformation method to con-

vert a set of correlated variables into another set of linearly uncorrelated variables (called

principal components). The higher impact principal component has a larger variance. T-

distribution stochastic neighbor embedding (t-SNE by Maaten and Hinton [13]) performs a

non-linear dimension reduction for visualization in a low dimensional space of two or three

dimensions. t-SNE constructs low dimensional space probability distribution over pairs of

high dimensional objects and minimize KL divergence with respect to the locations of the

points on the map.

Vector representation visualization methods are well known for helping humans under-

stand high dimensional data. For example, if a neural network performs well in a classifi-

cation task, the vector representations need to be clustered together if they have a similar
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label. In order to ensure the vector representations are clustered, human needs to visualize

the vector and validates the assumption, especially in unsupervised learning where no label

is given. Both of the methods reduce high dimensional space to lower dimensions (usually

two or three) for an easy visualization that helps human understand and validate the neu-

ral networks. PCA and t-SNE are widely used by researchers to visualize high dimension

information.

2.2.3 Saliency Map

Saliency map reveals significant information that affects the model decision. Zeiler and

Furgus exemplified the saliency map by creating a map shows the influence of the input

to the neural network output [14]. There are different techniques built upon the saliency

map which showing highly activated areas or highly sensitive areas. The saliency method

requires the direct computation of gradient from the output of the neural network with

respect to the input. However, such derivatives are not generalized and can miss important

information flowing through the networks.

Researchers have been working on the solution to smoothly derive the required gradi-

ent for the saliency map. Layer-wise relevance propagation [54] is a method to identify

contributions of a single pixel by utilizing a bag-of-words features from neural network

layers. By simply modifying the global average pooling layer combined with class activa-

tion mapping (CAM), a good saliency map is shown [55]. DeepLIFT [56] compares the

activation of each neuron with reference activations and assigns contribution scores based

on the difference. A weighted method is used for CAM to smooth the gradient [57]. An

integrated gradient method is used to satisfy the sensitivity and implementation variance

of the gradient [58]. De-noising the gradient by adding noise to perturb original input then

average the saliency maps collected [59] also shows a better saliency map. An application

of using saliency map to interpret why a deep reinforcement learning agent behaves [60].
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2.3 Re-approximation with Interpretable Models

2.3.1 Linear Approximation

A linear model can be he most simplified model that can provide interpretation of the

observable outcomes. Linear model uses a set of weights w and bias b to make prediction:

ŷ = wx+ b. The linearity of the relationship between features, weights, and targets makes

the interpretation easy. The weights of the linear model to understand how an individual

input feature impacts the decision can be analyzed.

Local Interpretable Model Agnostic (LIME) [15] exemplified the linear approximation

approach to classification problems. LIME first perturbs input data to probe the behavior of

the neural networks. A local linear model is trained through the perturbed input and neural

network output on the neighborhood information of the input.

2.3.2 Decision Tree

Linear approximation assumes input features to be independent. Therefore, linear ap-

proximation fails when features interact with each other to form a non-linear relationship.

Decision trees split the data multiple times according to certain cutoff values in the data

features. The approach results in an algorithm similar to nested if-then-else statements to

compare (smaller/bigger) input features with corresponding threshold numbers. The inter-

pretation is fairly simple by following the instruction from the tree root node to the leaf

node. All the edges are connected by ‘AND’ operation.

Artifitial Neural Networks - Decision Tree (ANN-DT) [16] is an early work that converts

a neural network into a decision tree. ANN-DT applied sampling methods to expand the

training data using nearest neighbors to create the decision tree. Sato and Tsukimoto de-

signed Continuous Rule Extractor via Decision tree (CRED) to interpret shallow networks

[61]. By applying RxREN [62] to prune unnecessary input features and C4.5 algorithm

[63] to create a parsimonious decision tree, an extension of CRED into DeepRED [64]

is introduced to be able apply to deep neural networks. The decision tree method is also
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applied to interpret a reinforcement learning agent’s decision making [65].

2.3.3 Rule Extraction

Similar to decision trees, rule extraction methods use nested if-then-else statements to

approximate neural networks. While decision trees tell a user where to follow (left or

right) in each node, the rule-based structures are sequences of logical predicates that are

executed in order and apply if-else-then statements to make decisions. A decision tree

can be transformed to a rule-based structure and vice versa. Rule extraction is a well-

studied approach in decision summarization from neural networks [66]. There are two

main approaches to extract rules from neural networks: decompositional and pedagogical

approaches.

Decompositional approaches mimics every individual unit behavior from neural net-

works by extracted rules. Knowledgetron (KT) method [17] sweeps through every neural

unit to find different thresholds and apply if-then-else rules. The rules are generated based

on input rather than the output of the preceding layer in a merging step. However, the KT

method has an exponential time complexity and is not applicable to deep networks. The

KT method was improved to achieve the polynomial time complexity [67]. Fuzzy rules

was also created from neural network using the decompositional approach [68]. Towell et

al. [69] proposed M-of-N rules which explain a single neural unit by clustering and ig-

noring insignificant units. Fast Extraction of Rules from Neural Networks (FERNN) [70]

tries to identify meaningful neural units and inputs. Unlike other reapproximation methods,

the aforementioned decompositional approaches require a full access to the information of

neural network models.

Pedagogical approaches are more straightforward than decompositional approaches by

extracting rules directly from input and output space without sweeping through every layers

and units. Validity interval analysis [71] identifies stable intervals that have the most corre-

lation between input and output to mimic behavior of the neural networks. the pedagogical

approach can also use sampling methods [72, 73, 74] to extract the rules.
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2.4 Challenges

The trade-off of interpreting neural network exists between the accuracy and robustness

of a neural network and the meaningful or simpleness of interpretation. The most accurate

and robust model does not guarantee an interpretation of the network in an easy way. The

simple and meaningful interpretation might not be easy to learn from a robust method. It is

thus challenging when access to neural networks model is not provided to neither re-design

nor extracting meaningful information from the model. Reviewing the interpretation meth-

ods, two challenges for interpreting neural networks are identified: robust interpretation

and sparsity of analysis. These challenges can be solved by snapshot-driven method

which is a quick process to extract a small number of important samples to under-

stand the decision making process.

2.4.1 Robust Interpretation

Current approaches are slow to produce robust interpretation in a timely manner. Self-

interpretable systems, even though the interpretation is fast on inference, still need to be

trained for a long time. The representation systems need heavy computation in order to

achieve visualization results. Re-approximation methods take a long time for both training

to approximate neural networks as well as produce interpretation.

Noisy interpretation can severely harm trust of the model. A neural network is trained

from the data, possibly training data often cause erroneous interpretation because of errors

in labeling process. This phenomenon happens mostly with self-interpretable systems since

the objective function designed to optimize the data-only, not the knowledge. The objective

function might not be well-covered to interpret the problem that makes the interpretation

harder. The representation methods can provide a lot of misleading information from layers

and individual neurons, which are not related to human perceptions. Re-approximation

methods have limited performance compared to the original neural networks model, so

misleading towards the poor interpretation.
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2.4.2 Sparsity of Analysis

For each method, interpretations are made from individual samples or a lot of differ-

ent visualizations. If a problem is scaled up with a large number of samples, a tremendous

amount of observations and human effort are required. The problem becomes worse if sam-

ples not from the dataset need to be interpreted. For example, in order to interpret the rea-

soning behind a neural network classifier, human needs to analyze different saliency maps

from different input samples to validate the reasoning. With that being said, researchers

should concern about sparsity of analysis by reducing the number of visualizations that hu-

man needs to analyze. The sparsity is one of the main challenge that need to be addressed

to lessen human arduous effort in interpreting neural networks due to the large amount of

data as well as computation units. A method to recognize a meaningful smaller subset of

the whole dataset to interpret needs to be proposed. From the meaningful subset, there is

also an interpretation between the relationship from different samples with different subsets

that can be done.

This chapter is reused from Demysifying Deep Neural Networks Through Interpretation:

A Survey [7] with permission from the authors.



CHAPTER 3: BACKGROUND

3.1 Deep Learning

A deep neural network (DNN) is a mathematical model that has been motivated by the

functioning of the brain. Researchers use the DNN to analyze data instead of providing a

biologically realistic model. The basic idea of a deep learning model is mapping an input

x ∈ Rn (n is the number of input features) to a prediction ŷ through a series of linear and

nonlinear transformations. Each linear transformation carries a set of weights w ∈ Rn×k

(k is the number of output features) and bias b ∈ Rk and performs a linear mapping such

that: z = w⊤x+ b. After each linear transformation, there is a nonlinear function, denoted

by σ, to convert the linear transformation into nonlinear to better fit the data. The series of

functions/transformations are represented as:

ŷ = σn(zn) where zn = σn−1(w
⊤
n zn−1 + bn) with z0 = x and n ∈ N.

Nonlinear functions, also called activation functions, come in many different forms that

map the linear relationships into nonlinear relationships. The most frequently used non-

linear functions are sigmoid, hyperbolic tangent (tanh), softmax [75], and Rectified Linear

Unit (ReLU) [76]. Sigmoid reduces the limit of the value from (−∞,∞) to (0, 1) using

mathematical function, f(z) = 1
1+exp(−z)

. Tanh provides the limit (−1, 1) using mathe-

matical function, f(z) = exp(z)−exp(−z)
exp(z)+exp(−z)

. Softmax function is mostly used for categorical

distributions where each category is represented by a probability number that sums up to

one such that fzi =
exp(zi)∑N

j=1 exp(zj)
. ReLU is the most used nonlinear function because it pro-

vides a fast and direct gradient of 0 or 1. ReLU only keeps positive values and zeros out

negative values such that f(z) = max{0, z}.
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Each nonlinear and linear mapping sequence is called a hidden layer. In the deep learning

context, since the transformations are functions, the prediction is denoted as a function as:

ŷ = f(x|θ) where θ is a set of parameters (w1, b1,w2, b2, . . . ,wn, bn). The final layer of

the neural network is called the output layer. During the neural network training, f(x|θ) is

derived to match f ∗(x) where f ∗(x) is the true/optimal function which is unknown. Each

sample x is accompanied by a label y = f ∗(x). The training sample specifies directly what

output layer must produce at each point x. It must produce a value ŷ that is close to y.

A neural network model is trained by solving optimization problem that minimizes an

objective function. The objective function is depended on the problem. The most frequently

used objective functions in deep learning are cross-entropy for classification problems and

mean squared error for regression problems. The optimization problem is typically solved

in a gradient-based method such as stochastic gradient descent [77], adaptive moment esti-

mation (Adam) [78], rectified Adam [79] where the gradient ∂J
∂θ

is computed with the chain

rule.

3.2 Reinforcement Learning

Reinforcement learning (RL) is a process of learning a policy from an agent’s interaction

with an environment. From the collected samples via the interactions, the agent evaluates

its value on each move to achieve a policy to reach a better goal. The agent picks an action

and then observe responses from the changes of environment. The responses include a

new situation and a feedback/reward for the previous situation and chosen action. The

accumulation of reward is an objective that the agent wants to maximize.

The RL problem is formulated as a Markov Decision Process (MDP). An MDP is defined

as a tuple (S,A, P a
ss′ , R, γ) for each time step t ∈ N. Given a state st ∈ S and an action

at ∈ A P a
ss′ , there is a transition probability P a

ss′ that the environment turn into the next

state s′ = st+1 ∈ S and reward rt+1 ∈ R is observed from the transition. In an environment

specified by the MDP, a reinforcement learning agent aims to maximize the total long-term

reward. In general, the long-term reward is represented by the expected sum of discounted
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Figure 3.1: Reinforcement Learning Feedback Loop.

rewards as:

Gt = rt+1 + γrt+2 + γ2rt+3 + · · ·+ rT =
T−t−1∑
k=0

γkrt+k+1,

where γ ∈ (0, 1] is a discount factor, and T is the time step when the environment termi-

nates. The discount factor prevents infinity summation and tells the agent tries to get the

reward as early as possible since the same reward is discounted in longer time horizon.

To achieve the goal, reinforcement learning algorithms estimate a value for each state

the agent is at (state value function V (s)) or a value for each pair of state and action the

agent performs (state-action value function Q(s, a)). The state value function V (s) ∈ R

represents how good a state is in numerical value. The state-action value function Q(s, a) ∈

R also outputs a numerical value representing how good the taken action given a state. Both

V and Q can be used for learning a better policy π(s). Policy π can be represented as a

function mapping from state space to action space such that π : S → A.

The state value of a policy V π can be estimated as the expected return as

V π(s) = E
[ T∑

t=0

γtrt+1|s = st, π
]
.
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The state value function satisfies Bellman equation such that

V π(s) = E[rt+1 + γV π(st+1)|s = st, π].

This Bellman equation shows a relationship between the state value of current state and the

next state. State-action value function is also estimated as the expected return as

Qπ(s, a) = E
[ T∑

t=0

γtrt+1|s = st, a = at, π
]
.

To see the relationship with the next state and next action, state-action value function can

also be expressed with Bellman equation:

Qπ(s, a) = E[rt+1 + γmax
at+1

Qπ(st+1, at+1)|s = st, a = at, π].

Reinforcement learning agent looks for an optimal policy that maximizes either V π or

Qπ, which can be denoted by V ∗ and Q∗ respectively such that:

V ∗(s) = max
π

V π(s)

V ∗(s) = max
a

Q∗(s, a) = max
a

max
π

Qπ(s, a)

therefore Q∗(s, a) = E[rt+1 + γmax
at+1

Q∗(st+1, at+1|s = st, a = at)]

= E[rt+1 + V ∗(st+1|s = st)].

3.3 Sparse Bayesian Learning

Sparse Bayesian learning [80, 81] transforms i-th input data xi into features such that

ϕi = k(xi,X) where k is the kernel function measures the similarity between xi and X,

and X are the snapshots in the model. Φ is defined as a matrix composed of feature vectors

transformed by the kernel functions Φ = [ϕ1,ϕ2, . . . ,ϕn] with n is the number of samples.

Let m is the number of snapshots at any moment: Φ ∈ Rn×m. Sparse Bayesian learning



22

starts the learning process with a single random snapshot.

Sparse Bayesian learning assumes that the target t is approximated by a weighted sum

of the feature vectors t̂ with some noise such that:

t = t̂+ ϵ = Φw + ϵ

where w ∈ Rm is the feature weight and ϵ is a zero-mean Gaussian noise with variance

σ2 = 0.1× var(t). α = (α1, α2, . . . , αm)
⊤ is defined as a set of parameters controlling the

strength of the prior over the corresponding weights to be infinity except for the starting

snapshot:

αi =
||ϕi||2

||ϕ⊤
i t||2/||ϕi||2 − σ2

.

Having defined the prior p(w,α, σ2), Bayesian inference proceeds by computing, from

Bayes’ rule, the posterior distribution of the target over all unknowns given the data

p(w,α, σ2|t) = p(t|w,α, σ2)p(w,α, σ2)

p(t)
. (3.1)

The posterior can be decomposed as

p(w,α, σ2|t) = p(w|t,α, σ2)p(α, σ2|t). (3.2)

The posterior distribution over the weights p(w|t,α, σ2) is given by

p(w|t,α, σ2) = (2π)−(n+1)/2|Σ|−1/2 exp
{
− 1

2
(w − µ)⊤Σ−1(w − µ)

}
(3.3)

where the posterior mean and covariance are respectively

µ = σ−2ΣΦ⊤t, (3.4)
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Σ = (σ−2Φ⊤Φ+A)−1, (3.5)

with A = diag(α1, α2, . . . , αn), a square zero matrix with the diagonal has the α values.

Essentially, I have w ∼ N (µ,Σ).

Sparse Bayesian learning becomes the search for the parameters posterior mode to max-

imize p(α, σ2|t) ∝ p(t|α, σ2)p(α)p(σ2) with respect to α. The term p(t|α, σ2) needs to

be maximized, which can be computed as:

p(t|α, σ2) = (2π)−n/2|σ2I+ΦA−1Φ⊤|−1/2 exp
{
− 1

2
t⊤(σ2I+ΦA−1Φ⊤)−1t

}
. (3.6)

I can replace C = σ2I + ΦA−1Φ⊤ and m = t = Φµ as the covariance and mean re-

spectively. The covariance of the marginal likelihood C can be decomposed as: C =

C−i + α−1
i ϕiϕ

⊤
i where C−i = σ−2I +

∑
j ̸=i αjϕjϕ

⊤
j is C with the contribution of basis

vector i removed. The sparsity factor

si = ϕ⊤
i C

−1
−iϕi, (3.7)

measures the extent of overlaps of ϕi with the existing other bases. The quality factor

qi = ϕ⊤
i C

−1
−i t, (3.8)

measures the alignment error of ϕi when the i−th output is excluded.

Three cases need to be considered:

• If q2i > si and αi <∞, re-estimate αi.

• If q2i > si and αi =∞, add ϕi to the model and re-estimate αi.

• If q2i ≤ si and αi <∞, delete ϕi from the model and set αi =∞.
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αi (when q2i > si) and the noise level σ will be updated as following:

αi =
s2i

q2i − si
and σ2 =

||t− t̂||2

n−m+
∑

m αmΣΣΣmm

.

The algorithm re-computes ΣΣΣ and µµµ and follows the process until a convergent condition is

met. The relevant state and action pairs can be traced back by the ϕ left in the model. The

target value for new data x is predicted as

t̂ = k(x,X)w, (3.9)

where X are the snapthots, and w are the weights along with the snapshots.

In related Bayesian models, this quantity is known as the marginal likelihood. Its max-

imization is known as the type-II maximum likelihood method [82]. The marginal like-

lihood is also referred as the evidence for the parameters [83], and its maximization as

the evidence procedure. Lee [84] combined sparse Bayesian learning into reinforcement

learning problem, called sparse Bayesian reinforcement leanring (SBRL).



CHAPTER 4: OBTAINING SNAPSHOTS IN DEEP REINFORCEMENT LEARNING

This chapter is reused from Deep Reinforcement Learning Monitor for Snapshot Record-

ing [85] with permission from IEEE.

In this chapter, a novel method to obtain snapshots is proposed to explain a deep re-

inforcement learning agent throughout its learning process. To successfully obtain the

snapshots, sparse Bayesian learning method [81] is utilized to re-approximate the Q-value

function estimation of the reinforcement learning agent. Fig. 6.1 shows the overall structure

of my method, the deep reinforcement learning monitor (DRL-Monitor), which consists of

two parts. The first part is the deep reinforcement learning for learning and controlling the

agent. The second part is the novel monitor for recording the most significant moments/s-

napshots. DRL-Monitor is applied to double deep Q-network (DQN) [1] in a visualized

maze problem (Fig. 4.2) and two other Atari games (Fig. 4.3 and Fig. 4.4) to show the

efficacy of my method.

4.1 Motivation

Understanding and interpreting neural networks are active and important research area

to handle various applications that require confidence or trust of a model. There has been

a number of techniques proposed to understand what neural networks have learned. In-

terpretable learning of the complex model affects to selection of an efficient and effective

network architectures, identification and mitigation of bias, accounting for the context of

problems, and improvement of generalization and performance [86]. Especially in deci-

sion making problems, understanding what action is taken and why the action is taken at a

certain time is beneficial to interpret knowledge for transfer learning, to improve learning

performance, and to fix potential errors in the critical domain as in autonomous car and
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Figure 4.1: The diagram for the DRL-Monitor framework. Here, the Double DQN [1]
is illustrated for the deep reinforcement learning module. The monitor can possibly be
connected to many different DRL algorithms.
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medical applications.

Previous publications [87, 88, 89, 90, 86] have attempted to visualize the neural net-

works to understand the learned model for supervised learning problems. Not many have

attempted to visualize reinforcement learning problems yet but recent work by Zahavy et

al. [91] and Greydanus et al. [60]. Zahany et al. apply Semi Aggregate Markov Decision

Process and t-SNE to visualize strategy of a DQN agent with an Atari game. Greydanus et

al. visualize the A3C policies through a salient map for Atari game agents. By observing

the changes in the policy learned by the agent in input images, the method make it possible

to observe the salient pixels that is highly relevant to the learned policy.

However, these are not sufficient enough to understand what and how deep reinforce-

ment learning agent has learned. In real world, I (as human) recalls relevant past experi-

ences when encounter a new problem. To mimic this psychological information processing

process, the work focuses on memorizing significant moments through training the monitor

to has an automated retention of snapshots with Bayesian model that accounts for what an

agent is doing.

The benefits of the method are that a sparse set of snapshots is presented that takes

less memory and is easy to interpret. The snapshots interpretation discovers unconsidered

factors or features for learning process. The DRL-Monitor is complimentary to be combine

with Graydanus, Zahany, or other visualization.

In this work, a new, novel method is applied to monitor deep reinforcement learning

by memorizing important moments during training. The stored images help interpret what

and how the agent builds up its knowledge and solves a reinforcement learning task. The

method can be applied with many different state-of-the-art DRL algorithms to understand

and evaluate their learning. By adopting a Bayesian model, the interpretation was able to

bring additional insights.



28

4.2 Deep Reinforcement Learning Monitor

Since the input of the visualized maze and Atari games are images, DQN uses the neural

network to transform state images into vector space (perceptions). The perception layer

is a good feature vector representation of its complex input state (image). For the cases

that actions are in a discrete space, independent action inputs are mapped into a real value

vector so that distances between actions can be measured precisely. For example, left:

[-1, 0], right: [1, 0], up: [0, 1], and down: [0, -1]. s is denoted as the perception of

a state, a as the mapped chosen action given the state, and Q-value as the output of the

neural network. sparse Bayesian learning method is applied to re-approximate Q-value

with inputs x = (s, a).

In order to record significant snapshots, the radial basis kernel function computes the

similarity of samples’ state-action pair using the transformed perceptions and the mapped

actions. The monitor trains the sparse Bayesian reinforcement learning (SBRL) [84] mod-

ule with the kernel features to predict Q-values of the selected DRL. For the training step,

it augments input data with the snapshots stored in the snapshot storage. The kernel to train

SBRL can be calculated as

ϕi = ks(si,S)× ka(ai, A)

where ks and ka are two kernel functions, S and A are the snapshots.

The snapshots, which are retained from SBRL training, are passed through a filter. In

this filter, it examines whether the SBRL training was successful. When SBRL training is

evaluated as success, the collected snapshots become candidates for permanent recording

in the snapshot storage. One of the possible heuristic rules can be defined as

√∑
(Q̂i −Qi)2 < τ ×

√∑
(Q̄−Qi)2

where Q is a target value, Q̂ is a predicted value, Q̄ is the average of the target Q, and

τ ∈ [0, 1] is a control parameter. SBRL prediction needs to be better than a naive prediction
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of average value by a certain ratio of τ .

The remaining snapshots are moved to the storage. For additional analysis and expla-

nation of learning, the weight distributions (means and variance) are stored for the corre-

sponding snapshots. This information provides the measurements of how strong a snapshot

affects the environment or policy development.

If a new snapshot does not exist in the storage, the monitor uses the newly achieved

weights, and add the snapshot to storage. If a snapshot was already in the storage, the

weight is updated using the following convex update rule,

wss
i = (1− c)×wss

i + c×wnew
i

where wnew
i is the weight of the filtered candidate snapshot and wss

i is the weight of the

same snapshot found in the storage. c ∈ [0, 1] is a convex update parameter.

For the sparsity of the storage, how different stored snapshots and new candidates are

measured by computing their similarity using the kernel function. When new candidates

have a similar snapshot in the storage, the similarity is measured higher than a preset thresh-

old value. Then, instead of adding new snapshots (indexed by j), the weight of the most

similar snapshot (indexed by i) is updated with the similarity ratio:

wss
i = (1− c)×wss

i + c× (
∑
j

k(xj,xi)×wnew
j ).
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4.3 Experiments

4.3.1 Experimentals Setup

Figure 4.2: Maze Environment

Visual Maze is a navigation (8× 8 blocks) task with RGB image representation as state

(80×80×3). An agent starts at the pink block and moves toward to the goal location in the

green block. The black blocks represent obstacles. The four discrete actions are defined

as left, right, up, and down. The agent receives −1 reward for the cost of each movement.

If the agent moves out of the boundary or hit the obstacles, it stays at the current location,

and it receives −5 as a penalty. If the agent reaches the goal, the game terminates, and it

receives +30 reward.

Pong (Fig. 4.3) is one of Atari game environments that Double DQN has played very

well. An agent controls the green bar. There are six possible actions: stay still, start the

game (stay still if game already started), up, down, fire up (move up faster), fire down

(move down faster). The agent gets +1 reward if the ball (white dot) passes brown bar to

the left, and −1 reward if the ball passes green bar to the right. The game terminates when

either the bot or the agent reaches 21 rewards (or points).

In MsPacman (Fig. 4.4), an agent controls yellow Pacman. The agent will have three

lives. There are 9 different actions: stay still, left, right, up, down, up right, up left, down
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Figure 4.3: OpenAI Gym Pong Environment

right, and down left. If the agent eats one dot, the agent gets +10 reward. The agent loses

one life if ghost catches it, and it is reseted to the starting position. The game terminates

when the agent runs out of its lives.

4.3.2 Visual Maze

Fig. 4.5 illustrates the gradual snapshot acquisition as the agent learns. The bottom

figure shows a total reward of each episode and above three figures show the activated

snapshots, whose weights are not close to 0’s, in the snapshot storage. The collected active

snapshots are relevant to the perceptions and the policy at that time. There are negative

snapshots at first and in the middle of training process. When the training converges, I

observe that there are only positive active snapshots left because the majority of samples in

the experience replay buffer contains positive ones as it exploits the learned policy more to

reduce the steps to reach the goal.

Fig. 4.6 shows the maximum Q values in the maze and some of the active snapshot

samples. When they lie on the path to the goal, and as getting closer to the goal, they end

up with getting high Q values. In this path, the weights of those snapshots become high. I

also observe that the weights are also affected by the exploration. Since the training always
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Figure 4.4: OpenAI Gym MsPacman Environment

starts at the top left of the maze, there is less exploration made starting from the right side

of the maze. This results in low weight values to those snapshots.

Once Double DQN achieves the knowledge from training, it exploits the learned policy

as shown in Fig. 4.7. With two different starting positions, one with the same start Fig. 4.7a

and the other with a different start location Fig. 4.7b from training, the three most relevant

snapshots are presented, which is computed by the kernel function. In Fig. 4.7a, the agent

has developed an optimal policy that makes a right decision at each moment (at the junc-

tion) and the snapshots has captured them. On the other hand, when starting from the start

location with lack of experience, it came up with a sub-optimal path. Snapshots on the right

show when and what were the wrong decisions.

The snapshots explain the learned rule of what action an agent takes in a given state.

The snapshots also provide information of which neural networks was able to learn. For

example, there might be a dangerous zone that agent wants to take a sub-optimal solution.

When comparing a sample with the snapshots, the similarity between the sample and the

snapshots reveal a relationship between their Q-values. If the sample is closed to a snapshot

which resulted a low Q-value, the sample is in a dangerous state and needs to take a sub-
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Figure 4.5: DRL-Monitor gradually adds snapshots to a snapshot storage during learning.
The upper images show the content of snapshot storage at each moment. Red actions
(arrows) mean negative weights of the snapshots, and green actions mean positive weights.
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Figure 4.6: Q contour plot after fully trained with snapshots. The numbers present for
weight distribution.

(a) Optimal path selection (b) Sub-optimal path selection

Figure 4.7: Exploitation of learned policy with different starting position: small images on
the right are the snapshots for each circled moment. The snapshots are ordered from left to
right showing its effects, and left has the highest effect. The numbers above each snapshot
are weights and similarity.
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Figure 4.8: DRL-Monitor on Pong with reward curve and active snapshots. Red actions
mean negative weights of the snapshots, and green actions mean positive weights of the
snapshots. Longer actions indicate a faster action toward a direction.

optimal solution instead.

4.3.3 Pong

Fig. 4.8 shows active snapshots at 4 different training iteration (300K, 800K, 1.5M,

1.9M iterations). The bottom plot represents total rewards evaluated every 100K iterations.

I observe that the slightly growing number of active snapshots thanks to the sparse control

parameters in kernel, a filter heuristic, and snapshot storage. In our experiment, the total

number of snapshots at the end of the training is 764 snapshots, and 221 of them are active.

Fig. 4.9 presents the three most effective snapshots that has the high absolute weight val-

ues at 300K, 1.5M, and 1.9M iteration. At 300K iteration, agent remembers key snapshots

that lead directly to a negative reward signal because Double DQN has not been success-

fully train the agent. I can also see lack of training by looking at the reward curve in

Fig. 4.8. As the training progresses, the agent learns how to catch the ball to avoid negative

reward shown in Fig. 4.9b. However, the agent only knows how to correctly behave when

the ball is close. When the agent starts to converge at 1.9M iteration, agent reuses more
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(a) Pong most effective snapshots at 300K iteration

(b) Pong most effective snapshots at 1.5M iteration

(c) Pong most effective snapshots at 1.9M iteration

Figure 4.9: The three most effective snapshots each timestamps by the weights.
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Figure 4.10: Visualization of learned Q-values on Pong. The video is available at: https:
//youtu.be/Si4SvglUjzk.

past experiences stored in snapshot storage to mark down a harmful state-action pair as

well as to master how to move when the ball is far away.

In Fig. 4.10, exploitation of the learned policy in a Pong game is visualized. Here, the

Q-values at each frame of the video game screen are shown. On the top, it shows how the

agent exploits the winning policy with a game scene, active snapshots in the storage, and

three most relevant snapshots.

The three most relevant snapshots are selected by kernel similarity between the game

scene and active snapshot image. Since the agent uses the same strategy repeatedly to

defeat its opponent, the point 2 in the figure has three most significant (similar) moments

to send the ball through the winning trajectory shown in the dashed arrow line. There are

https://youtu.be/Si4SvglUjzk
https://youtu.be/Si4SvglUjzk
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Figure 4.11: DRL-Monitor on MsPacman with reward curve and active snapshots of 4 dif-
ferent timestamps. Red actions mean negative weights of the snapshots, and green actions
mean positive weights of the snapshots

three similar relevant snapshots at point 2 indicating a strong action selected such that the

ball hit the edge of the agent to go back down and defeat its opponent.

4.3.4 MsPacman

The gradually snapshot collection is shown as the agent learns with active snapshots at 4

different iterations (300K, 1.2M, 2.4M, and 3.6M) in Fig. 4.11 along with the reward curve.

Comparing to Pong, there are more active snapshots are gathered at each time. I observe

the total number of snapshots is 993, and the active snapshots at the end is 236.

As in Pong, the three most effective snapshots at 300K, 1.2M, and 2.4M iterations are

shown by comparing the absolute values of the weights (Fig. 4.12). At the beginning of

the training, the snapshots are favor of staying still action. The agent understands that

staying still is not a good action. In fact, the agent should always move in MsPacman game

to be successfully survive. In the middle of the training when the agent is developing its

policy, the agent learns the importance of the food which give positive immediate rewards.

Moreover, the agent develops better perception of the foods as well as its own location than
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(a) MsPacman most effective snapshots at 300K iteration

(b) MsPacman most effective snapshots at 1.2M iteration

(c) MsPacman most effective snapshots at 2.4M iteration

Figure 4.12: MsPacman most effective snapshots each timestamps by the weights. Red
actions mean negative weights of the snapshots, and green actions mean positive weights
of the snapshots.
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previous iterations. When the Double DQN starts to converge, I observe that the agent

avoids the ghost shown in Fig. 4.12c.1 by a negative weight of the snapshot.

However, Fig. 4.12c.2 and Fig. 4.12c.3 show that agent is heading towards to the ghost

with positive weight snapshots. From the snapshot images, I observe that the agent is

heading to the foods although the ghost is nearby. The agent overly weighted on eating

foods to be safe keeping its lives. This is the key reason that Double DQN cannot reach

human-level in MsPacman game. This might happen because of a sample bias or imbalance

between positive and negative reward samples in the replay buffer so that the agent is not

able to develop an optimal policy.



CHAPTER 5: ENHANCING DEEP REINFORCEMENT LEARNING WITH

SNAPSHOTS

Previous chapter proposed to develop a method to extract snapshots and maintain the

sparsity. The usage of the snapshots is only focused on interpretation. This chapter explores

a different benefit of the snapshots to enhance deep reinforcement learning process by a

simple tagging process. This chapter is reused from Relevant Experiences in Replay Buffer

[92] with permission from IEEE.

5.1 Motivation

Experience replay [93, 94] stores past experiences in memory and replays some of them

by randomly sampling from a uniform distribution. This breaks the direct correlation in

training data and simulates independent distribution for gradient descent updates. Simply

storing all experiences also prevents possible forgetting problems. Experience replay also

improves the data efficiency [95], which suits many different RL algorithms. Deep Q-

Network (DQN) [96] has shown the stability of the training process by using experience

replay.

After the success of DQN, a fairly large amount of memory seems to be necessary for

the experience replay (replay buffer) [96, 97, 98]. Without any justification of the size of

the replay buffer, a lot of followup research adopts the heuristically determined size for

the memory. However, storing all the experiences and then sampling some from uniform

distributions is not the most effective way to use a replay buffer. Thus, it requires inves-

tigation on the design of a replay memory: storing problem of which experiences to store

and replaying problem of which one to replay [99].

Recent research focuses on the replaying problem to improve the efficiency of expe-
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rience replay: most notably, Prioritized Experience Replay (PER) [99], Hindsight Expe-

rience Replay (HER) [98], and Distributed Prioritized Experience Replay (DPER) [100].

PER modifies the traditional experience replay whereby instead of uniformly choosing ex-

periences from replay buffer, the agent is more likely to sample experiences with higher

temporal difference error. HER realizes sample augmentation in order to overcome the

rare relevant (reaching goal trajectories) experiences problem with virtual goals and shows

much improved performance on learning. For an environment that multiple agents learn

asynchronously, DPER adopts PER in distributed learning framework for efficient learn-

ing. These approaches make advances on efficient replaying, eventual effective learning,

but the storing problem is not so far addressed.

In this chapter, a simple, but novel method is proposed, Relevant Experience Replay

(RER), as an initial step to solving the storing problem. RER adopts DRL-Monitor [85]

to identify important experiences to tag them as “relevant.” DRL-Monitor, attached to a

DRL agent, learns a policy developed by the agent by observing the learning process and

collecting important moments to understand the rationale of the agent’s decision making.

When DRL-Monitor tags some samples as relevant or important, a replay buffer contains

both the relevant samples and irrelevant samples. DRL samples from this mixture with

a certain ratio and examines the quality of relevance tagging for learning. This requires a

slight modification on the sampling module of the DRL. The experiments show the efficacy

and efficiency of the use of relevant samples identified by DRL-Monitor in 11 different

Atari game environments.

5.2 Relevant Experience Replay

My previous works on obtaining snapshots leverages DRL-Monitor to systematically

select important experiences to tag as relevant experiences for replay. Samples from the

mixture of the tagged “relevant” experiences are replayed with other irrelevant experiences

for efficient training as shown in Fig. 5.1.
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Figure 5.1: Relevant experience replay framework with DRL-Monitor. DRL-Monitor iden-
tifies and tags relevant experiences in a replay buffer. With a sampling ratio paramemter, a
certain ratio of relevant experiences are guaranteed to be replayed for DRL training.

5.2.1 Training DRL-Monitor

DRL-Monitor answers to the question of what to store during replaying experiences.

DRL-Monitor observes a DRL agent’s learning progress in a training environment and

its application of a learned policy in test environments. From training, the agent tunes

the neural network weights to produce Q values for appropriate actions to take. Encoded

state representation is developed through multiple neural network layers (i.e. convolutional

and fully connected layers). I refer this encoded state vector from the fully connected

layer before the output layer as perception. Observation of DRL enables DRL-Monitor to

recognize important samples from remembered frame images, actions, and rewards.

When the monitor considers all data samples as relevant experiences, the model will

be identical to traditional experience replay. This can be avoided by discarding similar

samples. To prevent memorizing any possible similar experience, DRL-Monitor measures

the similarity by using kernel function. For simplicity, our initial model defines a product

kernel of Radial Basis Function (RBF) kernels to measure the similarity of both perceptions

and mapped actions as:

ϕi = ks(si,S)× ka(ai, A).

The product kernel is also used for training DRL-Monitor to construct sparse bases to

approximate the DRL Q function space [85]. The bases built in the monitor are the key
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data samples capable of estimating any representation that a DRL agent can make. Thus,

the kernel bases are treated as the relevant experience to replay for efficient learning.

5.2.2 Tagging Relevant Experiences

The data in the replay buffer is assumed to be sequential presentation similar to taking

state after state in the simulation. A single experience sample et in a replay memory can

be represented as et = (st, at, rt, dt, ft) where the boolean terminal state indicator dt tells

whether the state st is terminal or not, and a boolean tagging flag ft tells the relevance.

Then, the experience replay buffer M = [e1, . . . , eNm ] where Nm is the number of stored

experiences.

ft is initialized as zero for every new experience comes into the replay buffer. After fin-

ishing DRL-Monitor training, α, the set of hyper-parameters controlling the strength of the

prior over the corresponding weights, tells the significance samples among the constructed

bases. Corresponding ft’s are marked as 1:

ft =

 1 if αt <∞

0 otherwise.
(5.1)

With this implementation, all relevant experiences are tagged with value ft = 1, and other

irrelevant experiences are tagged with value ft = 0 in the replay buffer.

5.2.3 Replaying Experiences

For informed random sampling with relevance tagging, a training batch is sampled which

concatenates a portion from a relevant experience set with another portion from the other

irrelevant experience set. A batch size b and a ratio c ∈ [0, 1] are pre-defined for a mixture

of the two types of experiences. The ratio c = 1 replays the relevant experiences only and

c = 0 replays the irrelevant ones only.

The relevant experience set R = {et|et ∈ M, ft = 1} is retrieved from the memory

using the tagging ft, and the irrelevant set I = {et|et ∈M, ft = 0}. Concatenating the two
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sets, a batch B draws a total of b samples from the memory to train the DRL agent:

B = [e
(r)
t , e

(i)
t ]

e
(r)
t ∼R,e

(i)
t ∼I

where |e(r)t | = c ∗ b and |e(i)t | = (1− c) ∗ b.

With this strategy, a certain proportion of relevant experiences are enforced to be re-

played in every training step. The process of monitoring and training DRL agent with RER

is summarized in Algorithm 1.

5.2.4 Normalize Perception

The perception is output of an activation function, Parametric Rectifier Linear Units

(PReLU) [101] in this case. Therefore, the distribution of the perception on each dimension

is not consistent for kernel similarity measurement. Therefore, a standard normalization on

each dimension of the perception is incrementally applied in order to stabilize the similarity

computation.

The perception is normalized with information from all previously seen perceptions but

without storing actual perceptions. The normalization method accumulates the total num-

ber (Np), the sum (psum), and the sum of squared (p2
sum) of all the perceptions observed

at time t and a set of current Nt perceptions pt as:


Np = Np +Nt

psum = psum +
∑

p∈pt
p

p2
sum = p2

sum +
∑

p∈pt
p2.

The mean and standard deviation are computed as:

µ =
psum

Np

and σ =

√
p2
sum − 2 ∗ psum ∗ µ

Np

+ µ2.
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With the accumulated normalization, the perception p is standardized to p̃ as:

p̃ =
p− µ

σ
. (5.2)

Algorithm 1 Relevant Experience Replay (RER)
1: Input: batch size b, training period Ktrain, monitoring period Kmonitor, total step T ,

relevant replay ratio c ∈ [0, 1].
2: Initialize a replay buffer memory M
3: Observe an initial state s0
4: for t = 0 to T − 1 do
5: Get action at from st through policy π(st)
6: Execute at and collect reward rt
7: Initialize ft = 0 and check terminal dt
8: Store experience et = (st, at, rt, dt, ft) in M
9: if t mod Kmonitor = 0 then

10: Retrieve Kmonitor previous experiences from M
11: Extract p, a, and Q-values
12: Normalize p using Eq.(5.2) and map a
13: Monitor the DRL agent
14: Modify tagging flag f with Eq.(5.1)
15: end if
16: if t mod Ktrain = 0 then
17: Empty the batch memory B
18: R← relevant experiences with ft = 1
19: I ← irrelevant experiences with ft = 0

20: Sample c× b of e(r)t from R and add to B

21: Sample (1− c)× b of e(i)t from I and add to B
22: Perform one step gradient update with B
23: end if
24: end for

5.3 Experiments

5.3.1 Experiment Setup

The quality of the relevant experience replay with one of the state-of-the-art DRL algo-

rithms, Double DQN [1], is examined. All tests were run with the same training configu-

ration for all the Atari game environments. The performance of RER with Double DQN

is compared against two baselines, vanilla Double DQN that uses traditional experience
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replay and the one that uses prioritized experience replay.

The architecture of Double DQN is slightly modified. The activation function to PReLU

for both baselines and RER experiments is replaced instead of ReLU. For computational

efficiency, 256 hidden units in the last hidden layer are used.

The discount factor γ is set to 0.99, and the learning rate is set to 10−4. The number of

steps between target network updates is 10, 000. The loss for DRL training is optimized

with Adam optimizer [78]. All gradients are clipped between a range of [−10, 10] to prevent

gradient explosion problem when one gradient is too high or low.

The agent evaluates policy every 100K simulation steps and reports the average of the

total reward from 30 episodes with random no-op actions from 1−30 at the beginning of the

game. By given random starting states, the agent has more robustness and generalization as

the agent cannot rely on repeating a single memorized trajectory. The same random no-op

action strategy is applied to the training phase as well. The mini-batch of b = 64 training

samples are collected every Ktrain = 4 steps. The agent runs T = 12 million simulation

steps.

The monitor is trained every Kmonitor = 256 steps to ensure the monitor is up-to-date

with the current policy. The gamma of perception and action for RBF kernel are set to

γp = 0.35 and γa = 1.0 correspondingly.

To ensure rich exploration, ϵ-greedy is used with linearly decreasing ϵ from 1 to 0.1 for

1M simulation steps, from 0.1 to 0.01 for the next 5M simulation steps, and constantly 0.01

after that.

Randomly selected 11 different Atari game environments are tested: Boxing, Breakout,

Double Dunk, Enduro, Fishing Derby, Freeway, Ice Hockey, MsPacman, Pong, Robotank,

and Tennis. Fig. 5.2 shows the 11 games in the order from left to right and top to bottom.

The environments are in NoFrameskip-v4 version from OpenAI Gym [102], which is

similar environment done in [96]. A similar environmental setup to [96] is used except that

the terminal state gets the reward of −1 instead of 0 if the reward was initially 0, which
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Figure 5.2: 11 games visualization.
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indicates the agent lost of life.

Due to high memory usage and computation time for experience replay, a buffer with the

size Nm = 104 is used for traditional experience replay, PER and RER to perform compar-

ison. This will simulate the cases of how experience replay affects learning performance

in complex problems that require large replay memory. The replay ratio c is set at 0.5 for

balancing relevant and irrelevant experiences.

5.3.2 Empirical Results

Fig. 5.3 shows the raw average total rewards over 12 million steps of training time. In

the presented nine Atari game experiments, relevant replay buffer shows improved perfor-

mance, comparing to the traditional replay buffer and PER. Replaying with 50% (c = 0.5)

of relevant experiences achieves faster learning speed (shorter time to reach the optimum)

and higher asymptote (better solution with higher scores).

The RER does not immediately show an improvement in the early stage of the training

because the agent needs to build up correct perception mapping through the convolutional

layers. When the perception has been well established, the DRL-Monitor is capable of

tagging the relevant experiences correctly to improve the agent’s learning.

The efficiency of RER is established after the perception is well-formed. The process of

formation typically takes 400K steps. The result in Fig. 5.3 shows a better improvement

after 400K steps of RER compared to traditional experience replay and PER. The speed of

learning curve is also improved with RER to reach a higher score.

Boxing, Breakout, Enduro, Ice Hockey, and Tennis show the improvements in term of

learning speed after a well-established perception in Fig. 5.3. In Freeway and Pong, the

problems are too simple to achieve further improvement in learning speed, but the RER

does not slow down learning and achieves the equivalent learning speed and performance.

In other environments, RER performs at least equivalent to or slightly better than traditional

experience replay and PER due to the hardness of the problem with 104 buffer size.

In Fig. 5.4, the trained agent is directly compared with relevant experience replay with
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Figure 5.3: Learning curves (average total reward of 30 episodes) for Double DQN with
traditional experience replay in red, prioritized experience replay in blue, and relevant ex-
perience replay in green. Each curve corresponds to a single training run 12 million simu-
lation steps.
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the two other baselines to see how much the proposed method improves quantitatively.

The normalized improvement score of RER to traditional experience replay is computed

comparing them with base human score as in [96]:

scorer =
scorerelevant − scorehuman

scoretraditional − scorehuman

.

This score tells how much better performance can be achieved by replacing traditional

experience replay with relevant experience replay.

The traditional experience replay with PER is measured using a similar metric formula.

However, if the PER score is less than a human score, the formula is reversed and apply

absolute value in the case of different sign when the human score is in between traditional

experience replay and PER:

scorep =
∣∣∣ scoretraditional − scorehuman

|scoreprioritized − scorehuman|

∣∣∣.
I observed a significant percentage improvement by applying relevant experience replay

with an average increased of 47% across 11 Atari games that have been evaluated. Notably,

RER achieves higher improvements especially when the complexity of an environment

grows. Fig. 5.4 depicts the comparison of the normalized scores in each Atari game with

three comparison benchmarks after 12M simulation steps.

I observed a significant improvement in games where the immediate reward has both

directions (negative and positive). They are shown with Boxing, Robotank, and Tennis

environments. Pong and Freeway achieved maximum long term reward (thus the optimal

policy), so they did not discover any better solution (or policy).

One directional immediate reward (only positive) also showed a noticeable improvement

in Breakout, Enduro, and MsPacman. As I observe in Pong, exposure to too many irrel-

evant experiences results in instability of learning with traditional experience replay. The

instability of Pong is shown by the red curve not always gets the maximum score 21.
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Figure 5.4: Normalized improvement score comparison between RER, PER, and traditional
experience replay in 11 different Atari game environments.

Double Dunk and Fishing Derby are hard games for our agent with the environment

setup of 104 buffer size. Therefore, RER was able to learn a slightly better solution than

the one with traditional experience replay.

I also observed poor performance with the prioritized experience replay when the size of

the replay buffer is limited. The performance decrements happen because of the gradient

clipping. The probability of an experience to be drawn in PER depends on the temporal

difference error. Therefore, when the gradient is clipped, the temporal difference error of a

high error experience changes slowly. That makes the probability of the high error experi-

ence reduces slower. The buffer size of 104 is also not an ideal buffer size for PER. Since

PER depends too much on the temporal difference error, small buffer size gets important

experiences being pushed out faster. These two reasons make PER sometimes performs

worse than traditional experience replay. Especially the latter reason reveals the limitation

of PER when the replay memory size is limited or when the environmental changes or
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complexity requires larger replay memory.

Figure 5.5: Average and variance of 5 experiments on Boxing and Enduro environments.
The color scheme is same as in Fig. 5.3 (traditional experience replay in red, prioritized
experience replay in blue, and relevant experience replay in green).

Fig. 5.5 show that mean and variance of learning performance in Boxing and Enduro

environments for 5 runs. Because of limited computation resources, only these two envi-

ronment are able to fully run. Small repetitions, however, show the similar trend to these

results and previous results.

As discussed before, I were able to observe the significantly improved asymptotic per-

formance p << 0.05 from one-way ANOVA (p are 8.4 × 10−5 and 0.0012 in Boxing

and Enduro respectly) in the two environments. Also, when prioritizing the experience (in

green and blue curves), I can observe improved stability of learning learning while priori-

tized experience can be misguided when enough memory is not provided.

5.4 Discussion

Experience replay has been one of the major components in reinforcement learning.

There has been a number of techniques proposed to improve the data efficiency and stabil-

ity of learning for the experience replay. The process of determining relevant experiences is

very important for storing problem in experience replay to mimic the psychological infor-

mation processing from a human that remembers only relevant experiences when tackling

a problem. In this work, a simple, but novel method is introduced, called Relevant Expe-
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rience Replay, that leverages DRL-Monitor to identify relevant experiences. The proposed

approach examines the efficacy of DRL-Monitor as a tool for the decision-making problem

of which experiences to store for experience replay. The empirical results verify the pro-

posed approach. That is, DRL-Monitor is capable of identifying significant experiences to

construct memory-efficient and effective experience replay model.



CHAPTER 6: ENFORCING SPARSITY OF SNAPSHOTS FOR EFFICIENCY AND

INTERPRETATION

Chapter 4 suggested a novel method in retrieving snapshots for interpretation. However,

the end storage contains a lot of samples needed to be looked at by human. In this chapter,

an approach to significantly scale down the number of snapshots in the storage is proposed.

This brings a faster interpreting and understanding of DRL agent’s behavior and requires

less human effort. This chapter is reused from Learning Sparse Evidence-Driven Inter-

pretation to Understand Deep Reinforcement Learning Agents [103] with permission from

IEEE.

6.1 Motivation

Understanding what has been learned from neural networks has become a major prob-

lem in machine learning research. Self-interpretable system, representation analysis, and

re-approximation are three major approaches to interpret deep learning [7]. The self-

interpretable system are built by using attention mechanism, disentanglement learning,

and adversarial examples. Attention mechanism attempts to understand the relationship

between input and output [8]. Disentanglement learning tries to understand high level con-

cepts from low level information [9]. Adversarial examples are used for interpreting the

vulnerability of the learning system [10]. Representations are analyzed in layer and individ-

ual neurons, vector grouping, and saliency map. Visualization of the layer and individual

neurons are helpful to understand which features have been learned [11]. Vector analysis is

used for reducing high dimensional space into 2D or 3D which is easier for a computer to

visualize [12, 13]. Saliency map reveals significant information that affects the model de-

cision [14]. Reapproximation applies inherently interpretable models to approximate deep
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neural networks to produce interpretations of neural networks. This category include linear

approximation [15], decision trees [16], and rule extraction [17].

The diverse interpretations of the aforementioned approaches, however, are made from

individual samples or a lot of different visualizations. The sparsity of interpretations is

one of the main challenges that needs to be tackled to lessen human arduous effort in in-

terpreting neural networks due to a large amount of data as well as computation units.

Most interpretation of reinforcement learning are done with reapproximation with decision

trees and visualization [104] and they are hard to avoid the inherent sparsity challenge. A

decision tree can get very complicated to understand when the state space is large. Visual-

ization with saliency map, region sensitive, and counterfactual states requires tremendous

human effort to analyze the interpretation. Therefore, a method is needed that can reduce

the human effort to efficiently understand reinforcement learning agent behavior.

Deep reinforcement learning monitor (DRL-Monitor) [85] utilizes sparse Bayesian rein-

forcement learning [84] to understand the behavior of a deep reinforcement learning agent.

The method monitors behavior through collected important moments (snapshots). How-

ever, the method also suffers from a high number of snapshots that need to be examined

at the end of the process for explanation (almost 1000 snapshots depending on the ex-

periment). The high number of snapshots due to the basis is mapped by state and action.

Slightly different state can have different action, this makes the basis of the two consecutive

states become different.

In this chapter, a novel method is proposed to drastically reduce the number of snapshots

while minimizing the loss of important information for easier explaining of the agent’s

behaviors. The suggested approach is consist of two main sparsity modules: value re-

estimation and saliency module. The value re-estimation ignores action mapping so that

the snapshot retrieval (or evidence collection) occurs only in state space and thus remove

the common state samples with different actions taken. The saliency module produces a bi-

nary mask to sift highly attended area of snapshot images that are relevant to actions taken.
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Using the action-driven salience map, the state (perception) space can be constructed for

snapshot collection. Different images can be mapped to the same perception after masked

by interested areas through the action-driven salience map when they share the same skill.

Therefore, the suggested method can safely prevent the similar states to be present in snap-

shot storage, hence can reduce the number of snapshots. In general, the information flow

for state and action is separated by two different modules instead of only one combined

product kernel [85]. This allows effective reduction in the number of snapshots without

losing too much important information. Our experimental results in Atari games clearly

illustrate this claim.

6.2 Sparse Interpretable Reinforcement Learning

Fig. 6.1 illustrates the overall structure of the Sparse Interpretable Reinforcement Learn-

ing method that includes two major parts: policy gradient module for learning and control

and the novel sparse interpretable module for a small number of significant moments. An

agent starts at time t = 0 and perceives state st from an interactive environment. The

agent decides action at from policy πa∈A(a|s). The environment returns next state st+1

and a reward rt+1. The agent continues the process until the environment terminate or a

certain timestep T reached. The sparse interpretable evaluates trajectories in order to help

explaining the behavior of the learned or learning agent.

6.2.1 Policy Gradient Method

Proximal Policy Optimization [105] is used as our main policy gradient method to op-

timize the black-box model. A neural network function fϕ maps complex state input (se-

quence of images) s ∈ Rd into a low level representation (latent space) z ∈ Rk such

that:

z = fθ(s).

A linear transformation (more parameters add to θ) then takes the representation as input

and outputs a policy (action probability distribution) π(a|s,θ) and state value V (s,θ) ∈ R.
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Figure 6.1: The diagram for Sparse Interpretable method to explain Reinforcement Learn-
ing agent. In this diagram, policy gradient method is illustrated for the Reinforcement
Learning. This method can be replaced with any value approximation learning method for
Reinforcement Learning.
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The state value V estimates the total discounted reward from the start to the current time

which: V (st) = rt + γV (st+1) where γ ∈ [0, 1] is the discount factor. Advantage Ât is

computed for every timestep from [0, T ] such that:

Ât = −V (st) + rt + γrt+1 + · · ·+ γT−t+1rT−1 + γT−1V (sT ).

An objective J(ϕ) is computed as:

J(θ) =
T∑
t=0

(
α(rt + γV (st+1)− V (st))

2 − βÂt logπ(at|st)
)

as a close value prediction and optimize the action in favor of higher advantage is needed.

Parameters ϕ is updated using gradient descent method.

Policy gradient method is used because it estimates state-value and has less input space

to explore without actions. DRL-Monitor with the product kernel of state and action ker-

nels map the bases to unnecessarily large search space to result in many similar snapshots.

For this reason, DRL-Monitor [85] suffers from more or less 1000 snapshots for each ex-

periment, which makes it hard to interpret.

6.2.2 Gradient of Chosen Action Policy Activation Mapping as Masking

The chosen action can be used for computing the gradient class activation map in order

to see the areas in the state space that impacts the decision. Since the output of the first con-

volution layer retains relevant information from the state input as well as transformational

information, the gradient of the first layer L0 is taken. Noise is also added to the state input

to smooth the gradient [59]. The output of the first layer is weighted by the gradient of the

chosen action policy w.r.t L0 such that:

r =
1

N

N∑ ∂π(at|st)
∂L0(st +N (0, λ))



60

The gradient output is the product of the weight and the output of the first layer: g =

r × L0(st). The mask is computed by the product of the weight and the output of the first

layer and binarized by a threshold to get a binary mask:

M =
( g −min(g)

max(g)−min(g)
>= τ

)
.

Fig. 6.2 shows an example of the smoothed gradient from a chosen action in Breakout

game. The representation is computed with the masked state input such that

z = fθ(M × s).

Figure 6.2: An example of smoothed gradient of a chosen action policy activation in Break-
out game.

6.2.3 Sparse Interpretable Module

The relevance vector machine process [81] is followed that given state latent space and

state-value pairs (zi, V (zi)). I assume the values are sampled from the model with additive

noise such that

V (zi) = fw(zi) + ϵi where ϵ ∈ N (0, σ2).
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The initial variance is set as the variance of all values: σ2 = 0.1 × var(V ) where V =

(V1, V2, . . . , VN).

Basis function (kernel) is used for mapping the sample latent space z to different basis

space, ϕi(z) = k(z, zi). Hence, the value can be predicted as V (zi) = ϕi(z)
⊤w + ϵi

where each w ∼ N (µ,Σ). Different type of kernels such aslinear kernel, radial basis

function kernel, and polynomial kernel can be used. In general, a kernel matrix can be

constructed as Φ = [ϕ1(z),ϕ2(z), . . . ,ϕn(z)], the N×(N+1) matrix representing inputs

of the dataset.

At the beginning of the training, a random important moment (snapshot) at index m is

used. A vector α = (α1, α2, . . . , αM) is initialized as a set of hyper-parameter to control

the strength of the prior over the corresponding weights w. The starting values of α are

infinities numbers except for one at index m as

αm =
||ϕm||2

||ϕ⊤
mV ||2/||ϕm||2 − σ2

.

Given α, Σ and µ can be computed as:

Σ = (A+ σ−2Φ⊤Φ)−1 and µ = σ−2ΣΦ⊤V

where A = αI .

The marginal likelihood of the state-values over the weights is represented by a zero-

mean Gaussian distribution such that V ∼ N (m,C) where the mean m and variance C

are

m = Φw and C = σ2I +ΦA−1Φ⊤.

The variance C−i is C with the contribution of basis vector index i removed can be de-

composed as C−i = C − αiϕiϕ
⊤
i . The sparsity factor (measures the extent of a basis with

other bases) and quality factor (measures the alignment error when a basis is removed) can
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be computed of for every basis vector i as:

si = ϕ⊤
i C

−1
−iϕi and qi = ϕ⊤

i C
−1
−iV .

Only important bases are added into the model when the squared quality factor greater than

its sparsity factor (q2i > si) and re-estimate αi =
s2i

q2i −si
. The important basis can also be

removed in the model when its squared quality factor less than or equal its sparsity factor

(q2i ≤ si) and set αi =∞. These important bases are also called snapshot.

The variance of the noise ϵ is also updated as following:

σ2 =
||V −Φµ||2

N −M +
∑

αΣ

with M is the number of important basis in the model at that training step.

Σ and µ are computed given the new α and σ2 and continue the process again until a

convergence condition is met or a certain number of steps reached. The root mean squared

error of state-value approximated by this module is used for comparing with the state-value

given by the neural network as convergence condition such that
√

1
N

∑
(V −Φµ)2 < δ

where δ is small number to trigger the convergence.

6.3 Experiments

6.3.1 Environments

The proposed approach is tested in Breakout and Pong environments (Fig. 6.3). In Break-

out, an agent controls the blue bar at the bottom with four possible actions: stay still, start

the game (stay still if the game already started), left, and right. The agent gets +1 reward if

the ball hits and destroys the brick layers at the top. The game terminates when the agent

runs out of 5 lives. In Pong environment, an agent controls the blue bar on the right against

the bot on the left. There are six possible actions: stay still, start the game (stay still if the

game already started), up, down, fire up (move up faster), fire down (move down faster).
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Figure 6.3: Test Breakout (left) and Pong (right) environments.

The agent gets +1 reward if the ball passes all the way to the left, and −1 reward if the

ball passes the blue bar to the right. The game terminates when either the bot or the agent

reaches 21 rewards (or points).

6.3.2 Experimental Setup

Across all of the run experiment, a single set of hyper-parameters as follows is used.

Deep reinforcement learning agent he following standard PPO settings are selected to

train the agent. The discount factor γ is set at 0.99 to capture a long term accumulated

reward. The neural network learning rate is set to be 0.0001 for a stable learning.

Saliency map The λ is set at 0.15 for a small noise to perturb the state to get smoothen

gradient.

Sparse interpretable module In this work, linear kernel is use for mapping the sample

latent space to basis space. δ is set at 0.1 for a good re-estimation of the state-value V for

convergence condition. If the sparse interpretable module is not converged after 2000 steps,

the algorithm stops and records the result.
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(a) The number of snapshots (b) RMSE

Figure 6.4: The sparsity and estimation accuracy for the varying threshold.

6.3.3 Experimental Results and Analysis

Fig. 6.4 shows the decreasing number of snapshots and increasing RMSEs when increas-

ing the threshold τ . In Breakout, the suggested approach successfuly reduces the number

of snapshots to [414, 152, 128, 150, 124] when the threshold is increased τ to [0.0, 0.2,

0.4, 0.6, 0.8] accordingly (Fig. 6.4a). The root mean squared error for the reapproximation

of value function, however, increases [0.0, 1.30, 1.39, 1.56, 1.82] as shown in Fig. 6.4b due

to the high similarity of state inputs after applying saliency map.

In Pong, 764 snapshots reported in [85] with the reapproximation of the state-action

value (Q-value) are now drastically reduced. I also observe a further decreasing trend

in term of number of snapshots [357, 65, 82, 86, 78] when increasing the threshold τ

respectively [0.0, 0.2, 0.4, 0.6, 0.8]. The root mean squared error for Pong is lower than

the Breakout game because the state-value in this game has a different distribution with

smaller value scale. The changes also reflected in Fig. 6.4.

To better understand the sparsity learning process in Breakout, The states and snapshots

are illustrated in 2D t-SNE space [13] in Fig. 6.5. The green dots represent the samples from

different trajectories in the training process, and the blue dots are the snapshots collected.

In the beginning, the agent’s experience is limited to a small segment of the state space,

thus the required snapshots to explain the experienced states are small. The number of



65

(a) Epoch 1000 (b) Epoch 5000 (c) Epoch 9000

(d) Epoch 12000 (e) Epoch 16000 (f) Epoch 20000

Figure 6.5: Evolution of the state samples in green and the snapshots in blue using τ = 0.8
threshold to mask the gradient in the Breakout environment.
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(a) τ = 0.0,M = 412 (b) τ = 0.2,M = 150 (c) τ = 0.4,M = 128

(d) τ = 0.6,M = 150 (e) τ = 0.8,M = 124

Figure 6.6: The snapshot placements in t-SNE space for different threshold τ with the
number of snapshots M .
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(a) (b) (c)

Figure 6.7: Three selected snapshots that are retained when increasing threshold from 0.6
to 0.8 in Breakout environment. White arrow shows the direction of the ball.

state space expands to different variations when the agent experiences diverse trajectories

from the evolved policy and different action distributions. The number of snapshots slowly

increases as the agent’s experienced state space grows. I can observe that the snapshots

well cover the whole state space and distributed somewhat evenly.

Fig. 6.6 depicts how the choice of threshold τ affects the selection of snapshots for

interpretation. When no masking is applied to the state space (τ = 0), the snapshots

distribute densely although the use of state-value re-estimation reduces more than half of

the snapshots compared to Q-value re-estimation. The saliency masking further reduces the

snapshots as shown in the figure. Very closely located (unnecessarily similar) images to the

most representative (important) snapshots seem to be discarded by unifying the input space

after masking based on the saliency. This helps us to tell a story (or explain the agent’s

behavior) by focusing on the part of images where action-related event is occurring.

Fig. 6.7 shows three snapshots that are retained when increasing the threshold from τ =

0.6 to τ = 0.8. The image represents tricks of the agent need to memorize to record high

score. Fig. 6.7a shows a small number of bricks at the top which is harder to get. However,

the agent is able to capture the moment that it can control the bar in such a way that the ball

can hit one of the bricks. Fig. 6.7b shows the ability of picking the ball so that the agent

does not lose a life. The ability of getting huge sequence of reward through a trick shot is
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(a) (b) (c)

Figure 6.8: Three snapshots that newly appears when increasing threshold from 0.6 to 0.8
in Breakout environment. White arrow shows the direction of the ball.

(a) (b) (c)

Figure 6.9: Three snapshots that are discarded when increasing threshold from 0.6 to 0.8
in Breakout environment. White arrow shows the direction of the ball.

also demonstrated in Fig. 6.7c. Even though the threshold is increased to get less number

of snapshots, the core snapshots to maintain the idea of how to get more score and survive

in Breakout still stay in the model.

Fig. 6.8 shows three new snapshots that appear even when increasing threshold from

τ = 0.6 to τ = 0.8. The first snapshot shows a regret of not being able to catch the fall,

which leads to a lost of life in Fig. 6.8a. Fig. 6.8b shows the ability of ball manipulation to

get the final brick to reset the brick layers. Finally, a new trick shot also captured to remove

almost all of the brick in Fig. 6.8c. Although the higher sparsity is imposed, important new

experience or tricks will be kept to improve the quality of explanation.

Three example of discarded snapshots are presented when increasing the threshold from
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τ = 0.6 to τ = 0.8 in Fig. 6.9. They are discarded because there are similar versions of

them in the snapshots with higher threshold. I can see the agent tries to get the final brick

in Fig. 6.9a which is similar idea with the new snapshots in Fig. 6.8b replaced), the high

reward trick shot in Fig. 6.9b that overlaps with Fig. 6.7c and Fig. 6.8c, and a normal state

catching in Fig. 6.9c that is similar to Fig. 6.7b.

6.4 Discussion

In this work, a novel method is developed to enhance the sparsity of evidence collec-

tion process to understand the behavior of deep reinforcement learning agent. Our method

utilizes state-value approximation to construct sparse basis space. Saliency map is used

for sifting the interested areas of state space to further reduce the number of snapshots by

grouping the similar states with common attention. In this way, a lot less number of snap-

shots are remained which reduce human effort to efficiently analyze. The reduction of the

number of snapshot images to examine for interpretation help us bring additional insights

to the deep reinforcement learning agent’s behaviors. This allowed us to discuss the ob-

served snapshots, their meanings, and why some snapshots are removed or retained. The

interpretation of sparse snapshots allows us to understand what skills are learned from the

experience. Grouping of related snapshots will help further reduce the burden for interpre-

tation, thus it could be natural next stop. An automatic grouping of snapshots would be

helpful not only to understand the behavior of an agent but also to provide a radical reason

of why some states or behaviors (skills) are similar.



CHAPTER 7: LEVERAGING SNAPSHOTS TO LEARN EFFECTIVE LATENT

REPRESENTATION FOR CONTINUAL DEEP REINFORCEMENT LEARNING

Previous chapters have provide a core framework to retrieve, enforce, and improve DRL

training process in one task. In this chapter, the knowledge of snapshots is leveraged to

help continual DRL process. By helping the behavior interpretation of the agent, snapshots

provide a great way to learn latent representation of old tasks. This prevents the catastrophic

forgetting problem in continual DRL which the agent does not have access to samples from

the old tasks while training new tasks. This chapter is reused from a submitting work (at

the time of writing) with permission from the authors.

7.1 Motivation

In most reinforcement learning (RL) setups, an RL agent is trained in a stationary en-

vironment which assumes the environment does not change over time. This stationary as-

sumption is, however, rarely true in real-world problem settings such as robotics [106, 107],

finance [108, 109], recommendation system [110, 111], etc. Therefore, continual learning

[112], thus life-long learning [113], has been suggested to address the challenges of adapta-

tion in non-stationary environments. In a continual learning problem, the environment dy-

namics can be changed over time in a non-stationary environment or with changing tasks.

For example, weather changes in outdoor robotic operation problems or gradually changing

preferences of humans with co-creation robots are necessary to be considered [114]. RL

is a natural fit in a continual learning setting as an agent-environment interaction paradigm

amenable to studying the topic of learning in a continual fashion [115].

The discussion of this paper focuses on the continual learning challenges of deep re-

inforcement learning (DRL) as deep learning and neural network have become standard
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(a) (b)

Figure 7.1: Leveraging snapshots for deep reinforcement learning agent’s better coverage
with using snapshots (b) and not using snapshots (a) to support the learning process with t
and t + 1 are tasks changing sequentially; ft and ft+1 are the function changed during the
training of each task.

learning methods to learn complex real-world problems where continual learning demand

is the largest. However, simple uses of neural networks in a continual RL environment often

face two major issues: catastrophic forgetting [116] and stability-plasticity dilemma [117].

Catastrophic forgetting is a problem of preserving past knowledge and is caused by remov-

ing old knowledge when learning from new experiences retrieved from agent-environment

interactions. The stability-plasticity dilemma is the tradeoff that is caused by rapid learn-

ing and adaptation to current experiences by sacrificing the stability or robustness of the

RL agent, and vice versa.

In this work, the catastrophic forgetting and stability-plasticity dilemma are addressed

for continual DRL problems in which the environment is split into a sequence of tasks

where each task is different from the other tasks. For this, a framework is applied to

identify important samples (known as snapshots) [92] and to generalize a representation

learning function through those snapshots and new tasks’ samples. Fig. 7.1 illustrates the

motivation of our method to construct a better representation space encompassing the pre-

vious experience in order to prevent catastrophic forgetting and enhance the generalization.

In Fig. 7.1a, when the traditional DRL agent switches from task t to task t+ 1, the embed-

ding function ft evolves towards ft+1 to incorporate new experience with the cost of ft+1’s
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losing a key representation for the past. The use of snapshots (red samples in Fig. 7.1b)

allows ft+1 to develop robust representation that minimizes forgetting the past.

The general idea of our solution is to utilize the memorization of a small number of snap-

shots from old tasks along with an additional latent representation regularization method

to enhance continual generalization for quickly adapting to new tasks and being resistant

to catastrophic forgetting. Our approach (Fig. 7.1b) enables a DRL agent to leverage snap-

shots to have sufficient variance from representative data from the old tasks and new task

data, which helps ft+1 develop robust embedding that minimizes forgetting through the

proposed novel regularization. Furthermore, the snapshot-driven regularized representa-

tion learning consistently reinforce past knowledge by continuously relating new learning

to the past snapshot knowledge.

Our main contributions are 1) designing an integrated framework for the retrieval and

collection of snapshots for continual DRL, 2) proposing a novel relevant latent regulariza-

tion leveraging the snapshots, and 3) validating our method on a set of different simulated

non-stationary environments. In our experimental evaluation, I find that our method out-

performs a strong baseline Meta-Experience Replay (MER) [118]. A visual explanation

of the learned latent representation through the proposed regularization and its impact on

continual DRL performance is provided.

7.2 Relevant Latent Regularization for Continual Deep Reinforcement Learning

Fig. 7.2 illustrates the overall framework of the proposed relevant latent regularization

for continual deep reinforcement learning by leveraging DRL, DRL-Monitor, and snapshot

storage [85]. For each task in the training process, the agent perceives state st for t ∈ [0, T ]

from an interactive environment. An action at is drawn from a policy function πa∈A(a|s).

The agent continues to perceive next state s′t (equivalent with st+1) with a reward rt from

the environment until the environment terminate by a condition or the agent has reached T

steps. After training each task, important snapshots of the task are determined by the DRL-

Monitor through the task’s samples trajectory. The important snapshots are kept inside



73

Figure 7.2: Evolution of a DRL agent with DRL-Monitor memorizing a small number of
important snapshots to address the forgetting problem in continual DRL tasks (1 . . . n). The
latent representations from the DRL agent are regularized to maximize the genralizability
and stability.

snapshots storage and are used for preventing current and previous tasks from forgetting

through the novel relevant latent regularization.

7.2.1 Relevance-Regularized Deep Reinforcement Learning Agent

In the DRL agent training process, tasks are considered in which the agent interacts with

environments through a sequence of states, actions, and rewards. The agent’s goal is to

select actions from corresponding states that maximize the long-term cumulative rewards

with a discount factor γ ∈ [0, 1) which shows how much the agents care about a future

reward.

At each timestep from the interaction, an experience tuple (st, at, rt, s
′
t) is added to an

experience replay buffer [93]M. Training data is randomly sampled fromM to provide
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an identical and independent distribution for the training process. The uniform distribution

sampling method also helps avoid sampling bias to improve learning performance.

At the end of each task, a small set of important snapshots are identified from the task’s

samples in M and the information of snapshots information (ssn, asn, rsn, s
′
sn, lsn) are

stored in a snapshots storage Sn (see Section. 7.2.2 for more detail). An uniform distribu-

tion sampling method is used for randomly sampling from Sn to train the DRL agent.

The double Q-learning method [1] is used with two functions to predict Q-value and

Q′-value. Q is the state-action value function to measure how good a state and action pair

is Q(s ∈ S, a ∈ A) : S × A → R. Q function is design as a composition of 2 functions

such that:

Q = h(g(s;θg);θh) Q′ = h(g(s;θ′
g);θ

′
h) (7.1)

with g function outputs high-level representation (latent space) of the state l = g(s), h

function outputs Q-values for all possible actions a ∈ A, and θg and θh are parameters of

g and h respectively. Huber loss [119] is used as the objective loss to optimize Q-value:

LM
Q =


1
2
(y −Q(s, a))2 where |y −Q(s, a)| < δ

δ(|y −Q(s, a)| − 1
2
δ) otherwise

(7.2)

where y = rt+1 + γQ′(s′, argmaxa Q(s′, a)) with (s, a, r, s′) are drawn fromM.

7.2.1.1 Relevant Latent Regularization

To keep previous tasks performing similar as it was before a new task is training, the

latent space l of snapshots is regularized to be as they were. In order to do that, mean

squared error is used for computing the loss for l from Sn with current prediction of l from

g(s) to optimize g function such that:

LSn
l =

∑
(l− g(s))2. (7.3)
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h function is optimized by using Huber loss LSn
Q . The samples information (s, a, r, s′, l)

used for optimizing the losses LSn
l and LSn

Q are drawn from Sn. The additional loss LSn
l

for snapshots helps the latent space of the task remains as before and helps the agent not

forgetting of what the agent has learned from previous tasks. LSn
Q loss helps the agent be

able to have better performance even when learning new tasks.

The gradients of θg and θh are computed as:

(∇θg ,∇θh
) =

(
∂(LM

Q + LSn
l )

∂θg

,
∂(LM

Q + LSn
Q )

∂θh

)
. (7.4)

Adam optimizer [78] is used for optimizing the parameters θh and θg using the computed

gradients in Eq. 7.4. After a certain iterations of gradient updates, θ′
g = θg and θ′

h = θh

are set.

7.2.2 DRL-Monitor & Snapshots Storage

M has a cap of maximum number of samples can be stored. Therefore, as time goes on,

previous tasks’ samples will be wiped out from the experience replay buffer, and there is

no access to previous tasks’ samples. A mechanism to permanently store a small number

of important snapshots is needed to gain access to previous tasks’ samples and prevent the

forgetting problem. Therefore, at the end of each task, N number of samples inM of the

task are collected to identify M number of important snapshots of the task. In general, a

small number of snapshots that are relevant to the task is stored but the prediction of other

task’s samples Q-value can still be interpolated.

7.2.2.1 Kernel

Positive kernel (basis function) is used for computing similarity between latent space l

of one sample to another sample such that: ϕi(lj) = k(lj, li) = k(li, lj) ∈ R. Φ is defined

as the feature matrix which is a symmetric positive-definite matrix by using radial basis
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function (RBF) kernel such that:

Φ =



1, ϕ1(l1), ϕ1(l2), · · · , ϕ1(lN)

1, ϕ2(l1), ϕ2(l2), · · · , ϕ2(lN)

... . . . ...

1, ϕN(l1), ϕN(l2), · · · , ϕN(lN)


(7.5)

7.2.2.2 Snapshots Identifier

The target Q-value is a weighted sum of the feature matrix with some noise such that:

Q = Q̂+ ϵ = Φw + ϵ (7.6)

where ϵ is zero-mean Gaussian noise with variance σ2. σ2 is suggested to be initialized by

a fraction (0.1) of variance of the target Q-values [80]:

σ2 = 0.1Var(Q). (7.7)

M is the number of important snapshots that changes during this identifying process.

Thus, M is also the number of non-zero values in w. A set of hyper-parameters is initialize

to control the strength of the prior over corresponding samples that α = (α1, α2, . . . , αN)

to be infinity. The training process starts with M = 1, and the largest projection of samples

on targets is picked and the first α is assigned by the following:

αi =
diag(Φ⊤Φ)i( (Φ⊤Q)2

diag(Φ⊤Φ)

)
i
− Var(Q)

where i = argmax
(ϕ⊤Q)2

diag(ϕ⊤ϕ)
. (7.8)

Given α, the posterior distribution is sampled from a normal distribution as p(w|Q,α, σ2) ∼

N (µ,Σ). Since Φ and α are symmetric positive-definite matrix and vector, a Hermitian
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matrix H over real positive number field can be computed as:

H =
1

σ2
Φ⊤Φ+αI. (7.9)

µ and Σ are computed as:

Σ = H−1 µ =
1

σ2
ΣΦ⊤Q. (7.10)

Cholesky decomposition is used for optimizing the computation of matrix inversion for

faster run-time [120] of calculating Σ.

Sparsity s and quantity q factors are used for measuring the extent of overlaps from one

basis to other bases and measure the alignment error when the basis is removed such that:

s =
1

σ2
diag(Φ⊤Φ)− 1

σ4

∑
m

(Φ⊤Φ):,mΣm,m × (Φ⊤Φ):,m (7.11)

q =
1

σ2
Φ⊤Q− 1

σ4
(Φ⊤Φ):,mΣm,m(Φ

⊤Q):,m (7.12)

where m indicates the important snapshots of all samples at that moment of training pro-

cess. sm and qm are suggested to be updated [81] as:

sm =
αm × sm
αm − sm

qm =
αm × qm

αm − sm
(7.13)

s and q2 are compared for all samples to determine whether a sample is an important

snapshot:

• If si < q2i and αi < ∞, αi is re-estimated using Eq. 7.14 since sample i is already a

snapshot.

• If si < q2i and αi = ∞, sample i is considered as new snapshot and re-estimated αi

using Eq. 7.14.
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• If si ≥ q2i and αi <∞, sample i is considered not to be a snapshot and set αi =∞.

Weight’s strength αi (when si < q2i ) and noise level σ2 are re-estimated as:

αi =
s2i

q2i − s
σ2 =

(Q− Q̂)2

N −M +
∑

m αmΣm,m

(7.14)

The algorithm re-computes Σ and µ and the followed process until a convergent condition

is met or a certain number of iterations reached.

7.2.2.3 Snapshots Storage

The snapshots are collected from the process to store them in the snapshots storage. The

information of the snapshots includes state s, action a, reward r, next state s′, and the

latent space l. The snapshots will not be removed by the system and stay until the end of

the program. It is not necessary to specify which sample is from which task.

7.3 Experiments

7.3.1 Environments

Figure 7.3: Catcher (left) and Flappy Bird (right) game environments.

The efficacy of the proposed Relevant Latent Regularization is evaluated in two differ-

ent continual reinforcement learning environments by comparing it to the state-of-the-art,

Meta-Experience Replay (MER) [118]. Environmental changeable Catcher and Flappy
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Bird are used [121], which the environment setups of the MER is duplicated.

Fig. 7.3 shows screenshots of the two environments. 30 frames per second for the agent

to play the game are used. The agent observes screen frames and puts four consecutive

frames into a queue as a state and receives a reward after every action. The agent does

not have access to the changeable parameters to prevent knowledge of the environmental

changes. The environment changes every 25, 000 step to simulate the highly non-stationary

settings.

7.3.1.1 Catcher

In this game, the red fruit starts randomly on top of the screen and falls down. There are

three possible actions: move left, move right, and stay. The agent needs to catch the fruit in

order to receive a +1 reward. If the agent cannot catch the fruit when it falls to the bottom,

the agent will get a−1 reward and lose one life in the game. Zero rewards will be issued for

the other situations. The agent has three lives to accumulate as many rewards as it can. To

save time, the number of frames per game to 15, 000 steps maximum is limited. The speed

of the fruit is increased by 0.03 (starting from 0.608) to create different environments.

7.3.1.2 Flappy Bird

In this game, the bird needs to pass through the pipes from left to right. The agent can

choose to flap the wing to slightly move up or no action which will let the bird lower down.

The agent gets a +1 reward when passing the pipes, and a−1 reward when the bird touches

the pipe, ground, or goes over the top of the screen, and loses one life. The agent only has

one life to accumulate as many rewards as it can. The agent gets zero rewards otherwise.

When the environment is changed to create a new task, the gap between the two vertical

pipes decreases by 5, starting at 100.

7.3.2 Neural Networks & Hyper-parameters Setup

The neural network architecture and optimization parameters is used similar to deep

Q-network [122]. The neural network takes an input of stacked four consecutive frames
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with the size of 84 × 84 and goes through a series of convolution layers to get a latent

space and use a fully connected layer to output Q-values of all possible actions. The latent

embedding has a length of 256 units. The size of experience replay bufferM is limited by

a maximum capacity of 50, 000 transitions which oldest transition is removed when a new

transition comes in so that old tasks’ samples are quickly removed from the replay buffer.

Our network and environment setups are similar to MER which outperforms traditional

deep Q-network in both Catcher and Flappy Bird games.

7.3.3 Training Evaluation

Fig. 7.4 shows the performance on each individual task throughout the 125, 000 training

steps for both Catcher (left figures) and Flappy Bird (right figures). The yellow color

is showing which task the agent is currently evaluating. Since the environments have a

limited number of steps to take, the maximum rewards of each task in Catcher are also

different due to the speed of the fruit as a faster fall will result in higher total rewards given

the same number of maximum steps taken. Performance in Catcher reaches the maximum

for every task after 15, 000 steps which indicates the agent did not spend all three lives.

The result shows a consistently better performance of RLR than the optimization ap-

proach using MER while both RLR and MER do not forget past experience. MER only be

able to maintain the performance of the target task performance when switched to different

tasks. However, by using snapshots and relevance-regularized latent representations, our

RLR agent is able to continuously increase its performance while learning different tasks.

This behavior is intuitive since the agent has access to a small number of old task samples

and it continuously relates new experience or knowledge to the past. Learning with snap-

shots exhibits the kind of learning patterns from humans which remember a few key mo-

ments from the previous environment to be able to accelerate learning of new tasks as well

as to reinforce knowledge of the past tasks, while MER fails to reestablish or strengthen

past knowledge with new experience from different tasks.
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Figure 7.4: Catcher (left) & Flappy Bird (right) evaluation on five different tasks during
the training process. The score values are the average of 10 evaluations in a single training
from evaluation process for each task separately. The vertical grid lines indicate a task
switch, moving from task 1 to task 5. The yellow area shows the currently evaluating task.
The proposed Relevant Latent Regularization (RLR) are shown in green and MER in blue.
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7.3.4 Continual Training

Figure 7.5: Continual training with a new task in the beginning for Catcher (left) and Flappy
Bird (right) comparison of the average 10 run score between using snapshots adaptation
(green), no snapshots adaptation (blue), and deep Q-network (red).

To better observe the impact of the use of snapshots and regularization (no adaptation)

in a continual setting. Fig. 7.5 shows the performance when using different methods to

continuously train task 6 (new task), task 5, task 4, task 3, task 2, and task 1 for 25, 000

steps each task. The green line shows the agent was trained using the joint losses (LSn
l

and LSn
Q ) for RLR and using the same method for this continual training session. The blue

line reflects the agent trained using RLR but not using the regularization method for this

session. The red line is the traditional DQN continual training.

In Catcher, I observe that the performance when using snapshots with RLR method in

green lines is better than without using the two losses in blue. Without using RLR, the

agent has a big drop in the training task but recovers when switches back to task the agent

is familiar with in blue. This shows the possible memorization of old tasks when the agent

is trained with regularizing snapshots. A simple DQN model cannot achieve the same level

of performance in red. The lower reward after each task is due to the maximum number

of steps in a task with higher task index results a faster red fruit drop; hence higher reward
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achieves.

I observe a similar phenomenon in the Flappy Bird environment. The agent trained with

RLR is able to achieve a similar or higher level of performance as the training evaluation

session. A similar drop in performance in Catcher when not using the regularization method

also happens in Flappy Bird. The traditional DQN method cannot reach a high reward in

this setup.

The snapshots are analyzed for a possible reason why there is a drop in performance

when not using RLR method in Section. 7.3.5.

7.3.5 Snapshots Analysis

At the end of the training process, the agent records (over 25, 000 samples of each task)

755 snapshots for task 1, 939 snapshots for task 2, 1, 231 snapshots for task 3, 1, 269 snap-

shots for task 4, and 1, 363 snapshots for task 5 in Catcher environment. The agent also

records 1, 590 snapshots for task 1, 1, 665 snapshots for task 2, 1, 637 snapshots for task 3,

1, 663 snapshots for task 4, and 1, 625 snapshots for task 5 in Flappy Bird environment.

I observe the growth of the number of snapshots for each task slows down and stays in a

range after several tasks, given the similarity of experience. The rate of snapshots over the

total number of samples for each task (25, 000) ranges from 3% to 6% which is significantly

smaller than remembering all of the samples.

Fig. 7.6 shows t-SNE [13] projections of Catcher’s snapshots using the snapshots identi-

fier method. The left figure shows the projections when snapshots are not used for training

(purely deep Q-network), and the right figure shows the projections when the snapshots are

used and adding LSn
l and LSn

Q losses to the objective function. I observe that the snapshots

are mixed without using the two additional losses. In contrast, the snapshots of each task

are well-defined in different space, especially for task 1 and task 2 when the two additional

losses are used to regularize the latent representation. This shows that the RLR method has

an ability of separating task without explicitly telling which task it is. The well-defined

space could be the reason for not having performance loss when adapting to new task with-
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Figure 7.6: Catcher snapshots t-SNE projections when using our DRL monitor with (right)
and without (left) using the snapshots during the training process. The tasks sequence is in
order of blue, orange, green, red, and purple.

out the RLR in blue lines in Fig. 7.5. When not using RLR in continual training session,

the training task samples could move to be too close to other tasks (previously separated)

and become difficult to choose a correct action which previously learns for different task.

Therefore, using RLR is important to maintain the separation of each task in order to have

an unified decision process. Well-defined knowledge representation makes it easy to relate

new experience to the old experience to learn better and strengthen the old tasks at the same

time.

7.4 Discussion

In this work, a novel latent regularization is proposed for continual deep reinforcement

learning by leveraging snapshots of past experience. I empirically presented that the ad-

ditional losses regulate the latent representation of DRL agents in a way that it does not

forget old tasks while training on a new task. Furthermore, I observe the regularized learn-

ing of a new task strengthen the past knowledge at the same time, which outperforms the

state-of-the-art Meta-Experience Replay. This advance in continual reinforcement learning

was achieved by form uncluttered latent space by continuously regularizing it with past

snapshot memories.
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Although memorizing snapshots and using it for regularizing DRL networks are effec-

tive, the memory requirements are expected to grow when the sequential tasks are dis-

tant from previous tasks. Exploring space-performance trade-off and examining generative

models [123, 31] to address it can be an interesting future direction. Theoretical exami-

nation of relevance regularization and design of new robust objective function can be also

explored.



CHAPTER 8: CONCLUSION & FUTURE WORKS

Memory is one of the most important components for successful learning and gener-

alization of knowledge. Retrieving and reusing knowledge are two challenging problems

when applying these steps in intelligent systems. In this work, a framework is proposed

for systematic knowledge acquisition, retention, and transfer to support human in inter-

preting DRL agent’s behavior and help improving the learning process. By remembering

important snapshots, representative information can be easily stored. The snapshots can be

considered as knowledge representation that can be generalized over different tasks. By

monitoring the snapshots, I understand how DRL agent builds up its knowledge and how

I can use the snapshots to improve the performance of the agent. The results show that

the knowledge retention and transfer approach through the proposed framework can make

learning robust and efficient to prevent catastrophic forgetting that causes instability of

learning. The snapshots have shown its power of analysis, improve learning performance,

and generalize to continual deep reinforcement learning problems.

Main contributions of this dissertation to reinforcement learning research can be sum-

marized as follow:

• Monitor deep reinforcement learning agent as a tool to understand behavior:

By adopting sparse Bayesian reinforcement learning, the agent’s behavior are well

monitored during every step of the learning process. Through the snapshots, I am

able to understand how the agent builds its knowledge to perform well in different

environments. I also show possible problems of the DRL methods in some environ-

ments to explain why an agent does not perform well. With the interpretation from

the snapshots, I provide suggestion of how to fix the agent during the training.
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• Improved learning with snapshots tagging:

From the proposed DRL-Monitor for understanding, the agent can benefit from using

the snapshots to improve the performance during the training. A simple, but novel

relevant experience replay leverages the monitor to identify important snapshots and

tag them. By mixing the samples between snapshots and regular samples in each

training step, I show a better performance for the DRL agent compared to the existing

methods.

• Snapshots reduction for easier analysis and understanding:

Saliency maps sift the interested areas of state space to further reduce the number

of snapshots by grouping the similar states with common attention. By applying

saliency map, I am able to enhance the sparsity of the evidence collection process

to understand the behavior of the deep reinforcement learning agent. This also helps

reduce human effort to have an efficient analysis. Through the analysis of the groups,

I am able to understand why some snapshots are removed and why additional snap-

shots are presented as new knowledge.

• Prevent catastrophic forgetting in continual deep reinforcement learning:

With the memorization of old task snapshots, I am able to address a continual deep

reinforcement learning problem. The snapshots not only help to retain significant

past knowledge but also provide the improvement of old tasks while training new

similar tasks. t-SNE analysis (Figure 7.6) explains that the snapshots of one task are

grouped together, exclusively from the other tasks. This phenomenon helps the agent

learns better in the new tasks while preserving the knowledge from old tasks.

• Stabilize representation with snapshots’ latent regularization:

I propose a simple, snapshot-regulating method through the latent representation in

continual deep reinforcement learning setting. The snapshot-regulation enforce the
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representations of the old task snapshots to stay the same and be separated the rep-

resentations of new task samples. By constraining the modification of the latent

representation of old tasks’ snapshots, the agent tries to create effective knowledge

separation boundaries between tasks. These boundaries are shown to be helpful for

the agent to retain old knowledge while learning new tasks.

Since this dissertation has shown a large potential of the proposed approaches, it has many

more steps to further investigate. The following lists the interesting future directions:

• Grouping snapshots to reduce human analysis effort:

Even though the number of snapshots can be reduced through saliency map method

and simplified reapproximation, the key snapshots for human interpretation still needs

to be a small number. We can device a human analysis model by leveraging a group

of snapshots in a macro scale, instead of interpreting an agent’s micro-level behavior

given a snapshot.

• Discovering new kernel method to reduce number of snapshots:

Kernel methods often provide great ways to describe the similarity between samples.

A better-described similarity (potentially domain-specific or use-inspired) can pro-

duce high-quality snapshots, which are both sparse and effective performance and

interpretation.

• Combining snapshots with other sampling techniques:

The usage of snapshots has proven to significantly improve the performance of the

agent. However, in this work, only uniform sampling technique is used. Focusing

more on larger loss snapshots using prioritized sampling technique [99] can possibly

further enhance the DRL agent’s performance.

• Discovering new latent regularization method with snapshots:
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Current latent regularization method used in this work is using a naive L2 loss. Fur-

ther investigation to better landscape tasks and well separate different task knowledge

to leverage past and current experience for effective continual reinforcement learn-

ing.
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