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ABSTRACT 

 

PEYMAN RAZI. Numerical Simulations and Low-Order Models of the Two-Way 

Interaction between Ocean Current Turbines and the Background Flow. (Under the 

direction of DR. PRAVEEN RAMAPRABHU) 

 

 

Ocean Current Turbines (OCTs), which function similarly to wind and tidal turbines, 

represent a promising technology for harnessing the energy from oceanic currents such as 

the Gulf Stream. In planning the deployment of arrays of OCT devices, it is critical to 

consider the two-way interactions between the turbines and the ocean environment: 

temporally and spatially nonuniform flow fields are expected in the dynamic flow 

environments of western boundary currents, and include the presence of upstream shear 

and turbulence. These nonuniform flow conditions will affect power extraction, and the 

efficiency of the turbines when operating in isolation or as part of an array. Furthermore, 

models that are used in a predictive capability to compute the levelized cost of energy 

obtainable from such devices, or to optimize the layout of an array of turbines must be 

modified to account for the effects of such spatially and temporally inhomogeneous 

conditions. Similarly, the operation of OCT arrays can in turn influence the background 

flow in two significant ways, namely by contributing to the production of turbulence and 

through the generation of internal gravity waves that are radiated away from the point of 

origin. In this thesis, we have studied using detailed numerical simulations, the above two-

way interaction between arrays of OCTs and the ocean environment. Insights developed 

from the simulations have guided the development of low-order wake interaction models 

capable of describing the effects of inhomogeneous flow conditions on array performance.  
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A new, wake interaction modeling framework capable of capturing the detailed effects of 

turbulence and upstream shear on various performance parameters associated with OCTs 

arranged in any arbitrary configuration has been developed. The model accounts for the 

effects of turbulence and shear on the structure of the turbine wakes, specifically the extents 

of near- and far-wake regions. The analytical description for turbine wake is combined with 

an existing wake interaction model, the Unrestricted Wind Farm Layout Optimization 

model to predict the global power output from an array of OCTs. The resulting modelling 

framework accurately captures the effect of inlet turbulence and shear on the OCT farm 

power and efficiency, and can be applied to any array configuration. Results from the 

model were validated against both Large Eddy Simulations and Reynolds Averaged 

Navier-Stokes simulations, in which the OCTs were modeled using a Blade Element 

Momentum model. The dispersion of OCT wake turbulence through the background 

stratification of the ocean was investigated using Large Eddy Simulations for different 

levels of the density stratification. The effects of varying the strength of the stratification 

as well as the turbulent forcing were studied. Finally, the wake turbulence associated with 

OCT operation can drive the formation and radiation of internal gravity waves in the 

density-stratified background flow of ocean currents. Through detailed numerical 

simulations, the effect of the propagation of the internal waves on the background turbulent 

diffusivity was studied, and found to alter the transport properties of the ambient flow. The 

properties of the internal wave field, and its impact on background turbulent mixing was 

found to depend both on the Richardson number and the ambient, upstream turbulence.
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CHAPTER 1: INTRODUCTION 

 

The use of renewable sources of energy has increased in the last several decades, coincident 

with an increasing societal awareness of environmental issues. As more renewable sources 

of energy are brought online, reducing the Levelized Cost of Energy (LCOE) is a 

significant consideration in the large-scale deployment of such alternate sources. While 

terrestrial and offshore wind farms have reached levels of technological maturity that 

enable their large-scale adoption, extracting energy from marine hydrokinetic devices 

(MHK) deployed in ocean currents is still in its infancy. This is despite the fact that wind 

turbines and OCTs operate at comparable levels of power density, while the longevity of 

tidal energy equipment is almost four times greater than other renewable energy resources 

such as wind or solar power [1]. Furthermore, OCTs in western boundary currents such as 

the gulf stream (GS) [2] will operate under velocity conditions that are predictable, and can 

be modeled using ocean circulation models [2].  

The GS represents a perennial energy source with reliable current speeds ranging from 1.5 

– 3 m/s, and has been estimated in recent studies [2, 3] to transport upwards of 70 GW of 

power. OCTs have been proposed [2, 4] as an efficient means to extract energy from 

western boundary currents like the GS, becoming a component in the global trend towards 

a renewable energy portfolio. For instance, Bane et al. [2] discussed the economic 

feasibility of deploying OCTs in the GS and other western boundary currents, based on a 

census of ocean circulation models. It was shown that the power density in the GS could 

reach 500 – 1000 W/m2, but the location of peak power densities was susceptible to higher-

frequency meanders and lower-frequency GS path shifts. To evaluate the feasibility of 
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deploying such MHK devices for operation in the GS current, and to aid in the design and 

optimization of arrays of OCTs [5, 6], low-order models that accurately describe single-

turbine wake dynamics and wake interactions between multiple devices are necessary.  

In this dissertation, we have investigated the two-way interaction between OCTs and the 

background flow of the ocean environment. We classify these interactions into the (i) effect 

of flow conditions on OCT performance and (ii) the corresponding impact of OCT wakes 

on the background flow. Through extensive and detailed simulations and by developing 

theoretical models, we have characterized the nature of these interactions. Insights from 

these models can be used in planning and developing deployment strategies for OCTs, and 

in estimating their potential environmental impact. In the following sections, we briefly 

introduce and discuss the four topics studied in this dissertation: (i) Effect of ambient 

turbulence on OCT wake development and performance; (ii) OCT performance under 

spatially non-uniform flow conditions; (iii) Evolution of OCT wakes through the turbulent 

background stratification; and (iv) internal wave generation from OCT operation.  

1.1 Background 

1.1.1. Effect of ambient turbulence on OCT wake development and performance 

While OCT operation principles are broadly similar to wind turbines and based on Betz 

law, certain key differences in the operating environment, and farm layout must be 

considered. Compared to wind turbines, OCTs generally operate in a lower turbulence 

environment [7, 8], which impacts the observed wake structure. At the lower levels of 

turbulence intensity in the marine environment, the recovery of the wake of a single-turbine 

is delayed by the lower entrainment and turbulent diffusion, so that near-wake effects can 

no longer be ignored. Simultaneously, downstream turbines operating in the turbulent 
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wakes of upstream devices are likely to operate in a high turbulence environment, and are 

expected to recover faster. Thus, wake interaction models for OCTs must be capable of 

capturing both these limits, and account for the complex wake behaviors in the intervening 

parameter space. Similarly, turbines in offshore wind farms are exposed to lower levels of 

turbulence intensities as observed in [9] and [10], which could extend the near-wake region. 

Near-wake effects are also significant in co-axial turbine designs under consideration [11], 

in which counter-rotating turbines are employed to create a device with nearly net zero 

torque to avoid twisting of the turbine tethers [12]. Surface roughness and boundary layer 

effects, which are significant considerations in wind turbine siting, are less significant in 

OCT operation, which will likely be moored in the deep waters using tethers. The tethered 

configuration [13, 14] will allow for placement of OCT turbines in a farm layout [2, 15] in 

which the turbines are staggered in all three dimensions, responsive to optimization around 

the total farm power as the objective function.  

While Computational Fluid Dynamics (CFD) simulations [15] have led to significant 

insights into the behavior of wind turbines and MHK devices, the computational workload 

is prohibitive for large arrays of turbines or extensive parametric studies [6]. In particular, 

tethered OCT deployment in the GS or other western boundary currents [4] may rely on 

active, real-time repositioning based on optimization strategies [5, 6] to account for varying 

properties of the free-stream or the meander of the current [4]. In such scenarios, efficient 

and reliable low-order wake interaction models that account for the unique wake 

characteristics of OCTs including the persistence of the near-wake regions, are required to 

ensure fast convergence of the coupled layout optimization techniques [5]. Several wake 

models originally developed for wind turbines are valid in the limit of vanishing near-wake 



4 
 

regions, and hence cannot be applied to the OCT application. In this work, we propose a 

wake turbulence model that describes OCT wake properties over a wide range of 

turbulence intensities in the incoming flow, and the corresponding variations in wake 

structures. This single-turbine wake model is then implemented in a recently published 

[16] modeling framework for wake interaction effects that will be present in a dense OCT 

farm layout. Both the single-turbine model and the wake interaction model for multiple 

turbines are validated using detailed three-dimensional, Large Eddy Simulation (LES) with 

a commercial CFD solver. 

1.1.2. OCT performance under spatially non-uniform flow conditions 

Unlike wind turbines which operate in the strong-shear environment of the lower 

atmospheric boundary layer, tethered OCTs will in general, experience low shear 

conditions associated with the background, oceanic flow. For typical values of freestream 

mean velocities (~ 1 – 2 m/s) and turbine diameters of ~ 50m, the strength of the local shear 

rate 𝛾 ≡
𝜕𝑈

𝜕𝑦
 (𝑠−1) can be quantified in terms of the non-dimensional parameter 𝛾

𝐷𝑡

𝑈
, where 

𝐷𝑡 is the turbine rotor diameter and 𝑈 is the mean flow velocity. We expect OCTs to operate 

under conditions satisfying 𝛾
𝐷𝑡

𝑈
≪ 1, indicating a low-shear environment. While this is 

generally true, due to the meander of the GS currents, turbines could be exposed to strong 

shear conditions locally, and over short periods of time.  

In addition, when multiple devices are deployed constituting an ‘OCT farm’, individual 

turbines will be trapped in the wakes of their immediate neighbors, which are characterized 

by strong velocity gradients. Similarly, offshore wind turbines will experience strong shear 

conditions, since they are embedded in the ‘near-wall’ region of the atmospheric boundary 

layer. Thus, a modeling framework to estimate the dependence of turbine performance on 
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shear in the upstream flow is required, before evaluating the economic feasibility of OCT 

operation and power extraction. We have modified the low-order model of [16], developed 

for shear effects on wind turbine performance, to account for wake interaction of multiple 

OCTs operating in a spatially non-uniform flow environment. Our model has been 

validated using Reynolds-Averaged Navier-Stokes (RANS) simulations, and is applicable 

to both the weak and strong shear regimes.  

1.1.3. Evolution of OCT wakes through the turbulent background stratification 

Understanding the potential footprint of wake turbulence is critical in estimating the 

environmental impact of large-scale arrays of OCTs. From a detailed energy balance in 

which turbines were modeled as drag elements, it was estimated [2, 3] in a recent survey, 

that large-scale deployment of OCTs would result in significant energy dissipation up to 

several gigawatts, thereby potentially affecting the resource. However, the interaction 

between the turbine elements and the background resource is complicated by several 

factors, including the details of the background stratification and shear flow, and the 

locations and numbers of turbines. For instance, turbines deployed in the surface boundary 

layer would operate in a region of the ocean that is well mixed by wind shear stress as well 

as diurnal surface temperature variations. In addition, internal waves have been observed 

in the current velocity field from vessel transects  and glider current measurements [17] 

that significantly enhance shear in at least the upper 200 m of the water column. The 

temporal persistence of these internal waves has not been quantified, but consideration for 

their influence on the shear and mixing of stratification will be necessary. In contrast, the 

maximum current speeds exist in the upper 100m of the water column, often referred to as 
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the GS jet. Shear in the jet region is often lower than that beneath it, and within the cyclonic 

and anticyclonic shear zones.  

The local competition between the shear flow and density stratification determines the 

stability of the background flow to large perturbations in the form of turbulence created by 

OCTs. This competition is captured by the gradient Ri number, 

𝑅𝑖 ≡
𝑁2

(
𝑑𝑈
𝑑𝑦

)
2

+ (
𝑑𝑉
𝑑𝑦

)
2

(1.1)
 

where 𝑁2 = −
𝑔

𝜌

𝑑𝜌

𝑑𝑦
, is the buoyancy frequency, 

𝑑𝜌

𝑑𝑦
 is the density gradient in the direction 

of ocean depth, and 
𝑑𝑈

𝑑𝑦
 and 

𝑑𝑉

𝑑𝑦
 represent the shear in cross-stream and downstream 

velocities with depth, respectively. From linear analysis [18, 19], it was shown that Ri > 

1/4 ensures stability of the stratified fluid to velocity perturbations; however, the 

consolidated wake generated by an OCT array could represent a nonlinear perturbation. 

While there have been theoretical studies suggesting the Ri number cutoff should be higher 

[20, 21] (Ri > 1) for such nonlinear perturbations, there have not been detailed experimental 

or simulation studies to investigate this critical limit under conditions relevant to OCT 

operation.  

While the general problem of turbulent mixing in stratified fluids has been extensively 

studied [22], the development of localized turbulence according to an oceanic background 

stratification has received relatively little attention. The authors of [20] performed a 

nonlinear analysis for the stability of a shear layer subjected to finite-amplitude 

perturbations while embedded in a background stratification. They found that in contrast 

to the linear case, when nonlinear perturbations are imposed, the shear layer is stable only 

for Ri > 1. Early experimental results included ADCP and Rapid Sampling Vertical Profiler 
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(RSVP) measurements reported in [23] at the site of the South Equatorial Current (SEC). 

These measurements included vertical profiles of velocity (shear), salinity, temperature, 

and density obtained within the top 150 m of the ocean surface. The Ri number computed 

from these measurements varied from ~0.2 near the surface to values approaching unity at 

depths of 150 m. The authors [23] concluded that “the quest for a simple Ri parametrization 

of turbulent mixing is doomed because it does not address the necessary physics of the 

problem.” 

Laboratory-scale studies were reported in [24] of a mixing tank experiment in which a 

lighter turbulent layer was above a density stratified quiescent layer. However, the authors 

of [24] were focused on interfacial instabilities between the layers (and not transport within 

the bulk fluid), and found that Kelvin–Helmholtz instabilities at the interface were 

suppressed for Ri > 1. A similar setup was examined using Direct Numerical Simulations 

(DNS) in [25], and investigated the development of turbulent patches in a stratified shear 

layer. Vortices associated with the turbulent patches were found to be stabilized when the 

stratification was such that Ri > 0.25. There has been some ambiguity [25] in the value of 

the critical Ri for turbulent forcing of a stratified flow. Other studies [26] have taken issue 

with the centrality of Ri as a predictor of turbulent diffusivities, arguing that flow outcomes 

should also depend on the turbulent intensity. In [27], it was shown that to accurately 

reproduce LES data, the parameterization of the turbulent diffusivity must also include a 

shear length scale and the kinetic energy of the background turbulence (in addition to the 

background Ri number). The explanation for this dependence is that while the Ri number 

governs stability, it is the turbulent intensity that determines the overall turbulent transport, 

and so must be included. 
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Similarly, the authors of [28] suggest framing the problem in terms of separate shear and 

buoyancy parameters, with lines of constant Ri dividing the parameter map into shear-

dominated, buoyancy-dominated, and unforced regions. Progress in this area has been 

limited by the scarcity of high-resolution data from the GS. We have performed detailed 

LES to investigate the growth of locally generated turbulence, through a stratification field 

similar to the conditions present in the ocean. To accomplish this, a new unit problem was 

first defined in which the density and velocity profiles are such that the Richardson number 

is constant throughout. This removes the possibility of an artificial lengthscale associated 

with the 𝑅𝑖 profile, that could interfere with the development of the turbulent patch. LES, 

in which a turbulent spot was refracted through the above stratification profile at different 

values of 𝑅𝑖 were performed. The spatial footprint of turbulence was measured for each 

case, and expressed in terms of a power law, in which the coefficients were functions of 

𝑅𝑖. The power law for the turbulence footprint was then applied to actual data from the 

Gulf Stream [4] to provide rough estimates for the extent of turbulent spreading from OCT 

wakes. We have taken advantage of recent advances through the ADCP and Conductivity 

Temperature Depth (CTD) cast measurements by [4], across different transects of the GS 

(density and shear profiles), which were directly used to drive our numerical simulations.  

1.1.4. Internal wave generation from OCT operation 

Internal Gravity Waves (IGWs) are generated in the ocean, when isopycnals in a 

continuously stratified fluid are perturbed, so that the gravity-induced restoring forces 

create oscillatory motion and engender wave propagation. IGWs explain a significant 

portion of the energy flux budget in the ocean, while the breaking of such waves resulting 

in turbulent bursts is responsible for much of the observed mixing (the nutrient exchange 
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rate has been observed to increase by tenfold in the presence of IGWs when compared with 

a quiescent ocean [29]). 

 
Figure 1.1: Time-depth image of the turbulent dissipation rate of a breaking internal wave 

[30]. 

 

Since IGWs may also be generated from artificial sources, such as ocean current turbines 

operating in the pycnocline, we refer to the two sources to distinguish between wave 

generations. Internal waves from submerged objects can be referred to as point source 

waves, since the wake of an OCT may be treated as a string of point sources generating 

momentum that propagates as wave motion. IGWs generated naturally in the ocean from 

the interaction of ocean tides with the ocean floor topography will be referred to as internal 

tides (waves generated due to sharp density gradients at the ocean surface are not 

considered since their propagation is restricted to the horizontal plane). Point source waves 

may then interact with the (longer wavelength) internal tides, resulting in the premature 

breakup of the latter objects through nonlinear triadic interactions [29]. The implications 

for such a scenario could be wide ranging and include modifications to the large-scale 

transport of nutrients in the ocean. 

Point sources such as OCTs generate internal waves through three distinct mechanisms 

[31-33]. Internal waves generated as a result of flow deformation around the shape of an 

object are Lee waves, and deterministic in nature. The rotation of turbine blades will result 

in swirling wake flow, characterized by helical vortices that lead to formation of transient 
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waves that are expected to be short-lived. Finally, the turbulent wake behind OCTs will 

collapse under the influence of the stable background stratification, resulting in the 

formation of gravity waves from the ‘bubble collapse’ event. Such waves are random and 

bear the broad, spectral signature of the turbulent wake, and hence cannot be predicted 

using linear wave theories, and are the subject of our numerical investigation. 

Previous studies of towed objects in stratified flows [31-33] have shown that Lee waves 

dominate when 𝐹𝑟 < 2.5 − 4, and the random, turbulent, wake-induced waves dominate for 

𝐹𝑟 ≥ 4, where the Froude number (the ratio of the buoyancy time scale to the turbulence 

time scale) is defined as 𝐹𝑟 =
𝑈0

𝑁𝑅𝑡
 with 𝑈0, N, and 𝑅𝑡 representing the mean flow velocity, 

buoyancy frequency, and radius of the turbine, respectively. Assuming typical values for 

the buoyancy frequency from recent observational measurements in the GS [4], 𝑈0 ~ 1 m/s 

and 𝑅𝑡 ~ 25 m, the 𝐹𝑟 number for typical conditions of operation may be estimated as 𝐹𝑟 

≥ 4.5. Thus, internal wave generation from OCTs is expected to be dominated by random 

waves that cannot be addressed by linear wave theory, and will require detailed numerical 

simulations. 

Waves from OCTs will influence energy extraction and the ocean ecosystem in three ways: 

(1) Energy extraction: Internal waves radiating upstream from the collapsed wakes of 

OCTs may adversely influence energy extraction by decelerating the mean flow. Such 

an effect has been observed in wind farms [34, 35], and has been estimated to be 

significant. In wind turbine farms, unfavorable pressure gradients associated with the 

gravity waves have been shown to result in a deceleration (and deviation) of the 

upstream flow, along with a corresponding decrease in total farm efficiency by 18% 

[34, 35]. The deployment of tethered OCTs (as proposed in [5, 36]) in the ocean must 
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consider the potential for internal wave generation that may negatively impact the 

energy extraction efficiency.  

(2) Interactions with internal tides: Point source waves from OCTs may interact with the 

background internal tides through nonlinear wave–wave interactions called triadic 

interactions. A scenario where two short-wavelength waves (from the OCTs) interact 

nonlinearly with a long-wavelength internal tide will result in the redistribution of 

energy among the wavenumbers in the triad. The corresponding induced diffusion of 

energy among the wavenumbers will have the potential to cause internal tides to break 

prematurely, thereby affecting the turbulent mixing in the photic zone. 

(3) Turbulent diffusivity and mixing: When the amplitudes of the point source waves reach 

a threshold value, the waves will break in a highly turbulent process. The strength of 

the resulting turbulent diffusivity will depend on the amplitudes of the waves, and the 

nature of the instability processes that trigger the wave breaking. The breaking of point 

source waves may result in significant modification to the ocean’s turbulent diffusivity 

and mixing efficiency, as well as the mean temperature and salinity profiles. 

We have performed detailed LES of internal waves generated from the transport of a 

turbulent wake through a stratified layer. The properties of the wave field were carefully 

studied including the phase angle at which the IGWs propagated at different value of 𝑅𝑖. 

We found the IGW generation meaningfully affected the properties of the background 

flow, including the mean streamwise velocity, turbulent kinetic energy, and other turbulent 

correlations. The IGWs were also found to decrease the mean velocity, thus potentially 

impacting energy extraction by downstream turbines.  
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The rest of the dissertation is organized as follows: In Chapter 2, we propose a low-order 

model for the structure of OCT wakes at different turbulence intensities. The model is 

combined with an Unrestricted Wind Farm Layout Optimization (UWFLO) model to 

predict the total power generated from an OCT farm at different turbulence intensities, 

while the results are validated using detailed companion simulations. In Chapter 3, a similar 

approach is taken to describe the effects of spatial nonuniformities in the upstream flow 

(shear) on the performance of individual OCTs and OCT farms. Once again, the low-order 

wake interaction model for shear conditions is validated using RANS simulations. Chapter 

4 includes a discussion of the evolution of localized turbulence through the background 

stratification. Using insights from LES, we develop power law expressions for the 

downstream evolution of locally generated turbulent perturbations. The expressions are 

valid for different 𝑅𝑖, and are applied to velocity and density measurements obtained from 

the GS resource [4], to develop estimates for the turbulent footprint under realistic 

conditions. Internal wave generation from OCT wake turbulence developing into a 

stratified background flow is discussed in Chapter 5. Specifically, we describe the effect 

of IGWs generated from an OCT wake, on both mean and fluctuating quantities associated 

with the background flow. Concluding thoughts are presented in Chapter 6.  
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 CHAPTER 2: A LOW-ORDER WAKE INTERACTION MODELING FRAMEWORK 

FOR THE PERFORMANCE OF OCEAN CURRENT TURBINES UNDER 

TURBULENT CONDITIONS  

 

Understanding the effects of ambient turbulence (expressed often in terms of the turbulence 

intensity It) is critical to the development of predictive models for the performance of 

OCTs. This chapter describes a new, wake interaction modeling framework capable of 

capturing the detailed effects of turbulence on various performance parameters associated 

with OCTs that may be arranged in any arbitrary configuration. The model accounts for 

the effects of turbulence on the structure of the turbine wakes, specifically the extents of 

near- and far-wake regions, and the dependence of the transition point between the two 

regions on It. The analytical description for turbine wake is combined with an existing 

wake interaction model, the UWFLO model to predict the global power output from an 

array of OCTs. The resulting modelling framework accurately captures the effect of inlet 

turbulence on the OCT farm power and efficiency, and can be applied to any array 

configuration. Results from the model are validated against LES in which the OCTs are 

modelled using the Blade Element Momentum (BEM) model, while the inlet flow is 

superposed with a synthetic turbulence field designed to approximate turbulence properties 

obtained from observational measurements of the Gulf Stream. The simulations show that 

OCT wakes recover faster at higher levels of inlet turbulence due to the enhanced 

entrainment and mixing between ambient flow and the wake, an effect that is captured by 

the proposed UWFLO model.  

The chapter is organized as follows: In § 2.1.1, we briefly review previous models for 

turbine wakes, before introducing our model for both near-wake and far-wake regions in § 

2.1.2. Using the wake interaction model framework for multiple turbines introduced in 
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[16], we extend our model to OCT farm layouts in § 2.1.3. Our simulation strategy is 

described in § 2.2, along with an outline of the different cases examined. Single turbine 

wakes are analyzed in detail in § 2.3, where we examine the role of the upstream turbulence 

intensity in determining the length of the near-wake region and wake growth rates. Here, 

we validate our wake model against simulation data and previously proposed models. Our 

modeling framework for multiple OCTs is validated in § 2.4 using LES data, and includes 

(a) two-turbine configuration, (b) staggered OCT arrangements, and (c) a square array of 

turbines. A summary and concluding remarks are presented in § 2.5. 

2.1 Models for OCT wakes and array performance 

2.1.1. Models for turbulence effects on single-turbine performance 

Several analytic models have been proposed to describe the evolution of wind turbine 

wakes, and to account for the interactions between multiple wakes in a wind farm. The 

Jensen [37] wake model represents one of the earliest efforts, and describes the 

development of the downstream velocity field in the wake of a turbine. The model is 

derived from applying conservation of mass between the upstream and downstream 

regions, and assuming a top-hat velocity profile for the wake, while the near-wake region 

is neglected: 

∆𝑈

𝑈0
=
(1 − √1 − 𝐶𝑇)

(1 +
2𝛼𝑥
𝐷𝑡

)
2

(2.1.1) 

In eq. (2.1.1), 𝑈0 is the free-stream velocity, ∆𝑈(𝑥) ≡ 𝑈0 −𝑈(𝑥) is the wake deficit at the 

streamwise location 𝑥, 𝐶𝑇 is the thrust coefficient of the turbine, 𝛼 is the growth rate of the 

linearly expanding wake, and 𝐷𝑡 represents the diameter of the turbine. In several studies 

[38, 39], a linear wake assumption is coupled with a constant expansion factor 𝛼 taken as 
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a function of the surface roughness (recommended values of 𝛼 based on surface roughness 

from [40, 41] are 0.075 for onshore and 0.05 for offshore applications respectively). 

Frandsen et al. [38] proposed a wake model valid in the far wake by assuming a top-hat 

velocity profile and enforcing momentum conservation:  

∆𝑈

𝑈0
=
1

2
(1 − √1 − 2

𝐴𝑡
𝐴(𝑥)

𝐶𝑇) . (2.1.2) 

In the above equation, 𝐴𝑡 is the turbine swept area and 𝐴(𝑥) is the wake area at 𝑥. Eq. 

(2.1.2) is compatible with the general form of the wake expansion given by 𝐷(𝑥) =

𝐷𝑡 (𝛽
𝑘/2 + 𝛼

𝑥

𝐷𝑡
)
1/𝑘

with 𝛽 =
1

2

1+√1−𝐶𝑇

√1−𝐶𝑇
, while the specific case of 𝑘 =  2 was considered 

in [42].  

The above models were derived to conserve either mass [37] or momentum [38]. To 

constrain both the mass and momentum fluxes, a second wake velocity parameter is 

required in addition to the amplitude of the peak (or the average). By assuming self-

similarity in the far-wake, a Gaussian profile for the wake velocity deficit could be 

introduced with the width of the profile constrained to yield a particular mass flux. 

Bastankhah and Porte-Agel [42] took this approach and derived new analytic models by 

constraining mass and momentum fluxes, while assuming a Gaussian profile for the wake 

velocity deficit. In solving the momentum equations, viscous and pressure terms were 

neglected, while the width of the self-similar function was determined from matching the 

mass flux with that of the Frandsen model [38] to give  

∆𝑈

𝑈0
= (1 − √1 −

𝐶𝑇
8𝜎2

)𝑒𝑥𝑝 (−
𝑟2

2𝜎2
) (2.1.3) 
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where 𝜎 =
𝛼𝑥

𝐷𝑡
+ 0.25√𝛽 is a lengthscale associated with the expanding wake and 𝑟 is the 

radial coordinate. Niayifar and Porté-Agel [43] suggested the following empirical 

dependence of the wake growth rate on the turbulence intensity, based on LES data and 

valid in the range 0.065 < 𝐼𝑡 < 0.15:  

𝛼 = 0.38𝐼𝑡 + 0.004 (2.1.4) 

Similarly, based on a wind-turbine field study, Fuertes et al. [44] recommend for the wake 

growth rate the expression 𝛼 = 0.35𝐼𝑡. Finally, [45] observe the above model when 

extended to the near-wake region can lead to the term within the square root 1 −
𝐶𝑇

8𝜎2
 

becoming negative.  

The above self-similar model (referred to hereafter as the BP model) for the wake deficit 

given in eq. (2.1.3) may be expressed in the general form 
∆𝑈

𝑈0
= 𝐶(𝑥)𝑓 (

𝑟

𝜎
), where 𝐶(𝑥) =

1 − √1 −
𝐶𝑇

8𝜎2
 expresses the decay of the centerline velocity deficit, and 𝑓 is the similarity 

solution. In the lower ambient turbulence environment of the ocean, wake recovery will be 

delayed resulting in a finite near-wake region, which must be accounted for in low-order 

models for OCTs. In [45], the authors suggest a modification to 𝐶(𝑥) in the BP model to 

capture the effects of ambient turbulence, turbine properties through the coefficient of 

thrust 𝐶𝑇, and the near wake region. The modified expression for the velocity deficit 

function proposed by [45] is:  

∆𝑈

𝑈0
=

1

{𝑎+𝑏(𝑥 𝐷𝑡⁄ )+𝑐(1+𝑥 𝐷𝑡⁄ )
−2
}
2 𝑒𝑥𝑝 (−

𝑟2

2𝜎2
)        (2.1.5) 

In eq. (2.1.5), the 𝑐 (1 + 𝑥
𝐷𝑡⁄ )

−2

 term in the denominator represents the ‘virtual origin’ 

effect when the near-wake region is considered, and (𝑎, 𝑏, 𝑐, 𝛼, 𝛽) are taken as functions of 
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the coefficient of thrust 𝐶𝑇 and the upstream ambient turbulence intensity 𝐼𝑡, with 

corresponding coefficients and exponents obtained by fitting to a suite of LES simulation 

data.  

2.1.2. Proposed model for turbine wake  

In this section, we propose a simple analytic formulation for the dependence of turbine 

wake parameters on the intensity of turbulence in the flow. Our model accounts for both 

near- and far-wake regions, and we have found this is important in describing the complete 

dependence of wake properties on turbulence for OCTs. In the far-wake, our model 

assumes the form of the Jensen model [37], but with the growth rate and transition location 

between near- and far-wake regions dependent on the turbulence intensity. The model for 

turbine wake dependence on turbulence is described in this sub-section, while the extension 

to a turbine array is presented in § 2.1.3. The turbine wake model is obtained through the 

following steps:  

1) The diameter of the wake is taken to be a linear function of the axial coordinate in the 

near-wake region, and in accordance with the Jensen framework [37]: 

𝐷(𝑥) = 𝐷𝑡 + 2𝛼𝑥 (2.1.6) 

2) From applying continuity to the near-wake region at the turbine plane (fig. 2.1) and at 

the plane containing the transition point 𝑥0, 𝐷𝑥0the diameter of the turbine wake at 𝑥0 

can be obtained as a function of the induction factor 𝑎 [46] 

𝐴𝑡𝑈𝑡 = 𝐴𝑥0𝑈𝑥0  ⟹ (1 − 𝑎)𝑈0𝐷𝑡
2 = (1 − 2𝑎)𝑈0𝐷𝑥0

2 (2.1.7) 

𝐷𝑥0 = 𝐷𝑡√
1 − 𝑎

1 − 2𝑎
(2.1.8) 
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where 𝑈𝑡 is the velocity at the rotor plane and 𝑎 ≡ (𝑈0 − 𝑈𝑡)/ 𝑈0 is the induction factor 

(the above standard definition of the velocity at the rotor plane in terms of the induction 

factor ensures the change in momentum across the turbine plane balances the thrust 

extracted; however, similar to the other models discussed in § 2.1.1, we ignore changes to 

the pressure as well as viscous effects). In eq. (2.1.8), we have made use of the expression 

for the minimum streamwise velocity occurring at 𝑥0, 𝑈𝑥0 = (1 − 2𝑎)𝑈0 proposed by [47] 

and others.  

      𝐷𝑡
  

       

 

 

Figure 1: Control volume downstream of a turbine showing near-wake (𝑥 < 𝑥0) and far-wake (𝑥 > 𝑥0) regions.

 
Figure 2.1: Control volume downstream of a turbine showing near-wake (𝑥 < 𝑥0) and 

far-wake (𝑥 > 𝑥0) regions. 

 

3) From dimensional arguments, we take 𝐷(𝑥)~𝑢′𝑡, where 𝑢′ represents the characteristic 

turbulent velocity scale associated with the dominant coherent structures in the wake. 

Writing 𝑢′~𝐼𝑡𝑈0, so that  

𝐷(𝑥)~𝐼𝑡𝑈0𝑡~𝐶𝐼𝑡𝑥 (2.1.9) 

where 𝐶 is a coefficient that will be determined by fitting to LES simulations of single-

turbine wakes, and we have taken advantage of Taylor’s hypothesis to suggest 𝑥 ~ 𝑈0𝑡. 

Combining eq. (2.1.6) with eq. (2.1.9), the wake growth rate 𝛼 as a function of the 

turbulence intensity is written as  
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𝛼 =
1

2

𝑑𝐷

𝑑𝑥
~𝐶𝐼𝑡 . (2.1.10) 

The corresponding location of the transition between near-wake and far wake regions as a 

function of the turbulent intensity is obtained by plugging in 𝑥= 𝑥0 into eq. (2.1.6) and 

combining with (2.1.10) to give  

𝑥0(𝐼𝑡) = (
𝐷𝑥0
𝐷𝑡

− 1)
𝐷𝑡
2𝛼

= (
𝐷𝑥0
𝐷𝑡

− 1)
𝐷𝑡
2𝐶𝐼𝑡

, (2.1.11) 

while 𝐷𝑥0 in the above equation is computed from eq. (2.1.8). Also note that from the above 

analysis (and as we will show with LES data), the product of the location of the transition 

point and the wake expansion rate is also a constant (𝑥0(𝐼𝑡) × 𝛼(It) = 𝐶′).  

Finally, note that as suggested in [9, 42, 48], the wake expansion factor can be influenced 

by not only the ambient turbulent intensity 𝐼𝑡,0, but also turbine-induced turbulence. In 

particular, when the added effect of turbine-induced turbulence was considered, enhanced 

mixing, faster wake recovery and higher wake expansion factors have been observed [49]. 

In [46, 50], the wake expansion modified by these effects was modeled as 𝛼𝑤𝑎𝑘𝑒 =

𝛼
𝐼𝑡,𝑤𝑎𝑘𝑒

𝐼𝑡,0
, although this effect is not considered in the current work. In evaluating our model 

eq. (2.1.11) for upstream turbines, we take 𝐼𝑡 = 𝐼𝑡,0 the ambient turbulent intensity. 

However, the turbulent intensity approaching the downstream turbines includes the effects 

of both the ambient free-stream turbulence (through entrainment) and the machine 

turbulence shed by an upstream turbine 𝐼+, and must be computed from 𝐼𝑡 = √𝐼𝑡,0
2 + 𝐼+

2 

as suggested by [46, 48, 51]. In computing 𝐼𝑡 for downstream turbines, we use the 

expression for the added wake turbulence  

𝐼+ = 5.7𝐶𝑇
0.7𝐼𝑡,0

0.68 (
𝑥

𝑥0
)
−0.96

(2.1.12) 
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suggested by [52]. The above expressions for the added wake turbulence 𝐼+ and the total 

turbulence 𝐼𝑡 were independently verified by computing the wake turbulence intensity 

approaching a downstream turbine directly from the LES results by averaging over a 

rectangular window of dimensions 2𝐷𝑡 × 𝐷𝑡 × 𝐷𝑡 upstream of that device.      

2.1.3. A wake interaction model for turbulence effects 

We modify the UWFLO model [16] to incorporate the above turbulence and wake 

structural effects on the total array flow field and power performance. The UWFLO model 

[16] computes the total power of an array of wind turbines or OCTs, by accounting for the 

cumulative momentum shadowing of upstream wakes. In the original UWFLO model, a 

linearly expanding wake is assumed, while the near-wake region was neglected. We briefly 

describe the UWFLO model, before discussing the modifications proposed here. The effect 

of an upstream turbine ‘𝑖’ on a downstream turbine ‘𝑗’ is computed in the UWFLO 

framework as follows:  

1. First, an influence matrix 𝑀𝑖𝑗 is defined which categorizes turbine pairs (𝑖, 𝑗) according 

to: 

𝑀𝑖𝑗 = {

+1    𝑖𝑓 𝑡𝑢𝑟𝑏𝑖𝑛𝑒 𝑖 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑠 𝑡𝑢𝑟𝑏𝑖𝑛𝑒 𝑗
−1     𝑖𝑓 𝑡𝑢𝑟𝑏𝑖𝑛𝑒 𝑗 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒𝑠 𝑡𝑢𝑟𝑏𝑖𝑛𝑒 𝑖
0    𝑖𝑓 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑚𝑢𝑡𝑢𝑎𝑙 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑒

(2.1.13) 

Turbine 𝑗 is affected by the wake of turbine 𝑖, if and only if: 

𝑥𝑖𝑗 < 0, 𝑎𝑛𝑑 𝑑𝑖𝑗 −
𝐷𝑡,𝑗

2
<
𝐷𝑖𝑗

2
 (2.1.14) 

where 𝐷𝑡,𝑗 is the rotor diameter of turbine 𝑗, 𝐷𝑖𝑗 is the diameter of the wake from upstream 

turbine 𝑖 reaching the downstream turbine 𝑗, and 

𝑥𝑖𝑗 = 𝑥𝑖 − 𝑥𝑗 , 𝑦𝑖𝑗 = 𝑦𝑖 − 𝑦𝑗 , 𝑑𝑖𝑗 = √𝑥𝑖𝑗2 + 𝑦𝑖𝑗2 (2.1.15) 
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2. Turbines are rank ordered according to their influence number, which is based on their 

location along the streamwise coordinate 𝑥.  

3. In the UWFLO framework, the velocity deficit associated with downstream turbines is 

obtained by consistently accounting for the momentum shadowing due to upstream 

devices by adding the velocity deficits in quadrature: 

𝑈𝑗 = 𝑈0 −√∑
𝐴𝑖𝑗

𝐴𝑗
(𝑈0 − 𝑈𝑖,𝑗)

2𝑁

𝑖=1

(2.1.16) 

where 𝑈0 is the upstream inlet velocity approaching the first turbine, 𝑈𝑖,𝑗 is the velocity of 

wake from turbine 𝑖 reaching a downstream turbine 𝑗, 𝐴𝑖𝑗 is the overlap area between the 

wake of turbine 𝑖 and the blade swept area of 𝑗 (figure 2.2) and can be computed using the 

geometrical principles in [16].  
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rotor ‘j’

Wake of 
upstream  
rotor ‘i’

d
rj

ri

Figure 2: Schematic for UWFLO [18] model showing multiple 

OCT turbines with wake interaction.

 

Figure 2.2: Schematic for UWFLO [16] model showing multiple OCT turbines with 

wake interaction. 

 

4. In the original UWFLO [16] model, a Jensen [37] wake was assumed with a wake 

diameter that is a linear function of the downstream distance 𝑥. From applying mass 
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conservation over the control volume 𝐶𝑉2 in figure 2.1, and neglecting the near-wake 

region (𝐶𝑉1 → 0), 

𝑈𝑖,𝑗 = 𝑈𝑗(1 −
2𝑎

(1 +
2𝛼𝑥
𝐷𝑡

)
) (2.1.17)

 

The velocities 𝑈𝑖,𝑗 are then substituted in eq. (2.1.16) to compute the average upstream 

velocity approaching each downstream turbine ‘𝑗’ and accounting for the velocity deficits 

of all upstream turbines ‘𝑖’ that satisfy eq. (2.1.14).  

5. Finally, the corresponding power produced by turbine ‘𝑗’ is computed from  

𝑃𝑗 = 𝐶𝑝
1

2
𝜌𝐴𝑈𝑗

3 (2.1.18) 

where 𝐶𝑝 is the power coefficient defined as 𝐶𝑝 = 4𝑎(1 − 𝑎)2, and the total array power 

for 𝑁 turbines is obtained as 𝑃𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑃𝑗
𝑁
𝑗=1 .  

The above framework is modified by first applying a modified control volume analysis that 

allows for separate near-wake 𝐶𝑉1 ≠ 0 and recovery regions. First, enforcing continuity 

between the turbine plane and a downstream plane within 𝐶𝑉1 (figure 2.1), and assuming 

a linear expansion of the wake in between, an expression for the velocity at the downstream 

location may be obtained as: 

𝑈𝑡𝐴𝑡 = 𝑈(𝑥)𝐴𝑥 ⟹𝑈0(1 − 𝑎)𝑅𝑡
2 = 𝑈(𝑥)(𝑅𝑡 + 𝛼𝑥)2 (2.1.19) 

𝑈(𝑥)

𝑈0
=

(1 − 𝑎) 

(1 +
2𝑥𝑖𝑗
𝐷𝑡

)
2

(2.1.20)
 

From a similar analysis and applying continuity to the planes containing the transition point 

𝑥0 and a point 𝑥 in the far wake (control volume 𝐶𝑉2 shown in Figure 2.1), the velocity in 

the far wake is then obtained as:  
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𝑈𝑥0𝐴𝑥0 + 𝑈0(𝐴𝑥 − 𝐴𝑥0) = 𝑈(𝑥)𝐴𝑥 (2.1.21) 

(1 − 2𝑎)𝑈0(𝑅𝑡 + 𝛼𝑥0)
2 + 𝑈0((𝑅𝑡 + 𝛼𝑥)2 − (𝑅𝑡 + 𝛼𝑥0)

2) = 𝑈(𝑥)((𝑅𝑡 + 𝛼𝑥)2)(2.1.22) 

𝑈(𝑥)

𝑈0
= 1 −

2𝑎

(1 +
2(𝑥𝑖𝑗 − 𝑥0)

𝐷𝑥0
)

2
(2.1.23)

 

In rewriting eq. (2.1.23) from eq. (2.1.22), we have replaced 𝑥 with 𝑥𝑖𝑗 to represent the 

development of the wake originating from turbine 𝑖 and reaching turbine 𝑗. When 𝑥0 → 0 

(neglecting the near-wake region), the expression for the Jensen wake eq. (2.1.1), is 

recovered, while the near- and far-wake solutions are matched for finite 𝑥0 as 𝑥 → 𝑥0. The 

solution for the streamwise velocities in the near- and far-wake regions are then given by:  

{
 
 
 
 

 
 
 
 𝑈𝑖,𝑗 =

𝑈𝑗(1 − 𝑎) 

(1 +
2𝑥𝑖𝑗
𝐷𝑡

)
2                                    𝑥𝑖𝑗<𝑥0

𝑈𝑖,𝑗 = 𝑈𝑗

(

 
 
1 −

2𝑎

(1 +
2(𝑥𝑖𝑗 − 𝑥0)

𝐷𝑥0
)

2

)

 
 

       𝑥𝑖𝑗 > 𝑥0

(2.1.24) 

In practice, the main steps for calculating the modified wake interaction model by 

incorporating the effects of turbulent intensity and near-wake region are:  

1)  Compute UWFLO wake model equation (2.1.16) using 𝑈𝑖,𝑗 obtained from 

equation (2.1.24). 

2) The wake growth rate 𝛼 and the location of the wake transition 𝑥0 for upstream 

turbines used in eq. (2.1.24), are computed from eq. (2.1.11), where 𝐶 is obtained 

from fitting to LES data. 
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3) For downstream turbines, we compute 𝛼  used in eq. (2.1.24) based on the total 

turbulence intensity including both ambient and wake effects as suggested in § 

2.1.2. 

2.2. Numerical Simulations 

The simulations reported in this article were performed using the STAR-CCM software 

and employed the LES methodology. The filtered Navier-Stokes equations were solved 

using a finite-volume discretization given by  

∂u̅𝑖
∂x𝑖

= 0 (2.2.1) 

𝜕𝑢𝑖̅
𝜕𝑡

+ 𝑢𝑗̅
𝜕𝑢𝑖̅
𝜕𝑥𝑗

= −
1

𝜌

𝜕𝑝̅

𝜕𝑥𝑖
+
1

𝜌

𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
+

𝜕

𝜕𝑥𝑗
(𝜈

𝜕𝑢𝑖̅
𝜕𝑥𝑗

) + 𝑓𝑖 (2.2.2) 

where the overbars represent quantities that survive the filtering process, 𝑢𝑖̅ and 𝑝̅ are the 

filtered velocities and pressure, 𝜏𝑖𝑗 is the modeled stress and 𝑓𝑖 is the body force term. Sub-

grid contributions to eqs. (2.2.1) – (2.2.2) are represented using a subgrid scale (SGS) 

model [53] with a Smagorinsky model constant value of 0.1.  

Figure 2.3 shows a schematic of the simulation domain employed in the LES simulations 

of a single turbine. The simulation domain was extended with an appropriate scaling factor 

to accommodate multiple turbines. The 3D computational domain is comprised of three 

meshing zones, representing a hierarchical meshing strategy: the turbine is located in zone 

1 which spans a distance 2𝐷𝑡, with a mesh spacing 1 ~0.025𝐷𝑡. Similarly, zones 2 and 3 

are concentric with 2 = 21 and 4 = 41. In all the simulations, the mesh resolution across 

the turbine, and the scaling relationship between the three zones was maintained. 

Simulations were performed with total mesh sizes of 106, 107 and 2x107 to demonstrate 

convergence of first- and second-order quantities of interest. The lateral boundaries were 



25 
 

treated as periodic surfaces, while an outflow boundary condition was enforced at the outlet 

boundary to ensure flow features exit without generating spurious reflections. The 

simulation domain had dimensions of 20𝐷𝑡 in the axial direction and a cross-section of 8𝐷𝑡 

x 8𝐷𝑡, while the turbine was located at a distance of 4𝐷𝑡 from the inlet plane to allow for 

upstream effects (due to the turbine potential flow) to develop.  

           

Figure 3: Schematic of the LES simulation domain with different meshing zones displayed. 

     
Figure 2.3: Schematic of the LES simulation domain with different meshing zones 

displayed. 

 

The turbine was modeled in our simulations using the BEM [39]. In this approach, the 

turbine airfoils are discretized radially into blade elements whose lift and drag forces are 

computed in response to the local incident effective velocity. The performance of the OCT 

is then obtained by numerically integrating the forces along the blade span [39], while the 

turbine blades were taken to have the aerodynamic properties of a Gottingen 804 airfoil 

[52]. The properties of the airfoils including the drag and lift coefficients, thickness, chord 

length and twist angle were all obtained as functions of the radius from published 

experimental data [54]. The complete list of LES simulations reported in this study is given 

in Table 2.1. 



26 
 

Table 2.1: Summary of LES simulations of single-turbine and array configurations. 

Case number Configuration Turbulence intensity 

1 Single turbine 0.03 

2 Single turbine 0.05 

3 Single turbine 0.12 

4 Single turbine 0.2 

5-8 Two turbine tandem 0.2 

9 OCT array (scattered) 0.2 

10 OCT array (scattered) 0.2 

11 OCT array (scattered) 0.05 

12 OCT array (periodic 4x4) 0.2 

   

 

2.2.1. Inlet turbulence flow field  

We briefly describe the methodology developed in [55, 56] to generate the turbulent 

spatiotemporal velocity field that constitutes the inlet boundary condition in our 

simulations. The flow conditions at the inlet plane were generated as a function of time, 

that were then fed in to the LES computational domain. Following [57] and Acoustic 

Doppler Current Profiler (ADCP) current measurements reported in [3], the ocean 

turbulence velocity fluctuation spectrum 𝐺(𝑖) along direction (𝑖), was modeled as 

containing an inertial range (𝑓−5/3) with maximum and minimum frequencies of 𝑓𝑚𝑎𝑥 = 1 

Hz and 𝑓𝑚𝑖𝑛 = 0.01 Hz respectively, and a freestream turbulence intensity in the 

streamwise direction that was varied in our simulations. Spatial coherence over the inlet 



27 
 

plane was introduced through a coherence parameter 𝜉, which was then used to compute a 

coherence function. Larger values of the coherence parameter 𝜉 correspond to smaller-

scale coherent structures in the inlet flow field and vice versa. Simulations with 𝜉 = 10 

were performed in this study. The velocities were then generated in time by summing over 

the frequencies but randomized by introducing a random phase angle. The cross-axial 

components were generated using a similar approach, while an anisotropy ratio of one was 

assumed between the axial and lateral velocities. The relationship between the turbulence 

spectrum, standard deviation in each velocity direction, and the turbulence intensity can be 

summarized through the following equations [55, 56]: 

𝜖(𝑖)
2 = ∫ 𝐺(𝑖)𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛
𝑑𝑓    (2.2.3) 

𝐼𝑡,0 =
|𝜖|

| |
    (2.2.4) 

In eqs. (2.2.3) – (2.2.4), 𝜖(𝑖) represents the standard deviation of velocity fluctuations along 

the (𝑖) direction, and |𝜖| = √∑ 𝜖(𝑖)
2

𝑖 . Figure 2.4 (a) is a comparison of the power spectral 

density associated with the synthetic turbulent field at the inlet plane, and the 

corresponding ADCP measurements in the GS. The current measurements were collected 

using a 150 KHz ADCP moored in the GS, off the coast of Cape Hatteras, North Carolina 

[4], but only a 400 s window was analyzed for figure 2.4 (a).  

A convective turbulent flow field (u(y,z,t), where (y,z) are directions perpendicular to the 

mean streamwise flow) spanning a total time window of 400 s was generated using the 

above approach with an average axial velocity of 1 m/s, anisotropy ratios of 1 between the 

principal and lateral directions (to match ADCP measurements from [4]), while the 

turbulence intensity was varied. The 2D time-dependent snapshots were then fed into the 
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inlet plane of the LES computational domain, where they were interpolated into the 

simulation mesh and in time to correspond to the local timestep. Figure 2.4 (b) shows such 

a snapshot of contours of the instantaneous, streamwise velocity field 𝑢(𝑦, 𝑧) 

corresponding to 𝐼𝑡,0 =  0.2, and 𝜉 =  10. The simulations were run for a total time of 400 

s, of which the first 200 s were used to clear the transients out from the computational 

domain. This startup time for data collection was chosen to be the time taken for coherent 

structures to traverse the entire length of the simulation domain at the mean convective 

velocity: i.e. 
𝐿

𝑈0
~ 200 s). The turbulent statistics and data analysis were then computed 

during the 200 – 400 s simulation window, corresponding to ~ 20 turnover times for eddies 

with turnover times of 
𝐷𝑡

𝑈0
. Our simulation results were validated by comparing them with 

other published LES data using both actuator disk and BEM models [49]. Table 2.2 

summarizes the input parameters that define the turbulent flow at the inlet boundary. 

Figure 4: a) Comparison of power spectral densities from synthetic turbulence field and ADCP measurements

from the Gulf Stream reported in [3]. b) Streamwise instantaneous velocity contours on the inlet plane 

generated using the approach discussed:  = 10, 𝐼𝑡, 0 = 0.2.

(a) (b)

0

4

8

12

16

20

24

0 4 8 12 16 20 24 5 10 15 20

0.65

0.75

0.85

0.95

1.05

1.15

  (   )

10
-10

10
-8

10
-6

0.0001

0.01

1

100

0.01 0.1 1

Cape Hatteras (Station CH 10)

Raleigh Bay (Station RB 4)

LES (X/D
t
)=-1

P
o

w
e
r 

S
p

e
c
tr

a
l 
D

e
n

s
it

y
 (

P
S

D
)

Frequency

 
Figure 2.4: a) Comparison of power spectral densities from synthetic turbulence field and 

ADCP measurements from the Gulf Stream reported in [4]. b) Streamwise 

instantaneous velocity contours on the inlet plane generated using the approach 

discussed: 𝜉 = 10, 𝐼𝑡, 0 = 0.2. 
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2.3. Single turbine results 

In this section, we discuss results from LES simulations of a single turbine operating under 

turbulent conditions, while a comparison of the simulation data for array conditions with 

the modified UWFLO model is presented in § 2.4. The single-turbine results serve to 

validate our model for the wake structure in eqs. (2.1.11) and (2.1.24), for different levels 

of It,0. The spatial and temporal characteristics were analyzed to clarify the behavior of the 

turbulent wake in the near- and far-wake regions. The wake recovery models of [42] and 

[38] are also compared with our LES results. A comparison of model results with the 

single-turbine LES data of [10] is also presented in this section.  

Table 2.2: Flow parameters for turbulent inlet flow. 

Parameter   

Average Streamwise Velocity 1 m/s 

0.01Hz 

1 Hz 

7.2 

Minimum Frequency 

Maximum Frequency 

Tip Speed Ratio 

Turbulence Intensity 0.05 – 0.2  

 

Qualitative results in the form of iso-surfaces of the vorticity and the second eigenvalue of 

the strain rate tensor (2) [58] are shown in figures 2.5 (a) – (b) corresponding to 𝐼𝑡,0 = 0.2 

at t = 400 s. In the absence of tip vortices which are not captured in our LES, the wake 

turbulence is dominated by coherent longitudinal structures that contribute significantly to 

the entrainment of ambient fluid outside the wake. The 2 field is more compact than the 

vorticity magnitude field, since it represents persistent coherent structures [58]. These 

structures persist for several diameters downstream, while the finer-scale structures are 
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rapidly dissipated by the wake shear in our simulations (figure 2.5 (b)). From figure 2.5 

(b), a clear demarcation between a near-wake region dominated by wake turbulence, and a 

far-wake recovery region in which significant entrainment of ambient fluid leading to 

dissipation of coherent structures is visible.  

Figure 5: Iso-surfaces of the vorticity (a) and  2 (b) magnitude from single-turbine LES at t = 400 s (case 4) . 

  ( − )

(a) (b)

   ( 
− )

 
Figure 2.5: Iso-surfaces of the vorticity (a) and 𝜆2 (b) magnitude from single-turbine LES 

at t = 400 s (case 4). 

 

In figure 2.6 (a), we plot the downstream evolution of the local turbulence intensity 𝐼𝑡(𝑥) =

√
1

3
(𝑢′

2
+𝑣′

2
+𝑤′2 )

√𝑈2+𝑉2+𝑊2
 from simulations with inlet turbulence levels 𝐼𝑡,0 = 0.05 (case 2) and 0.2 

(case 4). The streamwise variation plots in figure 2.6 were generated by first averaging 

over the data collection time window, and then averaging over the wake diameter. The 

turbine is located at 𝑥/𝐷𝑡  =  0 and adds significant turbulence to the incident flow, as 

observed in the contours of figure 2.5, and figure 2.6 (a). At the transition point 𝑥0 between 

the near- and far-wake regions, the downstream turbulence intensities in both simulations 

reach a peak value of ~ 0.26 due to significant turbulent kinetic energy (TKE) production 

for 𝑥 < 𝑥0. Previous studies [51, 59] have shown the onset of turbulence decay at 𝑥0 

coincides with the instability-driven breakdown of tip vortices. Since the BEM employed 

in our simulations does not account for rotational effects, the wake dynamics in our 
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simulations are statistically axisymmetric and dominated by longitudinal vortices (similar 

to the wake structures observed in the LES of [49]). The induced velocities from these 

vortex structures entrain ambient fluid into the wake, leading to the observed decay in wake 

turbulence intensity for 𝑥 > 𝑥0. 

The evolution of the corresponding averaged streamwise velocity profiles are shown in 

figure 2.6 (b). The near-wake region is evident in the decrease of 𝑈(𝑥) for 𝑥 < 𝑥0, as a 

result of momentum removal by the turbine. Momentum recovery is observed for 𝑥 > 𝑥0, 

although the transition location 𝑥0 itself can depend on the inlet turbulence intensity. This 

is shown in figure 2.6 (c), by plotting the scaled mean streamwise velocity 
𝑈(𝑥)−𝑈𝑥0

𝑈0−𝑈𝑥0
 against 

the streamwise coordinate 𝑥 𝐷𝑡⁄ . As the inlet turbulence intensity is increased from It,0 = 

0.05 to 0.2, wake recovery occurs earlier, consistent with the enhanced entrainment 

observed at higher levels of inlet turbulence.  
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Figure 6: Variation of spanwise-averaged a) turbulence intensity 𝐼𝑡, b) scaled mean streamwise velocity 

𝑈/𝑈0, c) scaled velocity 
(𝑈−𝑈𝑥0)

(𝑈0−𝑈𝑥0)
⁄ along stream-wise distance 𝑥/𝐷𝑡 (cases 2 and 4).

(a) (b) (c)

 
Figure 2.6: Variation of spanwise-averaged a) turbulence intensity 𝐼𝑡, b) scaled mean 

streamwise velocity 𝑈/𝑈0, c) scaled velocity 
(𝑈 − 𝑈𝑥0)

(𝑈0 − 𝑈𝑥0)
⁄ along stream-

wise distance 𝑥/𝐷𝑡 (cases 2 and 4). 
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In figure 2.7, we plot the development of the mean non-dimensional velocity deficit 
∆𝑈

𝑈0
 at 

different downstream locations 
𝑥

𝐷𝑡
 from simulations with 𝐼𝑡,0 = 0.05 and 0.2. As reported in 

previous studies, a pronounced wake deficit is observed in the near-wake region 
𝑥

𝐷𝑡
= 2, 

which is completely overcome by entrainment by 
𝑥

𝐷𝑡
= 8. The velocity profile downstream 

has two peaks in the near-wake region due to the presence of the turbine shear layer, that 

creates a ‘potential core’ region [60, 61] at the center occupied by relatively quiescent fluid. 

As the wake recovers, the velocity deficit assumes a unimodal shape resulting from the 

merging of the shear layer streams, which consume the potential core region. The Gaussian 

shape of the scaled velocity deficit within the far-wake region represents the assumption 

of a self-similar wake behavior for 𝑥 > 𝑥0. As the turbulence intensity is increased, every 

aspect of wake recovery is accelerated as shown in figs.2.7 - 9. For 𝐼𝑡,0 = 0.2, the collapse 

of the potential core occurs as early as 
𝑥

𝐷𝑡
= 4 as seen in the unimodal velocity deficit 

profile, while by 
𝑥

𝐷𝑡
= 8 turbulence-driven entrainment has resulted in a significant wake 

recovery.  
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Figure 7: Cross-stream profiles of the mean velocity deficit ∆𝑈 𝑈0⁄ at  𝑥/𝐷𝑡 = 2 (a), 4 (b), and 8 (c) for cases 2 and 4. 

(a) (b) (c)  

Figure 2.7: Cross-stream profiles of the mean velocity deficit ∆𝑈 𝑈0
⁄  at  𝑥/𝐷𝑡 = 2 (a), 4 

(b), and 8 (c) for cases 2 and 4. 
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Components of the kinematic shear stress associated with the turbulent wake are plotted at 

several planes downstream of the turbine in figures 2.8 – 2.9. Figure 2.8 shows the 

evolution of the streamwise velocity fluctuation term 
〈𝑢′2〉

𝑈0
2  (where 〈 〉 indicates time-

averaging as outlined before) at 𝑥/𝐷𝑡 = 2, 4, 8, and follows the same trend as previous 

results from [49, 62-64]. At 
𝑥

𝐷𝑡
= 2, significant turbulence production is observed within 

the shear layer regions of the wake, as the vortical structures in this region are strengthened 

by the local shear. The local valley in 
〈𝑢′2〉

𝑈0
2  near the wake centerline (

𝑦

𝐷𝑡
= 0.5) in fig. 2.8 

(a) is consistent with the presence of a potential core in the near-wake region. As the shear 

layers merge overcoming the potential core, a single-peak is observed at the centerline, 

while the edges of the shear-layer show very low turbulence activity. By 
𝑥

𝐷𝑡
= 8, the 𝐼𝑡,0 = 

0.2 case has entrained significant ambient fluid returning a nearly flat, quiescent profile for 

〈𝑢′2〉

𝑈0
2 . This observed laminarization of the wake appears earlier in the 𝐼𝑡,0 = 0.2 simulation, 

once again suggesting high levels of upstream turbulence lead to a faster wake recovery.  
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Figure 8: Cross-stream profiles of 
𝑢′2

𝑈0
2⁄ at  𝑥/𝐷𝑡= 2 (a), 4 (b), and 8 (c) for cases 2 and 4. 
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Figure 2.8: Cross-stream profiles of 
⟨𝑢′2⟩

𝑈0
2⁄  at  𝑥/𝐷𝑡= 2 (a), 4 (b), and 8 (c) for cases 

2 and 4. 

 

Cross-stream profiles of the Reynolds stress component 
〈𝑢′𝑤′〉

𝑈0
2  are shown in figure 2.9, 

where 𝑢′ and 𝑤′ represent fluctuating components of the streamwise and vertical velocities 

respectively. In contrast to the 
〈𝑢′2〉

𝑈0
2  profiles, plots of 

〈𝑢′𝑤′〉

𝑈0
2  in figs. 2.9 (a-c) show an anti-

symmetric behavior with positive and negative peaks corresponding to the bottom and top 

shear layers respectively, while absolute values around the blade tips are maximum. Once 

again, the peaks are gradually attenuated as the flow emerges from the near-wake region, 

while the rate at which this happens is governed by the upstream turbulence intensity as 

described earlier.  

 

 

  

 

  

 

  

 ′ ′

  
 

 ′ ′

  
 

 ′ ′

  
 

  , =  .  
  , =  .   

Figure 9: Cross-stream profiles of 
𝑢′𝑤′

𝑈0
2⁄ at  𝑥/𝐷𝑡= 2 (a), 4 (b), and 8 (c) for cases 2 and 4. 
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Figure 2.9: Cross-stream profiles of 
⟨𝑢′𝑤′⟩

𝑈0
2⁄  at  𝑥/𝐷𝑡= 2 (a), 4 (b), and 8 (c) for cases 

2 and 4. 

 

In figure 2.10 (a), the locations of the transition point separating the near- and far- wake 

regions are plotted from simulations at different turbulent intensities - 𝑥0 for each case in 
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fig. 2.10 (a) is computed as the streamwise location at which 
𝑈(𝑥)−𝑈𝑥0

𝑈0−𝑈𝑥0
 reaches its minimum 

in fig. 2.6 (c). The LES data are compared with the models of [45, 60] and the expression 

in eq. (2.1.11). For the Ishihara model [45], 𝑥0 is determined as the 𝑥-location where eq. 

(2.1.5) reaches a maximum value. The transition point between the near- and far-wake 

regions can also be obtained from the semi-empirical model of Vermeulen [60], which is 

based on including the effects of wake growth from (i) ambient turbulence, (ii) turbulence 

induced from the shear between the wake flow and the ambient flow, and (iii) machine-

induced turbulence. All models in fig. 10 provide good agreement with simulation data for 

large values of 𝐼𝑡,0. For low values of 𝐼𝑡,0, the model of [45] underpredicts our LES data. 

Furthermore, note that the model of [60] predicts a finite value for 𝑥0 as the flow 

approaches the laminar limit (𝐼𝑡,0 → 0), which is incorrect. Thus, from figure 10, eq. 

(2.1.11) captures the behavior of the wake structure for all values of 𝐼𝑡,0, including the 

nearly laminar limit. This prescription forms the basis of our turbine array model described 

in § 2. Finally, eq. (2.1.11) does not account for the mechanical properties of the turbine 

and its operation parameters, which are typically captured through the number of turbine 

blades, tip speed ratio and the thrust coefficient [60]. These aspects of the wake transition 

will be taken up in future studies. Note that from combining eqs. (2.1.10) and (2.1.11), 𝛼𝑥0 

should be a constant in our study, independent of 𝐼𝑡,0 (since the induction factor was not 

varied in our simulations). In fig. 2.10 (b), we verify this by plotting 𝛼𝑥0 from the LES 

against 𝐼𝑡,0. The wake growth rate 𝛼 was computed by fitting eq. (2.1.6) to the wake 

envelope from our simulations, identified as the radial location where the averaged 

streamwise velocity reached 99% of its upstream value [65].  
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Figure 10: (a) Variation of the locations of the transition point 𝑥0 between the near- and far-

wake regions with the turbulence intensity It,0 : Comparison between LES data and models. 

(b) plot of 𝛼𝑥0 vs. the turbulence intensity It,0 from LES data. 
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Figure 2.10: (a) Variation of the locations of the transition point 𝑥0 between the near- and 

far- wake regions with the turbulence intensity 𝐼𝑡,0 : Comparison between LES 

data and models. (b) plot of 𝛼𝑥0 vs. the turbulence intensity 𝐼𝑡,0 from LES data. 

 

In fig. 2.11 (a) – (d), we plot the streamwise evolution of the mean scaled velocity deficit 

〈∆𝑈〉
𝑈0
⁄  against 𝑥 𝐷𝑡⁄ from the LES data, and compared with several models discussed 

earlier. To enable a direct comparison with the models of [37] and [38] and eq. (2.1.24), 

all of which assume a tophat profile for the wake streamwise velocity, 〈∆𝑈〉 is obtained 

from LES by first time-averaging, followed by spanwise-averaging over the extent of the 

local wake diameter 𝐷(𝑥). The models of [37], [38] and [42] are valid in the limit 𝑥0 → 0, 

and hence are plotted only for the region 𝑥′ = 𝑥 − 𝑥0 ≥ 0 in fig. 11. Our model eq. (2.1.24) 

describes both the near- and far-wake regions, and is plotted for all 𝑥 > 0 in fig. 11, and 

shows good agreement with LES data for all the turbulence intensities investigated in this 

study. At low values of 𝐼𝑡,0 (figs. 2.11 (a) – (b)), an extended near-wake region is observed 

in the LES data, which adversely affects the comparison with the models of [37] and [38]. 

As the upstream turbulence intensity 𝐼𝑡,0 is increased in figs. 2.11 (c) – (d), the near-wake 

is shortened so that the models of [37, 38, 42], and our eq. (2.1.24) converge in agreement 
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with the simulation data. The model of Ishihara [45] incorporates near-wake effects 

through a virtual origin term (eq. (2.1.5)), and is in good agreement with LES data for cases 

1 – 3, while case 4 (𝐼𝑡,0 = 0.2) is overpredicted by their model.  

Figure 11: Variation of mean velocity deficit ∆𝑈 𝑈0⁄ with 𝑥/𝐷𝑡 from LES, eq. (2.24) and models 

of [19], [20], [24] and [27] for It,0 = (a) 0.03, (b) 0.05, (c) 0.12 and (d) 0.2. 
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Figure 2.11: Variation of mean velocity deficit ∆𝑈 𝑈0
⁄  with 𝑥/𝐷𝑡 from LES, eq. (2.1.24) 

and models of [37], [38], [42] and [45] for 𝐼𝑡,0 = (a) 0.03, (b) 0.05, (c) 0.12 and (d) 

0.2. 

 

In fig. 2.12 (a) – (b), we plot the radially integrated total mass flow deficit rate, ∫
∆𝑈

𝑈0
𝑑𝐴 

derived from eq. (2.1.24) and the models of [37, 38] and [42], and compared with the LES 

data. For the control volumes 𝐶𝑉1 and 𝐶𝑉2 shown in fig. 2.1, a constant value of ∫
∆𝑈

𝑈0
𝑑𝐴 

implies conservation of mass at every 𝑥-location in the wake, since it accounts for both the 

wake mass flux and the entrainment flux. For the LES calculations at 𝐼𝑡,0 = 0.05 and 0.12 

in figs. 2.12 (a) – (b), the total mass flow deficit rate was computed by integrating radially 
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to the edge of the domain. For our model eq. (2.1.24) and the model of Jensen [37] in the 

fully-recovered wake (𝑥 > 𝑥0), radially integrating the deficit mass flow for a linear wake 

profile yields 

∫
2𝑎

(1 +
2𝛼𝑥
𝐷𝑤,𝑥0

)
2

𝐷𝑤,𝑥
2

0

2𝜋𝑟 𝑑𝑟 =  2𝑎𝐴𝑤,𝑥0 (2.3.1) 

where 𝐴𝑤,𝑥0 represents the area of the wake at 𝑥 = 𝑥0. Thus, the 𝑟ℎ𝑠 of the above eq. 

(2.3.1) is independent of 𝑥, and suggests our model maintains a constant mass flux in the 

far wake region, in agreement with observations from LES (figure 2.12). For the model of 

[38], (eq. (2.1.2)) is derived from applying momentum conservation to a control volume 

bounded by an inlet plane far upstream of the turbine, and an outlet plane in the far-wake 

region where the pressure has fully recovered. Once again integrating the model equation 

(2.1.2) for the velocity deficit in the radial direction yields for the total mass flow deficit 

rate 

∫
1

2
{1 − √1 −

2𝐴0
𝐴(𝑥)

𝐶𝑇}

𝐷𝑤,𝑥
2

0

2𝜋𝑟 𝑑𝑟 = 𝜋 {1 − √1 −
2𝐴0
𝐴(𝑥)

𝐶𝑇}
𝐷(𝑥)2

4
, (2.3.2) 

which retains an x-dependence for the wake form 𝐷(𝑥) = 𝐷𝑡 (𝛽
1/2 + 𝛼

𝑥

𝐷𝑡
)
1/2

 assumed in 

[38], and seen in figs. 2.12 (a) – (b). Similarly, applying the above analysis to the model of 

[42] gives for the deficit mass flow rate, 

∫

{
 
 

 
 

1 −
√
1 −

𝐶𝑇

8 (
𝜎
𝐷𝑥0

)
2

}
 
 

 
 

𝑒
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0

= 2𝜋
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1 −
√
1 −

𝐶𝑇

8 (
𝜎
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2

}
 
 

 
 

𝜎2 (2.3.3) 
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where we take advantage of the Gaussian form of ∆𝑈(𝑥, 𝑟) to extend the integration to 𝑟 →

∞. Eq. (2.3.3) is also plotted in fig. (2.12), and shows a dependence of the deficit mass 

flow rate on the streamwise coordinate for the model of [42]. Finally, integrating eq. (2.1.5) 

from the model of [45] in a similar manner will yield  

∫ 𝑟ℎ𝑠|𝑒𝑞.(2.5)2𝜋𝑟 𝑑𝑟
∞

0

=
2𝜋𝜎2

{𝑎 + 𝑏 𝑥 𝐷𝑡⁄ + 𝑐 (1 + 𝑥
𝐷𝑡⁄ )

−2

}
2 . (2.3.4)

 

Outside the near-wake region, the rhs of eq. (2.3.4) is only weakly dependent on 𝑥, as seen 

in the plots in figs. 2.12, thus indicating fidelity to total mass flux conservation. For 𝑥 <

𝑥0, our model and eq. (2.3.4) derived from the model of [45] show mass flux increasing 

with streamwise distance in agreement with the trend from LES data, and consistent with 

the positive entrainment flux in the near-wake region. 

Figure 12: Variation of the deficit mass flux ∫
∆𝑈

𝑈0
𝑑𝐴 with 𝑥/𝐷𝑡from LES, proposed model eq. 

(4.1), and the wake models of [19], [20], [24] and [27] for It,0 = (a) 0.05, and (b) 0.12. 
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Figure 2.12: Variation of the deficit mass flux ∫
∆𝑈

𝑈0
𝑑𝐴 with 𝑥/𝐷𝑡from LES, proposed 

model eq. (2.3.1), and the wake models of [37], [38], [42] and [45] for 𝐼𝑡,0 = (a) 

0.05, and (b) 0.12. 

 

A comparison of the models with the LES data of [10] is presented in figure 2.13 (a) – (b) 

for 𝐼𝑡,0 = 0.13 and 0.048 respectively. The two cases correspond to case 2 and 5 in the wind 
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turbine study of [42], which also differed in the extent of roughness effects representing 

the surface terrain – case 2 (fig.2.13 (a)) had a roughness of 5 × 10−1, while case 5 (fig. 

2.13 (b) was simulated with a roughness parameter of 5 × 10−5 m). The roughness effects 

are not captured in any of the models discussed here, but the authors of [42] adjust the 

wake growth rate 𝛼 and the wake width at 𝑥0 to fit the simulation results. In contrast, our 

model eq. (2.1.24) and the models of [37] – [38], [45] are evaluated in fig. 2.13, for a value 

of 𝛼 independent of the surface roughness, that is only determined by the upstream 

turbulence intensity described earlier. From figs. 2.13 (a) – (b), our model and the models 

of [37] and [42] are in very good agreement with the LES data presented in [10], while [38] 

underpredicts the simulation results. The model of Ishihara [45] captures the far-wake 

decay of the velocity deficit, but overpredicts the maximum value at the transition plane 

𝑥0. Finally, note that in [42], the LES data from [10] is plotted under the assumption of 

negligible near-wake distance 𝑥0 → 0, but figs. 2.17 (a) – (b) of the latter study show a 

finite near-wake region. In generating figure 2.13, we included the near-wake region by 

estimating it from the data presented in [10], and plotted the models of [37, 38, 42] by 

displacing them by 𝑥0 since they are only valid for 𝑥′ >  0.  

Figure 13: Variation of mean velocity deficit ∆𝑈 𝑈0⁄ with 𝑥/𝐷𝑡 plotted from eq. (2.24) and the 

wake models of [19], [20], [24] and [27], compared with the LES data from [9]. 
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Figure 2.13: Variation of mean velocity deficit ∆𝑈 𝑈0
⁄  with 𝑥/𝐷𝑡 plotted from eq. (2.24) 

and the wake models of [37], [38], [42] and [45], compared with the LES data 

from [10]. 

 

2.4 OCT array results  

The OCT array modeling framework presented in § 2.1 is validated here against LES data 

over a wide range of configurations that are presented in the order of increasing complexity 

of wake interactions.  

2.4.1. Two-turbine configuration:  

The purpose of the simulations presented in this section is to isolate the wake interaction 

between an upstream and downstream turbine tandem, where the devices are colinear and 

aligned with the flow as shown in figure 2.14 (a). Hence, these cases allow us to examine 

wake interactions, but without the complicating effects of partial shadowing of overlapping 

wakes. We present results from cases 5 - 8, corresponding to separation distances between 

the turbines of 
𝑥12

𝐷𝑡
 = 4, 6, 8 and 10 - the indices ‘1’ and ‘2’ are used to label the upstream 

and downstream turbines respectively. Contours of the time-averaged streamwise velocity 

(𝑈) are presented in fig. 2.14 (a) from case 5 (
𝑥12

𝐷𝑡
 = 4). The simulations were performed 

with an upstream turbulence intensity of 𝐼𝑡,0 = 0.2. As seen in fig. 2.14 (a), at this 

separation distance, the downstream turbine interrupts the wake recovery of the upstream 

OCT, and hence is operating in an environment of a significant momentum deficit. At 

larger separation distances, the wake recovery is allowed to proceed to a greater extent, 

and the downstream turbine operates in conditions that approach the freestream. In fig. 

2.14 (b), we plot the relative power of the downstream turbine 𝑃2 scaled by the upstream 

turbine power 𝑃1 for different separation distances. Results from the LES data are 
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compared with turbine power computed from the wake velocity predicted by our model eq. 

(2.1.24), and show excellent agreement (rms error 1.73 %). Note that since the downstream 

turbines were completely obstructed by the upstream devices in these simulations, the 

turbine power can be computed directly by combining eqs. (2.1.24) and (2.1.18), and 

without accounting for the partial momentum shadowing using the UWFLO model.  
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Figure 14: (a) Contours of time-averaged streamwise velocity, and (b) averaged relative power for each 

turbine from cases 5 - 8 with turbulent intensity of 0.2 (model comparison with LES).
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Figure 2.14: (a) Contours of time-averaged streamwise velocity, and (b) averaged relative 

power for each turbine from cases 5 - 8 with turbulent intensity of 0.2 (model 

comparison with LES). 

 

2.4.2. Staggered arrangement of OCTs:  

In this section, the proposed analytic model for array power as a function of ambient 

turbulence intensity has been validated using LES results for different layouts and 

conditions. In case 9, turbines were arrayed as shown in figure 2.15 (a), with the 

downstream turbines likely to experience significant wake shadowing effects. 

Furthermore, the spacing between the turbines was such that near-wake effects would play 

an important role in the power generation of the downstream devices. The configuration 
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shown in fig. 2.15 (a) also combines partial and complete shadowing effects, while all the 

turbines are located at the same 𝑧-plane. This configuration is instructive, and the 

significant wake interactions present a demanding validation case for the model proposed 

here. The instantaneous streamwise velocity contours are also shown in figure 2.15 (a), 

while the time dependence of the instantaneous power from each turbine are plotted in 

figure 2.15 (b). The time-averaged relative power output from each turbine in the 

simulation is compared with the prediction from the modified UWFLO model with velocity 

computed from eq. (2.1.24), and plotted in figure 2.16 (b). For each turbine, the upstream 

turbulence intensity used to drive our model equations was computed using two methods 

which gave similar values: from the empirical equation (2.1.12) and by averaging over a 

region 2𝐷𝑡 upstream of that device. For all turbines, the model prediction for relative power 

output is in good agreement with the simulation results which were averaged over the time 

window of 200 - 400 seconds with an rms error of 8.61%.  
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Turbine 2

Turbine 4

 

  

 

  

Figure 15: (a) Contours of instantaneous streamwise velocity from LES simulation of case 9 and (b) 

instantaneous turbine power as a function of time for turbines 1 – 4 for case 9.
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Figure 2.15: (a) Contours of instantaneous streamwise velocity from LES simulation of 

case 9 and (b) instantaneous turbine power as a function of time for turbines 1 – 4 

for case 9. 
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Figure 16: (a) Contours of time-averaged streamwise velocity, and (b) averaged relative power for each 

turbine from case 9 with turbulence intensity of 0.2 (model comparison with LES).
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Figure 2.16: (a) Contours of time-averaged streamwise velocity, and (b) averaged relative 

power for each turbine from case 9 with turbulence intensity of 0.2 (model 

comparison with LES). 

 

A more realistic configuration is investigated in case 10 (figure 2.17 (a)), and might result 

from an optimization of turbine locations in a tethered OCT farm [5]. An inlet turbulence 

intensity of 𝐼𝑡,0 = 0.2 was used for this case, while the turbines were once again positioned 

on the same 𝑧-plane to ensure the presence of significant momentum shadowing. The total 

power output for the OCT farm from the model and LES was 10.57 and 10.13 kW 

respectively. The relative power of each turbine in the array is shown in figure 2.17 (b), 

and in good agreement with the corresponding model prediction with an rms error of 6.3 

%. Finally, in fig. 2.18, we plot results from case 11, which had the turbines positioned at 

the same locations as case 10 but with a turbulence intensity of 0.05. Once again, the results 

for the relative power 𝑃/𝑃1 computed using velocities from the model eq. (2.1.24) are 

compared with the LES results, and show agreement with an rms error of 3.9 %. 
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Figure 17: (a) Contours of time-averaged streamwise velocity, and (b) averaged relative power for each 

turbine from case 10 with turbulence intensity of 0.2 (model comparison with LES).
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Figure 2.17: (a) Contours of time-averaged streamwise velocity, and (b) averaged relative 

power for each turbine from case 10 with turbulence intensity of 0.2 (model 

comparison with LES). 
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Figure 18: Averaged relative power for each turbine from case 11 with turbulence intensity of 0.05 

(model comparison with LES).
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Figure 2.18: Averaged relative power for each turbine from case 11 with turbulence 

intensity of 0.05 (model comparison with LES). 

 

2.4.3. OCT array:  

Finally, we present LES results and model validation for a 4 x 4 square array of OCTs as 

distributed in figure 2.19 (a). The turbines were arrayed at a spacing of 6𝐷𝑡 in the 𝑥- and 

𝑦- directions, and operate in an upstream turbulent inflow environment with 𝐼𝑡,0 = 0.2. The 
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simulations were performed with the same effective resolution (zones/𝐷𝑡) as the single-

turbine simulations in § 2.3. Contours of the time-averaged streamwise velocity field are 

shown in fig. 2.19 (a), superposed on the turbine locations, where the turbines in the 

downstream rows exhibit shortened wake regions consistent with the higher turbulence 

environments in which they operate. The UWFLO model modified with our proposed 

expression for single-turbine wakes (eq. 2.1.24) was computed, with the turbulence 

intensities for the downstream turbines obtained by spatially averaging over a region of 

2𝐷𝑡 before the turbine. In fig. 2.19 (b), we plot the time-averaged relative power (𝑃/𝑃1) 

for all the turbines from the LES and the model calculations. The simulation results and 

model predictions for relative power are in good agreement, with an rms error of 2.7 %.  

Figure 19: (a) Contours of time-averaged streamwise velocity, and (b) averaged relative power for each 

turbine from case 12 with turbulence intensity of 0.2 (model comparison with LES).
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Figure 2.19: (a) Contours of time-averaged streamwise velocity, and (b) averaged relative 

power for each turbine from case 12 with turbulence intensity of 0.2 (model 

comparison with LES). 

 

2.5 Summary  

In this chapter, we have examined the behavior of the turbulent wakes emanating from 

ocean current turbines, both in single- and multi-turbine configurations. We focus on 

understanding the effect of ambient turbulence intensity on the development of the wake, 

and on the interaction between multiple OCT wakes. The study is relevant for informing 
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proposed deployment strategies of OCTs [2] that will involve ‘flying’ tethered devices 

moored to the ocean floor. Optimization strategies [5] will require the turbines be 

repositioned dynamically using tether payouts in response to the meandering of western 

boundary currents like the GS, leading to time-varying levels of ambient turbulence. As 

OCT locations are continuously modified to satisfy array optimization strategies [5], their 

exposure to turbulence levels will also vary significantly. Thus, in contrast to wind 

turbines, wake interaction models that underlie optimization strategies of OCTs must be 

capable of accounting for a wide range of ambient turbulence, ranging from the low 

turbulence levels of the ambient flow to large turbulence intensities when turbines are 

operating in the wake regions of other devices. In the former scenario, when turbulence 

levels are low, the near-wake region of OCTs will extend further due to the limited 

entrainment with the ambient flow. In this limit, as we have shown, several models 

developed for wind turbines that are valid in the limit of vanishing near-wake regions fail 

to produce accurate results.  

To address the above issues, we have proposed a simple model that describes both the near- 

and far-wake regions behind an OCT device. The model assumes the Jensen [37] form in 

the far wake region, while the transition point at which the wake begins to recover is itself 

taken to depend on the turbulence intensity of the flow. While the properties and operating 

conditions of the turbine will certainly play a role in the structure of the near-wake through 

the development and breakdown of tip-vortices, these effects will be considered in 

subsequent articles. We find by comparing with 3D LES at different turbulence intensities, 

that the proposed model accurately describes this complex wake behavior. The simulations 

were driven by a synthetic, inlet turbulent flow field designed to match the spectral 
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characteristics of recent ADCP measurements made in the GS [4]. As the turbulence 

intensity in the upstream flow was increased, wake recovery was enhanced resulting in 

shorter transition distances, a trend that is captured by the proposed simple expression for 

𝑥0. The model is then implemented in the recently proposed UWFLO [16] framework for 

arrays of OCTs, that incorporates the partial momentum shadowing of upstream and 

downstream turbines through a geometric factor. The modified UWFLO model is validated 

using LES data from several configurations including turbine tandems, staggered 

arrangements of OCTs and OCT arrays with a constant pitch.  

We expect the proposed framework can be used to predict total OCT farm power 

production, and suitable for real-time array optimization strategies [5]. The turbulence 

intensity approaching any turbine in the array can be computed from the expression 𝐼𝑡 =

 √𝐼𝑡,0
2 + 𝐼+

2 suggested by [46, 48, 51]. The model framework, while designed with OCT 

operation in mind, can be readily applied to address wake interaction in wind farm arrays. 

In contrast to recently published models, our wake structure model requires only one 

constant to be determined from fitting to empirical data. We have further shown our model 

produces a constant mass flow rate in the far wake, while the average velocity in the near 

wake is obtained from momentum balance with the turbine thrust. Finally, we defer the 

investigation of the wake structures, resulting directly from properties of a specific turbine 

blade design or its operating conditions, to future studies.   
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CHAPTER 3: PERFORMANCE OF 3D ARRAYS OF RECONFIGURABLE OCEAN 

CURRENT TURBINES IN NON-UNIFORM FLOW FIELDS 

 

Although OCTs and wind turbines operate in a non-uniform inlet flow, the vast majority 

of studies have assumed the inlet velocity to the turbines to be uniform. In the case of 

OCTs, the non-uniformity in the upstream flow may stem either from background shear or 

from the wakes of upstream turbines. Typically, the background shear is a rather weak 

effect, while the latter creates strong, local regions of shear velocities. In this chapter, we 

develop a reduced-order wake interaction model to describe the performance of an array 

of OCTs operating in a spatially non-uniform inlet flow field spanning both the weak and 

strong shear regimes, and validate the model with detailed numerical simulations. The 

shear-modified wake interaction model presented here is general, and can be applied to 

both MHK and wind energy applications, and can accommodate different functional forms 

describing the shear profile. However, the special case of linear functions for the shear 

profile are considered in this chapter.  

The proposed model accounts for the effects of the local shear profile of turbine wakes, 

specifically the extents of the near- and far-wake regions. To accomplish this, we have 

extended the non-uniform wake velocity model of Chamorro and Arndt [66] to the case 

with multiple turbines arrayed in an arbitrary arrangement, by integrating it with the 

UWFLO model of Chowdhury et al. [16] described in chapter 3.2.2. The model was 

validated with data from RANS simulations, where the turbulence was modeled using the 

𝑘 − 𝜔 turbulence closure [67], while the turbines were represented as porous disks through 

an Actuator Disk Model (ADM). A parametric variation spanning different non-
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dimensional shear rates and turbine induction factors was also carried out, representing a 

broad range of conditions for model validation 

3.1 Background 

OCTs, which will be deployed in the deep waters of the GS [4], will have to be tethered to 

the ocean floor. The use of tethered systems in deep waters allows the OCTs to adjust their 

vertical positions through the adjustment of tether lengths, and their horizontal 

(longitudinal and lateral) positions via control surfaces [5, 6]. Recent ADCP velocity 

measurements in the GS have demonstrated the presence of mean flow shear of the 

streamwise velocity component in the cross-flow direction [2]. Yet, existing research has 

focused mainly on the modeling and optimization of array designs for towered turbines in 

shallow tidal environments, under uniform inlet flow fields [16]. In these earlier studies, 

the turbines were assumed to operate at similar hub heights, and often only a 2D layout 

was considered. The ability to optimally adjust the vertical, longitudinal, and lateral 

positions of turbines is important for harnessing the GS energy, as the GS has been 

observed to experience substantial spatiotemporal variability (through meandering, for 

example). 

We briefly review earlier efforts at describing the performance of wind turbines operating 

in mean flow shear conditions. Note that since wind turbines operate within the 

atmospheric boundary layer, they are typically exposed to large values of shear-driven 

velocity gradients, which affect their power extraction. In Chamorro and Arndt [66], a 

reduced order model was proposed to predict the power of a single turbine operating in 

streamwise shear flow conditions. The authors of [66] performed a control volume analysis 

of a single turbine, and obtained expressions for the power coefficient in terms of the 



51 
 

induction factor and coefficients that capture the effects of velocity gradients. Draper et al. 

[68] extended the classical ADM for inviscid steady shear flow with uniform local 

resistance, and assumed that the lateral interaction inflow around the disc was small, while 

the resistance across the turbine was uniform. The power coefficients for wind turbines for 

both bounded and unbounded cases and for different shear rates were computed. West and 

Lele [69] investigated the momentum and mean kinetic energy budget for individual and 

wind farm turbines around an actuator disk, and derived analytic expressions for power 

and thrust coefficients that included the effect of non-uniform upstream profiles and 

boundary layer turbulence. Their results showed the Coriolis and Boussinesq coefficients 

recovered faster for wind turbine farms, than for isolated turbines due to the slower 

turbulent mixing rate in the wake and slower velocity deficit recovery observed in the latter 

case.  

Kavari [70] investigated the effect of the shear profile across the wind turbine blades using 

the BEM approach, and compared the power and thrust coefficients across the blades. The 

main findings from that study were that the shear profile had little impact on aerodynamic 

parameters in the near-root region, while radial segments within 20%–80% of the blade 

length were the most affected. Jeong et al. [71] studied the effect of wind shear rate on 

aerodynamic and structural behaviors such as normal and tangential body forces, and 

showed fatigue loads and blade deflections occurred as a result of the sheared and turbulent 

flow conditions. These effects were found be more pronounced at lower wind speeds, 

where they were found to influence the aerodynamic and structural behaviors of the wind 

turbine blades.  



52 
 

The experimental studies of Smith et al. [72] showed that the presence of shear and 

turbulence in the upstream flow affect turbine power production. In the context of wind 

farms, experimental data points showed shear and turbulent effects were dominant during 

nighttime and daytime hours respectively. Vinod et al. [73] studied inflow variations in the 

form of freestream turbulence or non-homogeneity/shear effects, and found corresponding 

variations in power capture and wake characteristics. Comparison of CFD (RANS and 

LES) simulations with field data of a geometry-resolved, full-scale tidal turbine showed 

turbine wake development, propagation, and recovery may be affected by the sheared 

inflow [74]. In this chapter, a low-order model capable of capturing wake interactions in 

the presence of upstream shear has been developed, and validated with corresponding 

numerical simulations of turbine arrays. The modified wake interaction model is an 

extension to non-uniform flows of the UWFLO model of [16], and includes the effects of 

near- and far-wake effects as well as the mean flow shear.  

3.2 Methodology 

3.2.1. Wake Model for Non-uniform Inlet Velocity [66] 

Our starting point for model development is the shear model of Chamorro and Arndt [66], 

which predicts the power of a single turbine in a non-uniform inlet velocity field, and was 

originally developed for wind turbines operating in the atmospheric boundary layer. A 

detailed description of the model is reproduced from [66] in the Appendix A.1, while we 

briefly review key features in this section. As discussed in chapter 2, uppercase variables 

indicate the results of a time averaging process, while an additional overbar will be used to 

represent spatial averaging, across the turbine span. Subscripts indicate the locations in 

Figure 3.1, where the spatial averaging is performed. 
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The Bernoulli equation is written between planes ‘0’ and ‘𝑡−’, and between ‘𝑡−’ and ‘𝑥’ in 

Figure 3.1, where ‘𝑡’ indicates the turbine plane, and a linear momentum analysis is 

performed independently for each control volume. A generic function for the non-uniform 

inlet velocity U0(y) = Uinlet(y) is assumed at the entrance plane (0), while the corresponding 

area average is indicated with the overbar: 𝑈0̅̅ ̅ =
1

𝐴𝑡
∫ 𝑈0𝑑𝐴
𝐴𝑡

0
. Corresponding averages 

representing the kinetic energy and the momentum fluxes cannot be similarly written with 

a simple area average, and require the introduction of correction factors Ξ and Ψ: Here, 

Ξ =
1

𝑈̅3𝐴𝑡
∫ 𝑈3𝑑𝐴
𝐴𝑡

0
 is the Coriolis coefficient, and Ψ =

1

𝑈̅2𝐴𝑡
∫ 𝑈2𝑑𝐴
𝐴𝑡

0
 is the Boussinesq 

coefficient, so that Ξ
𝑈̅2

2
 and 𝑚̇Ψ𝑈̅ represent the average kinetic energy per unit mass, and 

momentum flux respectively. 

From [66] and the summary presented in Appendix A.1, the wake velocity and power 

associated with a single turbine embedded in a non-uniform streamwise velocity profile 

respectively is given by  

𝑈̅𝑥 = 𝑈̅0 (
2Ψ

Ξ
(1 − 𝑎) − 1) , (3.2.1) 

𝑃 =
1

2
𝜌𝐴𝑡−  𝑈̅0

34Ψ(1 − 𝑎)2 (1 +
Ψ

Ξ
(𝑎 − 1)) , (3.2.2) 

while the corresponding power coefficient is given by 

𝐶𝑃 = 4Ψ(1 − 𝑎)2 (1 +
Ψ

Ξ
(𝑎 − 1)) . (3.2.3) 

For uniform flow for a single turbine (Ξ = Ψ = 1), the standard result for power coefficient 

is recovered as 

𝐶𝑃 = 4a(1 − 𝑎)2 (3.2.4) 
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Applying the Betz criteria (
𝑑𝐶𝑃

𝑑𝑎
= 0) [75], the maximum power coefficient for a single 

turbine under uniform flow is obtained from eq. (3.2.4) as 𝐶𝑃,𝑚𝑎𝑥 =  0.59 and occurs at 

𝑎 =  1/3. In the presence of shear, a similar analysis can be performed [66] for Eq. (3.2.3) 

leading to  

𝑑𝐶𝑃
𝑑𝑎

= −4Ψ(1 − 𝑎) (3
Ψ

Ξ
(𝑎 − 1) + 2) = 0, (3.2.5) 

with a maximum power coefficient of a single turbine of 0.59 ×
Ξ2

Ψ
 occurring at 𝑎 = 1 −

2Ξ

3Ψ
. For the weak shear conditions of the ocean, the power coefficient would be increased 

beyond the Betz limit by ~ 1 − 2%, while for Ξ = Ψ = 1 we recover the results from 

uniform upstream flow. 

turbine

y

x
z

 −  − +  

  =   +   
 

Figure 3.1: Representative section of a single turbine, operating in a non-uniform inlet 

velocity. 

 

3.2.2. Implementation in the UWFLO Model 

In this section, we extend the UWFLO model proposed in [16] to incorporate the shear 

effects on the total array flow field and power performance. The model given by Eq. (3.2.3) 

is valid for a single turbine operating in weak shear conditions, which are characterized by 

nearly constant values of (Ξ, Ψ) → 1 (although our results show this assumption describes 

the strong shear limit with reasonable accuracy). We have extended the implementation of 

this model to the case of multiple turbines by combining it with the UWFLO model 
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developed by [16]. The UWFLO model computes the total power output of a farm by 

accounting for the momentum “shadowing” effect of upstream turbines on downstream 

devices. This is accomplished through an area overlap factor, which is used to weight the 

cumulative momentum removal effect of multiple overlapping wakes. If the assumption of 

Ξ1 ~ Ξ4 ~ Ξ, and Ψ1 ~ Ψ4 ~ Ψ is made, the shadowing effect is not directly affected by the 

non-uniform velocity profiles, since the coefficients appear as weights in the momentum 

terms for each individual participating wake, and hence cancel out. Instead, Eq. (3.2.2) is 

used to compute the power of each turbine in the farm, but the incident velocity 𝑈̅1 (or in 

the general case, 𝑈𝑗) is taken as the wake-interfered velocity from all the upstream turbines, 

computed according to the method outlined in the original UWFLO model. Finally, we 

note that in extending the UWFLO model to include the effects of shear described by Eq. 

(2.1.16), 𝑈̅𝑗 has to be calculated locally for each turbine ‘j’ as the 𝑦-average (across the 

turbine span) over the spatially varying shear profile. The solution for the streamwise 

velocities in the near- and far-wake regions is then given by Eq. (2.1.24). 

In summary, there are three primary steps that must be carried out to implement the 

UWFLO model for non-uniform inlet flows: (1) include the near-wake region obtained by 

Eq. (2.1.24) in the description of the evolution of the mean streamwise velocity; (2) 

consider the mean local streamwise velocity profile approaching each turbine by spatially 

averaging in the 𝑦-direction, and across the turbine span; and (3) incorporate the effects of 

non-uniformities in the streamwise velocity profiles approaching each turbine by using the 

local values for Ξ and Ψ based on the upstream velocities for each turbine, in the expression 

for the power coefficient. 

3.3 Numerical Simulation Details 
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The simulations reported in this chapter were performed using the STAR-CCM software, 

and employed the RANS methodology. The incompressible, 3D Navier-Stokes equations 

were solved using a finite-volume discretization and given by 

∂u̅𝑖
∂x𝑖

= 0 (3.3.1) 

𝜌𝑢̅𝑗
𝜕𝑢𝑖̅
𝜕𝑥𝑗

= 𝜌𝑓𝑖̅ +
𝜕

𝜕𝑥𝑗
[−𝑝̅𝛿𝑖𝑗 + 𝜇 (

𝜕𝑢𝑖̅
𝜕𝑥𝑗

+
𝜕𝑢𝑗̅

𝜕𝑥𝑖
) − 𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ] . (3.3.2) 

The unclosed Reynold stresses that appear in eq. (3.3.2) were solved using an SST 𝑘 − 𝜔 

[67] turbulence closure model, in which separate transport equations for turbulent kinetic 

energy (k), and specific dissipation rate (𝜔) are evolved. The computation of the turbulent 

viscosity is modified to improve the turbulent shear stress term in the near-wall and far-

field regions. A pressure outlet boundary condition was applied to the domain exit 

boundary, while an inlet velocity condition was enforced at the domain inlet, capable of 

accommodating different shear profiles. A prism layer mesh near the surface of the turbine 

was chosen to satisfy ∆~2𝑦+, where 𝑦+ ≡ √
𝑦𝑢∗

𝑣
, and 𝑢∗ = √

𝜏𝑦=0

𝜌
 is the friction velocity 

and 𝜏𝑦=0 is the wall shear stress. A detailed grid convergence study was performed at 

several mesh sizes to determine the size of the converged mesh for use in the production 

simulations. The complete list of RANS simulations reported in this study is given in Table 

3.1. 
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Table 3.1: Summary of RANS simulations of single-turbine and array configurations. 

Case 

number 

Configuration Shear 

profile  

 Non-dimensional 

shear rate 

1 Single turbine Linear   0.01 

2 Single turbine Linear   1.0 

3 Two turbine 

tandem 

Linear   0.01 

4 OCT array 

(scattered) 

Linear   0.01 

5 OCT array 

(scattered) 

Linear   0.01 

6 OCT array 

(scattered) 

Logarithmic  _ 

 

3.4 Single Turbine Operating in Non-uniform Flow 

A non-uniform velocity profile was defined at the inlet boundary using the function 

𝑈(𝑦) = 𝑈0 + 𝑦, where U0 is the velocity at the turbine hub-height y = 0, and the parameter 

𝛾 =
𝑑𝑈

𝑑𝑦
 is the shear rate in s−1. The value of 𝛾 = 0.001 s−1 was chosen so that the non-

dimensional parameter 
𝐷𝑡

𝑈0
= 0.01 in our simulations matched the corresponding weak 

shear conditions for a typical turbine deployed in the ocean [2]. The purpose of the 

simulations presented in this section is to validate the single-turbine shear model of [66], 

which can then be used to interpret the array results.  

Before presenting the simulation results, we briefly describe the methodology used to 

compute local spatial averages of the mean, streamwise velocity approaching each turbine, 

and corresponding local values of the Coriolis and Boussinesq coefficients for evaluating 

the model. The turbine area is divided into approximately rectangular strips (figure 3.2), 
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while the mean, streamwise velocity is averaged over each rectangular window to give the 

non-uniform velocity approaching each turbine 𝑈(𝑦)̅̅ ̅̅ ̅̅ ̅. Corresponding Coriolis and 

Boussinesq coefficients can be computed directly from integrating 𝑈(𝑦)̅̅ ̅̅ ̅̅ ̅ according to 

definition presented in § 3.2.1. To compute the total power generated by each turbine in a 

non-uniform flow, we first compute the power extracted from flow passing through each 

of the ‘n’ rectangular area elements in figure 3.2. The power extracted from flow through 

each rectangular strip ‘𝑙’ is given by                 

𝑃𝑙 = ∆𝑝𝑙𝑈𝑙𝐴𝑙, (3.3.3) 

where ∆𝑝𝑙 is change of pressure across the area element ‘l’, and 𝑈𝑙 is the streamwise 

velocity at that area element. The total power of the turbine is obtained from the 

summation: 

𝑃 =∑ 𝑃𝑙
𝑛

𝑙=1
. (3.3.4) 

 

y

z
x

 
Figure 3.2: Discretization of turbine span into ‘n’ area elements for computing local 

averages of the mean streamwise velocity approaching a turbine.   

 

Figure 3.3 is a plot of the power coefficient for a single turbine at different induction factors 

computed using the approach described above, and shows good agreement between the 
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model [Eq. (3.2.3)] and the RANS simulations. In Fig. 3.3, we also plot the 𝐶𝑝 curve for 

the uniform inflow velocity case, given by Eq. 3.2.4. For this weak shear case (
𝐷

𝑈0
= 0.01), 

both Eqs. (3.2.3) and (3.2.4) for the non-uniform and uniform velocity results, are in good 

agreement with the RANS data. Similarly, Fig. 3.4 is a plot of (Case 1) the local power 

coefficient across the turbine for uniform velocity, and weak shear at an induction factor 

of 0.4. The weak shear has little impact on local power coefficient near the root region, 

while reaching maximum values near the hub height. 
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Figure 3.3: Plot of the power coefficient against the induction factor, for a single turbine 

operating in a weak shear environment (
𝐷

𝑈0
= 0.01). Comparison of RANS 

simulations with the model from [66]. 
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Figure 3.4: Variation of local power coefficient across the turbine for uniform velocity, 

and weak shear for Case 1. 

 

3.4.1. Variation of Shear Rate and Extension to Strong Shear 

RANS simulations in which the non-dimensional shear rate was varied to give 
𝐷

𝑈0
 = 0.01, 

0.05, 0.1, 0.5, and 1.0 were performed using STAR-CCM, and the results are compared 

with the non-uniform velocity model [66] described in § 3.2.1. We note that the 
𝐷

𝑈0
→ 1 

limit represents strong shear typically observed in wind farms where the turbines operate 

in the strong vertical gradients of velocity found within the atmospheric boundary layer. 

Such strong shear conditions can also exist locally in OCT arrays, where a downstream 

turbine is operating in the wake of an upstream device.  

The streamwise velocity contours from the simulations with strong shear (Case 2) across a 

single turbine is shown in Fig. 3.5, and shows significant asymmetry in the wake structure. 

Figure 3.6 is a plot of Cp against the non-dimensional shear rate for a single turbine 

operating at an induction factor of 0.4. In this case, for the uniform velocity, Betz law 

predicts 𝐶𝑝,𝐵𝑒𝑡𝑧 = 0.59, and by increasing the shear rate both CFD and model both report 
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𝐶𝑝 > 𝐶𝑝,𝐵𝑒𝑡𝑧 according to eqs. (3.2.3) and (3.2.5) and the accompanying analysis. For 

example, for 𝑎 =  0.4 and under the strong shear conditions (
𝐷𝑡

𝑈0
=  1), the mean flow 

velocity profiles correspond to Ξ = 1.206 and Ψ = 1.069. Then, using eq. (3.2.3) gives 

for 𝐶𝑝 = 0.72 in agreement with Figure 3.6, and greater than 𝐶𝑝,𝐵𝑒𝑡𝑧. 

Figure 6. Contours of streamwise velocity using STAR-CCM 
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Figure 3.5: Contours of streamwise velocity from RANS simulation for  
𝐷

𝑈0
= 1 (Case 

2). 
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Figure 3.6: Variation of power coefficient with non-dimensional shear rate (a = 0.4) – 

comparison of RANS data with models for non-uniform and uniform velocities. 
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3.5 OCT Arrays Results 

The OCT array modeling framework for shear inlet flow presented in § 3.2 is validated 

here against RANS data over different configurations and shear rates and profiles. 

3.5.1. Two Turbine Configuration 

The purpose of the simulation presented in this section is to isolate the wake interaction 

between a tandem pair of an upstream and downstream turbine aligned with the flow with 

a separation distance of 
𝑥12

𝐷𝑡
 = 10, as shown in Fig. 3.7 (Case 3). Contours of the streamwise 

velocity (𝑈) are presented in Fig. 3.7, and show significant wake recovery as the flow 

approaches the downstream turbine. The simulations were performed with a non-

dimensional shear rate of 
𝐷

𝑈0
 = 0.01, representing the weak shear limit. In this 

configuration, the local velocities averaged over the turbine span for both the upstream and 

downstream turbines are the same, since the turbines are aligned to the flow direction and 

at a separation distance where the flow has fully recovered. As a result, the modified 

UWFLO model is not used in the comparison with RANS data – instead, the shear flow 

model given in eq. (3.2.3) is used directly without accounting for upstream turbine 

overshadowing effects. Results from the RANS simulation are compared with streamwise 

velocity (𝑈) scaled by the upstream velocity (𝑈0) computed by the model eq. (3.2.3), and 

show good agreement in Figure 3.8. In Figure 3.9, we compare the relative power extracted 

by each turbine in the tandem configuration computed using model eq. (3.2.3) and the 

corresponding RANS data. The relative powers from the shear model is in good agreement 

with the simulation results.  
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Figure 3.7: Contours of streamwise velocity associated with shear flow past two turbines 

in tandem (Case 3). 
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Figure 3.8: Comparison of 
𝑈

𝑈0
 vs. 

𝑥

𝐷𝑡
 from RANS data and the model of [66] for shear flow 

past a turbine tandem (Case 3). 
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Figure 3.9: Relative power for each turbine in a tandem configuration of turbines in shear 

flow (Case 3) – RANS comparison with model eq. (3.2.3).  

 

3.5.2 Multiple Turbine Arrays 

In this section, the proposed analytic model for array power as a function of different shear 

profiles has been validated using RANS for different layouts and conditions. In Case 4, 

turbines were arrayed as shown in Fig. 3.10 (a), with the downstream turbines likely to 

experience significant wake-shadowing and near-wake effects, while exposed to a non-

dimensional weak shear rate 
𝐷

𝑈0
 = 0.01. The power output from each turbine in the 

simulation was computed using the modified UWFLO model (§ 3.2.2.), and compared with 

the model in Fig. 3.10(b). For each turbine, the local upstream velocity, along with the 

coefficients Ξ and Ψ were computed in a region 2𝐷𝑡 upstream of that device, and used in 

the model equations. For all turbines included in the simulation, the model prediction for 

power output is in good agreement with the simulation results to within an rms error of 

4.8%. 
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case1 with linear shear profile (modified implementation model with RANS)
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Figure 3.10: Contours of (a) streamwise velocity and (b) power for each turbine for Case 

4, with a linear shear profile, showing comparison between modified UWFLO 

model and RANS data. 

 

In Figure 3.11, results from the RANS simulations are compared with turbine power 

computed from the wake velocity predicted by UWFLO model with uniform inlet velocity. 

Results from the RANS simulations of the array configuration shown in Figure 3.12 (a) 

correspond to a linear inlet velocity profile with a non-dimensional shear rate 
𝐷

𝑈0
=  0.01 

(Case 5). In figure 3.13, streamwise velocity contours from RANS calculations of the same 

configuration, but with a logarithmic inlet velocity profile (Case 6) are shown. The 

logarithmic profile for Case 6 was taken to be 𝑈(𝑦) = 𝑈0 +
𝑢∗

𝑘
ln(

𝑦

𝐷𝑡

𝑦0
), with 𝑈0 = 1 

𝑚

𝑠
, 
𝑢∗

𝑘
=

0.1 
𝑚

𝑠
, and 𝑦0= 0.00045 to match the Coriolis and Boussinesq coefficients of the 

corresponding linear shear profile (Case 5). The modified UWFLO model with shear 

effects was once again computed with the local values of velocity, Ξ and Ψ obtained by 

spatially averaging over a window of dimension 2𝐷𝑡 ahead of the turbine. In Figure 3.12(b) 

and Figure 3.13(b), we plot the power for all the turbines in the array from the RANS and 

the model calculations. The simulation results and model predictions for turbine power are 

in good agreement, with an rms error of 7.3% and 2.8%, for the linear and logarithmic 
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shear profiles respectively. As shown in Figures 3.12 (b) and 3.13 (b), the functional form 

of the shear profile affects average power generation. Both the model and simulation results 

show differences in generated power between the linear and logarithmic shear profiles.  

(2)

(1)

(3)

(4)

(5)

(6)

(7)

 

  

 

  

0  2  4  6  8  10  12  14  16  18  20  22  24  26  28  30  32  34  36

10    

8    

6    

4    

2 

0

  (   )

x

y

0.00

0.00 0.30 0.60 0.90 1.20 1.50 1.80

z

(a) (b)

0.00

1.00

2.00

3.00

4.00

5.00

6.00

7.00

1 2 3 4 5 6 7

UWFLO
RANS

P/P
1

Turbine ID

P

(kW)

Figure 3.11: Contours of (a) streamwise velocity and (b) power for each turbine for 

uniform velocity. 
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Figure 3.12: Contours of (a) streamwise velocity and (b) power for each turbine from the 

modified shear model and RANS: Results from Case 5 with linear shear profile. 

 

0

5

10

15

20

1 2 3 4 5 6 7

Model

CFD

Power 

Turbine ID

RANS

P

(kW)

0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 4

UWFLO (shear)
RANS

P/P
1

Turbine ID

(2)

(1)

(3)

(4)

(5)

(6)

(7)

 

  

 

  

0  2  4  6  8  10  12  14  16  18  20  22  24  26  28  30  32  34  36

10    

8    

6    

4    

2 

0

0.00

0.00 0.39 0.79 1.18 1.57 1.97 2.36

  (   )

RANS

x
z

y

(a) (b)

 
Figure 3.13: Contours of (a) streamwise velocity and (b) power for each turbine from the 

modified shear model and RANS: Results from case 6 with logarithmic shear 

profile. 

 

3.6 Conclusion 

In this chapter, we have investigated the behavior of single turbines and OCT arrays, when 

operating in an inlet shear flow. We have extended a recently developed low order model 

for a single-turbine in shear flow [66], to account for wake interactions occurring in an 

array of turbines, using the UWFLO [16] framework. The development of a low-order 

wake interaction model for non-uniform shear flow described here is expected to impact 
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the deployment and operational strategies of planned OCT arrays. The model was validated 

by comparing with RANS simulations of isolated turbines, and OCT arrays, and across a 

wide range of shear rates and shear profiles. Thus, the OCT array modeling framework is 

capable of handling both the weak and strong shear limits, as well as different functional 

forms for the shear profile.  

The modified UWFLO model was also compared with RANS simulations of different OCT 

configurations including tandem and staggered configurations. Such models maybe used 

in accurate economic forecasting of the performance of planned OCT arrays, by modeling 

the effects of realistic flow conditions. Such improved predictive capabilities are essential 

to industry stakeholders in planning OCT array design and deployment, and will help spur 

investment in the blue economy. While the model has been applied in this work to OCT 

performance, the behavior of wind turbine arrays when operating in the shear flow 

conditions of the atmospheric boundary layer can also be described through the ability to 

account for different functional forms of the shear profile.  
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CHAPTER 4: CHARACTERIZING THE INTERACTION OF OCT ARRAY WAKE 

TURBULENCE WITH THE BACKGROUND OCEAN STRATIFICATION  

 

This chapter is aimed at addressing the effect of spatially localized turbulence generated 

by an extensive array of OCTs on the background flow. Results from detailed LES 

calculations are reported, while the simulations were based on an idealized representation 

of the oceanic density stratification through the definition of a new unit problem. The 

primary objectives of this study are to understand the transport of wake turbulence from 

OCT arrays, and its effects on the background stratification.  

4.1 Background 

The GS plays a critical role in mediating the transport of essential nutrients from the 

nutrient-dense deep ocean layer to the surface layers inhabited by Sargassum and 

phytoplankton [76]. Turbulence generated by arrays of OCTs can impact the transport of 

such nutrients, and influence the overall nutrient budget in adverse ways. By characterizing 

the turbulent transport through the background stratification, our results can be used in 

estimating the environmental impact of planned OCT arrays.  

These results will also positively impact the skill of ocean general circulation models 

(OGCMs) currently used in several modeling codes in two ways: (i) Code frameworks such 

as ROMS [77] or HYCOM [26] employ the widely-used K-profile parametrization (KPP) 

approach to describe downgradient transport of turbulence in the different ocean layers, 

and to close the turbulence equations. The turbulent viscosity is thus taken to be a function 

of Ri, although the precise functional form is uncertain [27]. Results from our simulations 

at different Ri and at scales currently inaccessible to OGCM codes could thus be used to 

clarify this dependence and improve the accuracy of such codes. (ii) Similarly, the KPP 
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turbulence closures will need to be improved in response to the introduction of arrays of 

turbines. Currently, OGCMs are typically limited to a maximum spatial resolution of ~1 

km, which is insufficient to capture the effects of the OCT arrays, which are likely to span 

a few hundred meters. We expect results from our simulations will be used to refine the 

KPP models to account for the generation (through subgrid production terms) and transport 

of the wake turbulence. 

To address the above questions, we first performed a baseline simulation with no 

background stratification to establish a decay power law for turbulent intensity in the 

absence of any stratification. Building on the baseline case, simulations in which the 

gradient Richardson number was systematically varied were performed, and the 

corresponding growth/decay rate of the turbulent kinetic energy (dk/dt) was measured. A 

new unit problem was defined which ensured the Richardson number remained constant 

throughout the vertical extent of the computational domain, and did not introduce an 

additional length scale that could interact with the turbulence.  

From our simulations with Ri > 0.25, we found the turbulent kinetic energy at the centerline 

decayed in the LES simulations. When Ri < 0.25, the LES simulations showed that 

perturbations grew, since they were amplified by shear to a greater extent than suppressed 

by buoyancy. This turbulence growth is divided in to two phases: an initial unstable phase, 

and a late-stage, stable phase that occurs as the turbulent mixing increased the local 

Richardson number past 1/4. Simple power law expressions for the evolution of the 

turbulent kinetic energy, and the corresponding spatial footprint of the turbulence as a 

function of the Richardson number was developed. To demonstrate the applicability of 

such power law expressions in determining the footprint of turbulence in the actual GS 
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environment, we applied the models to estimate the turbulence decay lengthscale at 

different Ri based on data from GS observations. Effect of OCT wake turbulence on the background ocean stratification

3 Image from at: Kawasaki, http://global.kawasaki.com/.
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that generated by an 

extensive array of 

Ocean Current 
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the gulf stream 

resource?

Tethered OCTs proposed for gulf stream 

energy harvesting [3]
 

Figure 4.1: Schematic showing different ocean layers in design and planning of OCTs. 

 

4.2 A New Unit Problem for Studying Stability of Stratified Flows 

In an effort to improve on earlier studies of the stability of background stratification to 

turbulent perturbation, we have formulated a new unit problem where the Ri number is 

uniformly constant throughout the vertical extent of the simulation domain. In earlier 

studies, the Ri number itself could vary along the direction of gravity, thus introducing an 

artificial length scale that may interact with the turbulent length scales. In addition, such 

profiles can lead to a discrepancy between the gradient and bulk Ri numbers, further 

complicating the analysis. To remedy this, the following approach is taken. An average 

velocity is defined using 

𝑈(𝑦) = 𝑉𝑡𝑎𝑛ℎ(
𝑦

𝐻
) (4.2.1) 

The density profile required for a corresponding uniform Ri number can be determined 

from 
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𝑅𝑖 = −
𝑔

𝜌(𝑦)

𝑑𝜌(𝑦)
𝑑𝑦⁄

(
𝑑𝑈(𝑦)
𝑑𝑦

)
2

(4.2.2) 

and integrating 

∫
𝑑𝜌

𝜌

𝜌(𝑦)

𝜌0

= −
𝑅𝑖

𝑔
∫

𝑑𝑈(𝑦)

𝑑𝑦

2

𝑑𝑦
𝑦

−𝑦𝑙𝑖𝑚𝑖𝑡

(4.2.3) 

to give for Ri(y), 

𝜌(𝑦) = 𝜌0𝑒𝑥𝑝 {−
𝑅𝑖

𝑔
(2 + cosh (

2𝑦

𝐻
)) 𝑠𝑒𝑐ℎ2 (

𝑦

𝐻
) 𝑡𝑎𝑛ℎ (

𝑦

𝐻
)}

−𝑦𝑙𝑖𝑚𝑖𝑡

𝑦

(4.2.4) 

In eqs. (4.2.1) – (4.2.4), 𝐻 represents a lengthscale associated with the stratification, while 

𝜌0 and 𝑢0 are reference values of density and velocity at the lower boundary of the 

simulation domain 𝑦𝑙𝑖𝑚𝑖𝑡. The above equation represents a new unit problem, where the 

stability of linear, nonlinear, and turbulent perturbations may be investigated. The 

stratification profiles from this problem formulation are shown in Fig. 4.2, and show a Ri 

number that remains constant through the mixing layer. In our simulations investigating 

the parametric dependence on turbulent transport on the Richardson number, the idealized 

stratification profile developed here has been used. Power laws for turbulent transport 

deduced from such simulations were then applied to measured velocity and density 

stratification profiles from the GS current [4].  
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A new unit problem to investigate turbulence in stratified flows
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Figure 4.2: Background stratification profiles of (a) density, (b) averaged velocity, and 

(c) Ri number associated with the proposed unit problem. 

 

4.3 Numerical Simulation Details 

The above density and velocity profiles were used as background stratification profiles in 

LES performed using the STAR-CCM software. The 3D simulations were performed in a 

rectangular domain of dimensions (8H×8H×8H) (Fig. 4.3(a)), with mesh resolution 

ranging from 8 × 106 - 3.2 × 107 (Fig. 4.3(b)). The turbulent statistics from the simulations 

were averaged over a period covering 100 eddy turnover times, associated with the 

timescale 
𝐻

𝑈0
. Two types of velocity perturbations were superposed on the background flow: 

(i) a synthetic turbulence field satisfying measured ocean turbulence properties (spectra, 

anisotropy, and frequency ranges) generated using the approach given in [56]. The 

simulations were performed with periodic boundary conditions in the cross-stream (y-) 

directions, outflow conditions in the streamwise (x-) direction, while the top and bottom 

boundaries were treated as free-slip surfaces. The simulation domain along with boundary 

conditions are shown in fig.4.3(a), where the mean velocity and density profiles have been 

superposed.  
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(a) (b)

 
Figure 4.3: Simulation (a) domain and boundary conditions, and (b) mesh distribution. 

 

We used the approach detailed in Appendix A.2, and adopted and modified from [56] in 

generating a detailed spatiotemporal flowfield representing the background ocean 

turbulence, which was then fed into the inlet boundary in our simulations. The properties 

of the turbulent flow field were defined to match the properties of GS observations of ocean 

turbulence [4], including the ambient turbulence intensity (𝐼𝑡), minimum and maximum 

frequencies (fmin, fmax), the degree of anisotropy between velocity components, and mean 

flow speed 𝑈̅. The following values for these parameters were assumed: 𝑈̅ = 1 m/s, 𝐼𝑡 = 

10% (comparable with the values reported in the GS), 𝑓𝑚𝑖𝑛 =  0.01 Hz, and 𝑓𝑚𝑎𝑥 =

 10 Hz. 

Mean shear and density profiles were defined as functions of the y-coordinate using the 

expressions developed in § 4.2.2, while the turbulent region was confined to the middle 

section (𝑦 ≤ |𝐻|). The ocean density gradient was specified through a temperature gradient 

in the simulations, using a typical seawater equation of state, and as a polynomial in 

temperatures. Turbulent perturbations representing broadband flow were generated using 

the methodology described in the appendix A.2, and imposed on the background 
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stratification. Several cases were studied to investigate the evolution of the turbulent 

perturbations, while the complete list of LES simulations is given in Table 4.1.  

Table 4.1: Summary of LES simulations of turbulence propagation through the ocean 

stratification. 

Case number Configuration Ri 

1 No stratification — 

2 Stable stratification Ri > 0.25 

3 Unstable stratification Ri < 0.25 

4 GS observation 0 < Ri < 1000 

 

4.4 Results 

4.4.1. Simulations with zero stratification 

 These simulations were performed to establish a baseline, and to develop a power law for 

the decay of turbulence intensity in the absence of any stratification. The simulations also 

serve to quantify the extent of physical and numerical dissipation associated with the LES 

sub-grid model. In Fig. 4.4, the decay of centerline kinetic energy is plotted against time 

non-dimensionalized (
𝑡

𝑙/𝑢
), where t (s) is the real-time, l (m) is the length scale of 

turbulence, and u (m/s) is the turbulent velocity of simulations, by a turbulent eddy turnover 

time as defined by the initial conditions. The turbulent kinetic energy was computed from 

the averaging over a time series spanning 100𝜏. We fit a generic decay power law to this 

data to characterize the ‘footprint’ of turbulence in a zero-stratification layer, by fitting the 

simulation data to 

𝑘𝑒(𝜏)

𝑘𝑒(0)
= 𝐵(𝜏 − 𝜏0)

𝑛 (4.4.1) 
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where 𝜏0 represents a virtual origin effect that might depend on the initial conditions 

associated with the turbulent state at 𝜏 = 0 (not explored here), and n is the power law 

exponent. We find from simulation data, B= 32, n = 1.6, and 𝜏0 = –5.5 consistent with 

expected behavior for decaying turbulence [78]. Based on this power law, the extent of a 

turbulent footprint in an unstratified flow can be estimated as the distance over which the 

initial turbulent kinetic energy will decay to 1% of its original amplitude (𝑘𝑒(0)). Applying 

the criterion based on eq. (4.4.1) to the results from this simulation, the turbulent footprint 

in the absence of stratification was estimated as ~149𝑙, where 𝑙 is an initial turbulent length 

scale characteristic of the initial conditions. In practice, 𝑙 could range from the diameter of 

a single turbine (~ 50 m) to the wake length scale for an array of turbines (~500–1000 m). 
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Figure 4.4: Evolution of centerline turbulent kinetic energy for baseline simulation (Case 

1) with no shear or stratification. 

 

4.4.2. Stratified Flow (Ri > 0.25) 
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 For Ri > 0.25, we find the turbulent kinetic energy at the centerline decayed in the LES 

simulations, as shown in Fig. 4.5 (Ri = 1) and Fig. 4.6 (Ri = 2). Fitting the data to the above 

power law, we found B = 9.1, n = –2.2 and 𝜏0 = –0.7 for Ri = 1. When the simulations were 

repeated for Ri = 2 a similar qualitative behavior was observed, while the decay coefficients 

were determined to be B = 7.1, n = –2.01 and 𝜏0 = –0.6. These coefficients were found to 

depend weakly on the Ri, and this dependence was included in our model as a fitting 

coefficient. Based on this power law, a turbulent footprint can be estimated as the distance 

over which the initial turbulent kinetic energy will decay to 1% of its original amplitude. 

For this case, the footprint was estimated as ~21𝑙, consistent with a faster decay for the 

stratified case.  
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Figure 4.5: Results from stably stratified simulation (Ri = 1) (Case 2) showing decay of 

centerline kinetic energy from LES and model fit to eq. (4.4.1). 
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Figure 4.6: Results from stably stratified simulation (Ri = 2) (Case 2) showing decay of 

centerline kinetic energy from LES and model fit to eq. (4.4.1). 

 

4.4.3. Stratified Flow (Ri < 0.25) 

When Ri < 0.25, we found from the LES simulations that perturbations grew, as they were 

amplified by shear more than they were suppressed by buoyancy. However, the flow 

dynamics is complex, where the unstable growth lasts only until centerline perturbations 

reach the edge of the mixing layer. This is evident in the evolution of the centerline Ri 

number, shown in Fig. 4.7 (b). Even for an initial Ri < 0.25 configuration, the mixing due 

to turbulence results in a homogenization within the mixing layer gradually increasing the 

Ri number until it reaches a stable value of Ri > 0.25. Thus, even for an initially unstable 

configuration in which the mixing layer depth is finite, the mixing due to shear-driven 

turbulence will homogenize the layer in finite time, resulting in self-stabilization. However, 

for an infinite stratification layer, we expect the mixing layer will continue to remain 
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unstable. In fig. 4.7, we also plot the evolution of the turbulent kinetic energy for the 

marginally stable case (Ri = 0.25), where the kinetic energy exhibits an oscillatory behavior 

likely due to the presence of internal waves.  

0.1

1

10

0 20 40 60 80 100

Ri= 0.05
Ri= 0.1
Ri= 0.15
Ri=0.25

ke()

ke(0)



0

0.05

0.1

0.15

0.2

0.25

0.3

0 20 40 60 80 100

Ri



Shear 

dominated

Buoyancy 

dominated

  

0.1

1

10

0 20 40 60 80 100

Ri= 0.05
Ri= 0.1
Ri= 0.15
Ri=0.25

ke()

ke(0)



(a) (b)

 
Figure 4.7: Evolution of (a) centerline kinetic energy for different Ri < 0.25, and (b) 

evolution of centerline Ri number for simulation with 𝑅𝑖0 = 0.05 (Case 3). 

 

Thus, for an unstable, finite stratification layer, turbulence growth may be divided in to 

two phases as shown in figure 4.7 (a): an initial unstable phase that lasts for 𝜏𝐻, and a final 

stable phase after the turbulent mixing has increased the Ri number past 1/4. During the 

initial unstable phase, shear is dominant and amplifies the turbulent kinetic energy thus 

contributing to the turbulent production terms. However, the increased turbulence also 

mixes fluid packets that previously existed at different layers of stratification, thus 

effectively increasing the Richardson number. Thus, a second phase of kinetic energy 

evolution is observed, which is dominated by buoyancy stratification.  

Based on these findings, an estimate for the footprint of turbulence case be modeled from 

modifying eq. (4.4.1) for any value of initial Richardson number. When Ri > 0.25, eq. 
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(4.4.1) is used as the decay law. Applying the criterion of centerline TKE decaying to 1 % 

of its initial value, eq. (4.4.1) can be rewritten as 

𝜏1% = 𝜏0 + (
0.01

𝐵
)
1/𝑛

, (4.4.2) 

where as before the coefficients were determined from fitting to LES data. Then, applying 

the Taylor hypothesis to eq. (4.4.2), the spatial footprint of turbulence can be written as 

𝑥1%
𝑙

=
𝑉

𝑢′
{𝜏0 + (

0.01

𝐵
)
1/𝑛

} , (4.4.3) 

where 𝜏0, B, and n were taken as functions of the Richardson number, and the functional 

form was obtained from fitting to simulation data. When Ri < 0.25, the initial shear-

dominated phase over a duration of 𝜏𝐻 must be included so that the corresponding equation 

for the decay length is given by 

𝑥1%
𝑙

=
𝑉

𝑢′
{𝜏𝐻 + 𝜏0 + (

0.01

𝐵
)
1/𝑛

} , (4.4.4) 

where 𝜏0, 𝜏𝐻, B, and n were taken to be functions of 𝑅𝑖 and obtained from fitting to the 

simulations. 

4.4.4. Estimating the Footprint of Turbulence from GS Observations 

In this section, we demonstrate how the models developed based on LES data can be 

applied to observational measurements of the ocean stratification, to estimate the potential 

footprint of a single turbine, or an array of OCTs. The observational data were obtained 

from [4], and included mean density and velocity profiles as functions of the vertical 

coordinates.  The data is gathered for 3-year-and-9-month time series of currents, salinity, 

and temperature measurements from a mooring that contains a 150-kHz and 130-kHz at 

depths of 40 and 75 m below the surface. The calculated shear squared and density profiles 
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along the Cape Hatteras Transect and accompanying buoyancy frequencies at each ADCP 

and CTD cast measurements obtained. From the velocity and density data, the local 

Richardson number was computed along with the model coefficients 𝜏0, B, and n which 

are functions of 𝑅𝑖. By applying the models to the observational data, estimates of the 1% 

footprint were obtained as shown in Figs. 4.8 and 4.9. When the local Richardson number 

was larger than 0.25 indicating a stable region, we applied the simple form of the model 

eq. (4.4.3). In contrast, when the local Richardson number was initially below the stability 

threshold of 0.25, the modified equation (4.4.4) accounting for both the shear- and 

buoyancy-dominated phases of the flow was applied.  

(a) (b)

y (m) y (m)

Ri   %
  

Figure 4.8: Estimation of turbulence decay length for measured GS data (station 53, 150 

KHz) (Case 4). 
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Figure 4.9: Estimation of turbulence decay length for measured GS data (station 53, 300 

KHz) (Case 4). 

 

4.5 Conclusion 

In this chapter, we studied the interaction of OCT array wake turbulence with the 

background ocean stratification. A novel stratification profile is developed and employed 

in the LES simulations, to evaluate the effect of localized wake turbulence released into 

the flow. These simulations show the relationship between the threshold value of the 

background Ri and the growth/decay rate of the turbulent kinetic energy. Based on findings 

from the simulations, we have developed a simple set of power law expressions that can 

be used to estimate the turbulent footprint of OCT arrays. For Ri > 0.25, the evolution of 

kinetic energy is given by a power-law Eq. (4.4.1), where the coefficients were obtained 

by fitting to simulation data, and as a function of Ri. 

When Ri < 0.25, the evolution of kinetic energy is more complicated, and the total decay 

time comprises time spent in the initial growth phase and the asymptotic decay phase. The 

growth phase time is obtained that by tracking a fluid parcel as it travels from the centerline 

to the edge of the mixing layer. This is the time taken for the turbulence to mix and 
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homogenize the layer depth. However, this mixing results in the gradient Richardson 

number reaching a stable value at the end of the process. Thus, a second phase is observed 

during which the turbulence decays gradually under the effects of stable stratification. The 

power law expressions developed for the 𝑅𝑖 >  0.25 was modified to account for this two-

stage behavior. The three major findings of this study are summarized below: 

1. A new unit problem for studying stability of stratified flows was developed. The 

problem formulation ensures the Ri number is constant in the direction of gravity. 

Hence, the problem is free of additional length-scales that may arise from the variation 

in the Ri number, and interact with the turbulent length-scales. In addition, the 

formulation ensures the bulk and gradient Ri numbers are the same throughout. 

2. Using LES simulations, the stability of the above stratification to turbulent 

perturbations was investigated. Simple power law expressions were developed to 

describe the evolution of the turbulent footprint from a localized source such as an OCT 

array at different Ri numbers. 

3. The models were applied to actual GS observational data to develop a practical estimate 

of the decay length of OCT array wakes. 
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CHAPTER 5: INTERNAL WAVE GENERATION FROM OCEAN CURRENT 

TURBINE OPERATION CONCLUSIONS 

 

The main goal of this chapter is to address the impact of internal waves generated by OCTs 

or an array of such devices on energy extraction, and on the background ocean mixing and 

transport processes. Using LES simulations, we have investigated for different values of 

the Richardson and Reynolds numbers, the dynamic processes involved in the formation 

of internal waves from submerged OCT systems such as tethered turbines, the properties 

of such waves, and their eventual fate. Our investigation also included the effects of the 

ambient turbulent intensity (𝐼𝑡) [4] on internal waves from OCTs operating in a stratified 

environment. The results show that internal waves are formed when the turbulent wakes 

from submerged objects such as OCTs collapse under the stable density stratification. The 

resulting waves propagate in multiple directions, interacting nonlinearly with the 

background stratification and mean flow, thereby altering the transport of momentum and 

energy fluxes. The results are of significance, since such changes to the transport processes 

occurring in the ocean will affect mixing of nutrients, and sediment resuspension. In 

addition, OCT-generated internal waves will transport significant energy fluxes over large 

distances and produce substantial turbulent mixing when they break. 

 

5.1 Background 

Internal waves from submerged objects have been investigated in the context of naval 

submarine detection [31-33], wind farms [34, 35], atmospheric wakes of mountains [79] 

(‘mountain waves’), and wastewater discharge in the ocean [80]. Much of the theoretical 

work was based on moving point source models developed by Miles [81] and Lighthill [82] 
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capable of predicting the phase line geometry of IGWs. Gilreath and Brandt [31] performed 

early experiments of a sphere towed in a water tank, which revealed the formation of 

deterministic (Lee), transient, and random (turbulence-generated) waves. Bonneton, 

Chomaz and Hopfinger [32] employed laser fluorescence diagnostic techniques to 

determine the transition between the deterministic Lee waves and the random turbulence-

generated waves as occurring around 𝐹𝑟 =
𝑈

𝑁𝑅𝑡
~4 , where 𝑈, 𝑁 and 𝑅𝑡 representing the 

mean flow velocity, buoyancy frequency and the radius of the turbine respectively. 

Abdilghanie and Diamessis [33] performed detailed numerical simulations of a towed 

sphere and found the properties of the wake-induced internal waves to depend on both the 

Reynolds number and the Fr. 

Gravity waves from wind farm operation in the stable atmospheric stratification were 

investigated using numerical simulations by Allaerts and Meyers [33]. The authors of that 

study found the flow blockage presented by the wind farm to the upstream flow, resulted 

in an upward displacement of the atmospheric boundary layer and the excitation of gravity 

waves. The internal waves were then found to radiate upstream, where the associated 

pressure gradients decelerated the mean flow, adversely affecting the energy extraction and 

wind farm efficiency. Keeler et al. [80] used variations in sea surface brightness captured 

by satellite images to connect a sequence of observed internal wave phenomena to 

municipal wastewater discharged into the ocean several kilometers away. The impact of 

the dissipation and mixing due to the eventual wave breaking originating from a point 

source of turbulence was determined to be significant. Collectively, these earlier studies 

suggest the effect of internal wave generation, propagation, and saturation/breaking could 
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be significant, even in the instance when such waves were generated by highly localized 

sources. 

The primary goal of this chapter is to develop a base of understanding of the effect of 

internal gravity waves emanating from OCT wakes on energy extraction and background 

ocean transport. This has been achieved through the following objectives: We use high-

resolution LES numerical simulations to (i) characterize the properties of point source 

waves from OCTs, including their direction of propagation, and dominant frequency; and 

to (ii) understand the interaction of such point source waves with the background flow. 

5.2 Characterization of OCT Internal Waves 

Since the internal waves generated by OCTs originate from the collapse of the highly 

turbulent wakes in a stable stratification, they are expected to be random and hence cannot 

be described by simplified linear analysis. Thus, our strategy is to employ fully nonlinear, 

3D numerical simulations to investigate the properties of the OCT-generated wavefield, 

and use insights from the simulations to identify dominant modes, which may guide 

mitigation strategies. The properties of point source waves from OCT operation were 

investigated using a series of baseline LES simulations.  

Figure 5.1 shows the schematic of the formation of gravity waves as the turbulent wake 

behind OCTs collapses under the influence of background stable stratification. As 

upstream flow passes the turbine, a turbulent wake dominated by tip- and wake vortices is 

generated. In the absence of stratification, the wake turbulence will be dissipated over some 

length scale as shown in Chapter 2. However, when a stable stratification is present, a fluid 

packet displaced from its equilibrium position by a turbulent perturbation, will be returned 

to its original position leading to an oscillatory behavior. The oscillations of the fluid packet 
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will generate and propagate internal waves away from that point. A schematic of this 

process is shown in Figure 5.1. 

 

 

 

 
Figure 5.1: Schematic showing sequence of events leading to random IGW generation 

from OCTs in stable stratification. 

 

5.3 Numerical Simulations 

The simulations were performed using the STAR-CCM software, and using LES in a 

rectangular domain. A simulation domain size of 24𝐷𝑡 × 24𝐷𝑡 × 8𝐷𝑡 was used, with inlet 

(specified velocity) and outflow (zero gradient) boundary conditions specified along the 

streamwise direction. The top and bottom boundaries were treated as free-slip surfaces, 

while the spanwise boundaries were specified to be periodic. To prevent spurious 

reflections of the gravity waves from the boundaries of the computational domain, a 

viscous damping layer was used adjoining all outflow boundaries [83]. The damping layer 

was defined as a region of high viscosity to dissipate outgoing waves, with a thickness of 

2𝐷𝑡. Within the damping layer, the viscous coefficient increases smoothly with distance 

[83, 84]. The turbine in our LES calculations was located at a distance of 8𝐷𝑡 from the top 

surface (as shown in Figure 5.2), to ensure gravity waves, including long-wavelength 

modes, evolve unimpeded by wall effects.  
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The LES simulations used a subgrid viscosity represented using a Smagorinsky [53] model, 

with standard values for the coefficients. The effect of the turbine rotor was captured using 

a BEM  [39]. The variable density corresponding to a desired density stratification required 

for simulating internal wave fields was set up by defining two fluids with different 

densities, so that the field density at any point within the stratified layer can be obtained as 

a linear combination of the fluid mass fractions (𝜌(𝑦) = 𝜌𝐻𝑤𝐻 + 𝜌𝐿𝑤𝐿, where H and L are 

the heavy and light fluids respectively, and 𝑤𝐻 =
𝑦−𝑦𝐻

𝑦𝐿−𝑦𝐻
, and 𝑤𝐿 = 1 − 𝑤𝐻) By adjusting 

the mass fraction of the fluids, the buoyancy frequency associated with the inlet profile 

may also be varied. Simulations with both tanh and piecewise linear profiles for the 

streamwise velocity were used, while the density profile was taken to be piecewise linear. 

The stratification associated with the density and velocity profiles were such that they were 

similar to the observed 𝑅𝑖 values [4] in the pycnocline region of the ocean. In Table 5.1, a 

summary of the LES simulations discussed in this chapter is given. 
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Figure 5.2: (a) Simulation domain showing boundary conditions, stratification profiles 

and turbine location and (b) adaptive mesh used for LES. 
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Table 5.1: Summary of LES simulations to investigate Internal Gravity Wave. 

Case 

number 

   Ri Re Velocity profile 

1 0.1 1 100 tanh 

2 0.02 1 100 tanh 

3 0.1 1 10000 Piecewise linear  

4 0.1 0.25 10000 Piecewise linear  

5 0.1 0.05 10000 Piecewise linear  

 

5.4. Simulation Results  

5.4.1. Effect of Ambient Turbulence on the Formation of IGWs 

The simulations were run for two different values of ambient turbulent intensities, and Ri 

= 1 to capture the time-evolution of OCT-generated IGWs. Figure 5.3 shows contours of 

vertical velocity gradient dv/dy for times 100, 200, and 300 seconds, and for 𝐼𝑡 = 10% (top 

row) and 2% (bottom row), respectively. From linear theory [85], the amplitude of the 

dominant mode associated with an IGW field can be written as 

𝐴𝜔𝑚𝑎𝑥
~𝑑𝑣/𝑑𝑦 (5.2.1) 

where 𝐴𝜔𝑚𝑎𝑥
 refers to the amplitude of the displaced isopycnal corresponding to the 

dominant mode 𝜔𝑚𝑎𝑥, and 𝑑𝑣/𝑑𝑦 is gradient of vertical velocity. Invoking continuity for 

incompressible flows, we can further write 
𝑑𝑣

𝑑𝑦
= ∇𝐻. 𝑽, where ∇𝐻 denotes the horizontal 

divergence and 𝑽 is the velocity vector. Thus, the stratified turbulent wake emanating from 

a single turbine (or some other perturbation source) can be analyzed for internal wave 

characteristics by plotting the 
𝑑𝑣

𝑑𝑦
 field [29]. As seen in Figure 5.3, at the larger levels of 
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ambient turbulence intensity, IGW generation is enhanced, as seen by the more intense 

levels of dv/dy and greater propagation distances. For instance, at t = 100 s, we see the 

increased turbulence in the free-stream seeds the formation of stronger IGWs near the 

turbine. These perturbations propagate away from the turbine source, at phase angles that 

are dependent on the turbulence intensities, with slightly larger phase angles observed for 

the more turbulent cases.  

In Figure 5.4, we plot the evolution of the shear layer vorticity thickness 𝛿𝑤 = 1/(𝑑U/𝑑y) 

computed at the central vertical plane. The vorticity thickness is a standard measure 

typically used to capture the thickness of a turbulent shear layer. The growth rates during 

the initial stages appear independent of the turbulence intensity, a result that is expected 

since the early time evolution is dominated by the linear Kelvin-Helmholtz instability. 

Later, the growth of the shear layer as depicted by the vorticity thickness shows a strong 

dependence on the turbulent perturbations to the flow. For larger turbulence intensities, the 

IGWs are of stronger magnitude and hence transport more momentum, thereby increasing 

the shear layer thickness. 
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Figure 5.3: Contours of dv/dy in the x–y for different ambient turbulent intensities and at 

different times: (a) 100 s; (b) 200 s; and (c) 300 s for 𝐼𝑡 = 10% (top row) and 2% (bottom 

row). 
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Figure 5.4: Vorticity thickness computed from simulations with turbulent intensities of 

2% and 10%. 

 

In our simulations, we also compute the principal direction of radiation of the IGWs using 

the phase angle 𝜃 = 𝑐𝑜𝑠 − 1(𝑤/𝑁) from the buoyancy frequency 𝑁 and the dominant 

frequency 𝑤. For the simulations shown in Figures 5.3 and 5.4, the phase angle (𝜃~35) 
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was found to be only weakly dependent of the turbulent intensity of 10% and 2%. Thus, 

increasing the turbulence intensity seeds the IGW generation with stronger (and more 

nonlinear) perturbations, but does not modify the dominant mode. Further investigation is 

required to similarly study the influence of the initial spectral content of the turbulent 

perturbations on the most dangerous mode of the IGW field.  

In Figures 5.15(a) and (b), we show the time evolution of the average momentum fluxes at 

different vertical planes corresponding to y = 0, –𝐷𝑡, –3𝐷𝑡, and –16𝐷𝑡 for Cases 1 and 2. 

In these plots, the transverse momentum flux 𝑢′𝑣′̅̅ ̅̅ ̅ represents transport of 𝑢-momentum by 

the vertical velocity 𝑣 which is associated with the IGW activity, and is scaled by 
1

2
𝑈0
2 , 

where 𝑈0 is the inlet velocity the kinetic energy of the mean flow. The transport of 

momentum flux away from its source can significantly upset the momentum transport 

budget of the ocean. As observed in Figure 5.5, significant transport of the momentum flux 

away from the source occurs at the larger values of turbulence intensity through the internal 

wave propagation process. In addition, these figures show the attenuation of the momentum 

transport from the IGWs at greater distances from the wake source.  
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Figure 5.5: Momentum flux transported at different vertical planes for (a) 𝐼𝑡 = 10%, and 

(b) 𝐼𝑡 = 2%. 
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5.4.2. Effect of the Richardson and Reynolds Numbers 

In this section, we consider the effect of the Reynolds (𝑅𝑒 =  𝑈0𝐷𝑡/𝜈) and Ri numbers, 

by varying the values of the viscosity and the buoyancy frequency. The Reynolds number 

in Case 3 was 100 times larger than that for Case 1. By increasing the Re, the IGW 

propagation continues over greater distances with lesser viscous dissipation as shown in 

Figure 5.6.  

The simulations were also repeated for different values of the Ri number, and the results 

are summarized in Figures 5.6 and 5.7. For Ri = 0.25, the IGW propagation is shown in 

Figure 5.7 and the dominant mode obtained from the phase angle satisfies corresponding 

linear theory [86]. The IGW formation and propagation are significantly suppressed for Ri 

= 0.05 due to the weaker stratification, as shown in Figure 5.8. At lower Richardson 

numbers below the critical value, shear dominates over buoyancy, so that local 

perturbations are amplified by the shear and do not propagate as waves.  

(b) (c)(a)

  

  

  

  

  

  

 
Figure 5.6: Contours of dv/dy from Case 3 at t = 100 (a), 200 (b) and 300 (c). 
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Figure 5.7: Contours of dv/dy in the x–y plane for Ri = 0.25 at t = 100 (a), 200 (b) and 

300 (c). 
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Figure 5.8: Contours of dv/dy in the x–y plane for Ri = 0.05 at t = 100 (a), 200 (b) and 

300 (c). 

 

In Figure 5.9(a), we plot contours of dv/dy from the LES simulations, and include the phase 

angle, which may be determined from 𝜃 = 𝑐𝑜𝑠−1 (
𝑤

𝑁
): the dominant frequency 𝑤 was 

obtained from analyzing the 
𝑑𝑣

𝑑𝑦
 field. In Figure 5.9 (b), the phase angle is plotted at different 

Ri numbers. At the lowest Ri (weak stable stratification), 𝜃~
𝜋

2
, indicating very weak IGW 

activity, so that the internal waves are stabilized quickly and predominantly propagate in 

the streamwise direction. At stronger stratifications, the direction of propagation becomes 

gradually vertical representing significant transport of fluxes away from the source, and 

hence could affect other OCTs if operating in an array, or interfere the ocean transport and 
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mixing process. This is also captured in Figure 5.10, which shows the fluctuating transverse 

momentum flux 〈𝑢′𝑣′〉 at different Ri numbers (stratifications), and scaled by the kinetic 

energy per unit mass of the mean flow. At low Ri = 0.05, the weak stratification implies 

the transverse momentum flux is insignificant, particularly at large transverse distances 

from the turbine. As the stratification is increased, the amplitude of oscillations of the 

momentum flux in the transverse direction is systematically increased, as seen in Figure 

5.10. In addition, the oscillations are persistent at larger transverse distances away from the 

turbine, in the higher stratification simulations. The rms fluctuations of the scaled 

momentum fluxes are 0.00026, 0.00234 and 0.00617 for Ri = 0.05, 0.25 and 1 respectively. 

Finally, the imprint of the dominant mode is clearly seen in the oscillations of the transverse 

momentum flux in these figures.  
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Figure 5.9: (a) Contours of dv/dy in the x–y plane used to compute direction of 

propagation of IGWs; and (b) the angle of propagation of IGWs as a function of 

Ri number. 
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Figure 5.10: Scaled transverse momentum flux at different transverse distances from the 

turbine; (a) Ri = 0.05, (b) Ri = 0.25, and (c) Ri = 1. 

 

Figure 5.11 shows the energy flux transported by the point source waves for different 

strengths of the background stratification, where 𝑈𝐶 is the time-averaged velocity at the 

centerline, at different vertical distances from the centerline. The energy fluxes are 

computed as the correlation of pressure and vertical velocity fluctuations and scaled by the 

centerline mean flow kinetic energy. We see that the scaled energy fluxes are increased by 

increasing the Ri number, as internal waves strengthen with stratification and transport 
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energy away from the source. The rms fluctuations of the scaled energy fluxes are 0.00142, 

0.07932 and 0.61878 for Ri = 0.61878, 0.25 and 1 respectively.  
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Figure 5.11: Scaled energy flux at different transverse distances from the turbine; (a) Ri = 

0.05, (b) Ri = 0.25, and (c) Ri = 1. 

 

A related quantity of interest is the effect of internal waves on turbulent kinetic energy. In 

Figure 5.12 the kinetic energy per unit mass 𝑘 associated with turbulent velocities is 

plotted, where 𝑘 =
1

2
(𝑢′

2
+ 𝑣′

2
+ 𝑤′2). We plot (

𝑘

0.5𝑈0
2) scaled by the mean kinetic 

energy that is available in the streamwise flow. For the case with no stratification (Figure 

5.12(a)), only kinetic energy variations on the centerline are found, where the kinetic 

energy initially decreases until it reaches the turbine at x/D = 0. For x/D > 0, the turbine 

adds significant turbulent kinetic energy, which is then strengthened by the shear flow. 

Away from the centerline (Figure 5.12(a)), there is no turbulent kinetic energy due to the 

absence of internal waves.  

Figure 5.12(b) shows the turbulent kinetic energy for a case with a density gradient 

corresponding to Ri = 1. Significant levels of turbulent kinetic energy are observed at the 

vertical locations away from the centerline, until it dissipates at 
𝑦

𝐷𝑡
~ − 16. Once again, the 

turbulent kinetic energy is modulated by the dominant mode associated with the internal 

waves.  
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Figure 5.12: Scaled transverse turbulent energy flux at different transverse distances from 

the turbine; (a) no stratification, and (b) Ri = 1. 

 

Internal waves affect the fluctuation velocity quantities related to turbulence, but they also 

affect the mean velocity field, which could have significant implications for power 

extraction of neighboring turbines. Figure 5.13 shows the mean streamwise velocity scaled 

by inlet velocity for three different stratifications. A momentum deficit downstream of the 

turbine is observed in the baseline case with no stratification, while increasing the 

Richardson number results in oscillatory behavior consistent with internal wave 

propagation. At the same time, the mean flow velocity at higher Richardson numbers is 

decreased relative to the inlet velocity since internal waves transport momentum away from 

the wake. Thus, downstream turbines will be operating in a lower velocity environment, 

and will have less power available to them. 
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Figure 5.13: Average velocity along the streamwise coordinate for different Richardson 

numbers. 

 

5.5 Summary 

In this chapter, we have investigated the effect of free-stream turbulence on the generation 

of internal gravity waves from OCT operation. Our LES simulations reveal that greater 

levels of free-stream turbulence (and possibly wake turbulence) lead to stronger IGWs, by 

seeding the wake flow with larger-amplitude perturbations. The simulations were also used 

to investigate the effects of flow Reynolds numbers and the Richardson number. Different 

density profiles were investigated, while turbines in the LES simulations were modeled 

using BEM model. At larger Reynolds numbers, the IGWs propagated greater distances 

with lesser amplitude attenuation due to greater flow instability and lower levels of 

dissipation. The results showed the critical bulk Ri threshold for the formation of the IGWs 

is 0.25. For Ri < 0.25, the IGW generation was largely suppressed, as expected. We find 

that as the Richardson number is increased, there is greater transport due to IGWs in the 

vertical direction, as seen in the decreasing phase angle, and increasing transverse 

momentum flux. A significant result is that internal waves affect both the turbulent and 
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mean flow quantities. Thus, in our simulations, the mean flow downstream of the turbine 

was decreased due to momentum removal by the internal waves, suggesting downstream 

turbines will have less power available to them if IGWs are present in the flow. These 

results will be useful in identifying zones of operation (based on modeled stratification), 

where IGW generation from OCTs may be suppressed. 
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CHAPTER 6: CONCLUSIONS 

 

Detailed numerical simulations and theoretical models have been developed to describe the 

two-way interactions between proposed ocean current turbine systems and the background 

oceanic flowfield. OCTs are capable of extracting energy from western boundary currents 

such as the Gulf Stream, which represent a perennial resource with stable current speeds in 

the range 1.5 – 3 m/s. However, for OCTs to be deployed at scale, uncertainties around the 

potential LCOE for typical operating conditions, and the environmental impact on the 

resource must be resolved. To address the former, the effect of spatio-temporal variations 

of the background flowfield on the performance of OCTs must be considered. In this work, 

we have addressed two specific aspects of this problem, namely the impact of upstream 

turbulence and spatial non-uniformities on the properties of the OCT wake. We have also 

investigated, using the above methodologies, the corresponding impact of OCT operation 

on the flowfield. The wake turbulence of an isolated OCT or an OCT farm can be dispersed 

and transported through the background stratification, and we have studied this problem 

using LES. Similarly, the turbulent wake can seed internal wave activity, which can 

significantly affect the ocean’s momentum and energy transport budget, as IGWs radiate 

great distances from their point of origin.  

Unlike wind turbines which typically operate in highly turbulent environments, OCTs will 

be exposed to a wide range of upstream turbulence intensities. The background ocean flow 

typically represents a low turbulence intensity flow, so that OCT wakes will recover slowly 

due to the diminished cross-wake entrainment. At the same time, turbines operating in the 

wakes of other devices will operate in a high-turbulence environment. Thus, low order 

models for use in LCOE calculations and in real-time optimization of individual device 
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locations within an OCT array, must be capable of accurately describing wake behavior 

and turbine performance over this wide range of turbulence intensities.  

At low value of turbulence intensities, turbine wakes exhibit an extended near-wake region, 

and a gradual recovery to the recovery region. We proposed a simple, Jensen-type wake 

model that accounts for both the near- and far-wake regions, while the transition location 

and wake growth rate retain a dependence on the turbulence intensity. This simple model 

accurately describes wake behavior over a wide range of 𝐼𝑡, as demonstrated through 

comparison with our LES data. We then implement this wake model in a UWFLO 

framework, which describes the wake behavior of each turbine within an OCT farm, 

through the consistent accounting of momentum shadowing effects between upstream and 

downstream devices. The combined model was validated with LES simulations of multiple 

turbines at different configurations and upstream turbulence intensities and found to be in 

good agreement.  

To address the issue of spatial non-uniformities in the upstream flow, in the form of shear 

associated with the mean streamwise velocity, the low-order shear model of [16] was 

extended here to multiple turbines through the UWFLO framework. The single turbine 

model was derived from rewriting the Bernoulli equation for flow with a mean velocity 

gradient [66], through the introduction of Coriolis and Boussinesq coefficients, which 

represent the momentum and energy fluxes for these conditions. Modified expressions for 

the wake velocity distribution and the turbine coefficient of power were derived in [66], 

and compared here with results from RANS simulations over a wide range of non-

dimensional shear rates. The model for a single-turbine wake in shear flow, was 

implemented in the UWFLO [16] framework to capture corresponding wake interaction 
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effects. The resulting modeling framework for shear effects on multiple OCTs was 

validated with RANS data from simulations capturing different turbine configurations and 

non-dimensional shear rates.  

In Chapter 4, we investigated the evolution of turbulence generated by a single turbine, or 

an OCT farm as it is transported through the background velocity and density stratification. 

Previous studies have indicated that linear perturbations to a stratified field are stable for 

𝑅𝑖 >  0.25 [85], while some ambiguity exists in the stability threshold for nonlinear and 

turbulent flow perturbations. To investigate this issue, we defined a new density/velocity 

profile that ensures a constant value of 𝑅𝑖 in the direction of gravity. This constitutes a new 

unit problem, and ensures the initial stratification profile does not itself introduce a 

lengthscale that might interact with the characteristic turbulent lengthscales. Furthermore, 

both the local gradient Richardson number and the global Richardson number are the same 

for the stratification profiles used in our study. 

The evolution of turbulent perturbations was first studied in a baseline case, with no 

stratification to characterize the dissipation-driven decay of turbulent kinetic energy. A 

power law behavior was attributed to the turbulence decay, with the coefficients and 

exponents serving to characterize the extent of both physical and numerical dissipation in 

the LES simulations. The power law is instructive, since it can be used to estimate the time 

required for the TKE to dissipate to 1 % of its initial value, as a characteristic decay time. 

Using Taylor’s hypothesis and the mean convective velocity, the time to decay can be 

converted to a corresponding lengthscale associated with the decay process, and referred 

as the spatial footprint of turbulence in our study.  
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This approach was then extended to the stratified case, where the Richardson number was 

systematically varied in our simulations. We found that for 𝑅𝑖 >  0.25, perturbations were 

indeed stabilized and the spatial footprint of turbulence decay was estimated in terms of a 

characteristic lengthscale such as a turbine diameter or a lengthscale associated with an 

OCT farm. When 𝑅𝑖 <  0.25, a more complex behavior was observed, and involved an 

initial shear-dominated unstable phase, followed by a stable phase. This is attributed to the 

mixing from turbulence growth, which served to re-homogenize the mixing layer and 

increasing the 𝑅𝑖 beyond the stability threshold. The power law described earlier was 

modified to incorporate this two-stage behavior for 𝑅𝑖 <  0.25 conditions. Finally, to 

provide an estimate of the actual impact of OCT turbulence for realistic conditions, the 

power laws were applied to GS data from [4].  

The turbulence from OCT wakes can also trigger the formation and propagation of internal 

gravity waves in a stratified layer satisfying 𝑅𝑖 <  0.25. Such IGWs can propagate at a 

phase angle, resulting in transport of significant momentum and energy flux into the 

background flow. Typically, IGWs generated in the ocean stratified layers propagate over 

great distances (~km), and contribute significantly to the transport budget. When IGWs 

from a local source such as OCT operation interact with internal tides, nonlinear 

interactions can occur leading to wave-breaking and dissipation, thus upsetting the nutrient 

balance. 

From our detailed LES simulations, we found that IGWs can indeed form from OCT 

operation, and radiate away from the source. The process is dependent on the background 

Richardson number, and observed to occur when 𝑅𝑖 >  0.25, a condition that is satisfied 

through most of the ocean depth. We found IGW transport involves transfer of significant 
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amounts of momentum flux away from the point of generation. Furthermore, IGWs can 

also decrease the freestream mean velocities, thereby negatively impacting the 

performance of downstream devices (it is also possible that IGWs can radiate upstream, 

where they would affect the performance of upstream devices, although this effect was not 

observed in our simulations).  
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APPENDIX A.1: NON-UNIFORM INLET VELOCITY MODEL 

 

A detailed presentation of the shear model of [66] is presented here. The Bernoulli equation 

is applied first between sections (0) and (𝑡−), and then between (𝑡+) and (x) (Fig. 3.1) to 

give 

𝑝̅0
𝜌
+ Ξ0

𝑈̅0
2

2
=
𝑝̅𝑡−

𝜌
+ Ξ𝑡−

𝑈̅𝑡−
2

2
, (A. 1.1) 

𝑝̅𝑡+

𝜌
+ Ξ𝑡+

𝑈̅𝑡+
2

2
=
𝑝̅𝑥
𝜌
+ Ξ𝑥

𝑈̅𝑥
2

2
. (A. 1.2) 

The thrust T produced by the turbine is given by 

𝑇 =  𝑚̇(Ψ0𝑈̅0 −Ψ𝑥𝑈̅𝑥), (A. 1.3) 

where 𝑚̇ is the mass flux, and the pressure difference between (0) and (x) is neglected. The 

thrust is also independently obtained from 

𝑇 = 𝐴𝑡−(𝑝𝑡− − 𝑝𝑡+). (A. 1.4) 

For this simple case, we can assume 𝑈̅𝑡−  ~ 𝑈̅𝑡+ , p0 ~ 𝑝𝑡+  ~ p and Ξ𝑡−  ~ Ξ𝑡+ [66]. Using 

these assumptions, and combining Eqs. (A.1.1) and (A.1.2), we can write  

𝑝𝑡− − 𝑝𝑡+ =
1

2
𝜌(Ξ0𝑈̅0

2 − Ξ𝑥𝑈̅𝑥
2), (A. 1.5) 

which, when substituted into Eq. (A.1.4) gives for the turbine thrust, 

 𝑇 =
1

2
𝜌𝐴𝑡−(Ξ0𝑈̅0

2 − Ξ𝑥𝑈̅𝑥
2). (A. 1.6) 

From combining Eqs. (A.1.3) and (A.1.6) with the definition for 𝑚̇, an expression for 𝑈𝑡−̅̅ ̅̅ ̅ 

is obtained: 

𝑈̅𝑡− =
1

2

Ξ0𝑈̅0
2 − Ξ𝑥𝑈̅𝑥

2

(Ψ𝑈̅0 −Ψ𝑈̅𝑥)
(A. 1.7) 
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For weak shear, the additional assumption Ξ0 ~ Ξ𝑥 ~ Ξ, and Ψ0 ~ Ψx ~ Ψ is then made (in 

the current study, we have also used data from strong shear conditions to verify the validity 

of the above assumption). Then, Eq. (A.1.7) simplifies to 

𝑈̅𝑡− =
Ξ

Ψ

𝑈̅0 + 𝑈̅𝑥
2

. (A. 1.8) 

Defining the induction factor 𝑎 = 1 −
𝑈̅𝑡−

𝑈̅0
, results in 

𝑈̅𝑡− = 𝑈̅0(1 − 𝑎), (A. 1.9) 

while combining eqs. (A.1.8) and (A.1.9) gives for the downstream velocity 𝑈̅𝑥, 

𝑈̅𝑥 = 𝑈̅0 (
2Ψ

Ξ
(1 − 𝑎) − 1) . (A. 1.10) 

Finally, the turbine power is calculated as 𝑃 =  𝑇𝑈̅𝑡−, where T is taken from Eq. (A.1.6), 

and 𝑈̅𝑥 is obtained from Eq. (A.1.10). Making these substitutions gives the following 

expression for the power of a single turbine embedded in a shear velocity profile: 

𝑃 =
1

2
𝜌𝐴𝑡−  𝑈̅0

34Ψ(1 − 𝑎)2 (1 +
Ψ

Ξ
(𝑎 − 1)) , (A. 1.11) 

while the corresponding power coefficient is given by 

𝐶𝑃 = 4Ψ(1 − 𝑎)2 (1 +
Ψ

Ξ
(𝑎 − 1)) . (A. 1.12) 
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APPENDIX A.2: NUMERICAL MODELING OF TURBULENT FLOWFIELD 

 

The methodology described here to generate a coherent turbulent flow field follows [56] 

and [55]. A power spectral density (PSD) consistent with Kolmogorov’s –5/3rd scaling was 

assumed for the inertial scales, and taken as a starting point for all three velocity 

fluctuations. Thus, for the mth direction, a spectral amplitude of 𝐴𝑚 was taken (and related 

to the turbulent intensity), and the PSD is written as 

𝐺𝑚(𝑓) = 𝐴𝑚𝑓
−
5
3 (A. 2.1) 

The amplitude Am is determined by assuming values of standard deviation in each of the 

directions based on a given turbulence intensity, and requiring 

𝜎𝑚
2 = ∫ 𝐺𝑚𝑑𝑓

𝑓𝑚𝑎𝑥

𝑓𝑚𝑖𝑛

(A. 2.2) 

For the model, we take the standard deviations in each direction as 

𝜎𝑣 = 𝑃𝜎𝑢 (A. 2.3) 

𝜎𝑤 = 𝑄𝜎𝑢 (A. 2.4) 

𝜎𝑢 =
𝐼𝑡𝑈̅

√1 + 𝑃2 + 𝑄2
(A. 2.5) 

with 𝐼𝑡, 𝑈̅ taken as mentioned earlier, and P = Q = 1. Turbulent intensity in each direction 

is given by 

𝐼𝑡𝑚 =
𝜎𝑚

|𝑈̅|̅̅ ̅̅
. (A. 2.6) 

Combining Eqs. (A. 2.1)–(A. 2.6), the following expressions for the PSD function and its 

amplitude can be obtained 
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𝐺𝑚 =
2𝑈̅2𝐼𝑡𝑚

2

3 [
1

𝑓𝑚𝑖𝑛
2/3 −

1

𝑓𝑚𝑎𝑥
2/3 ]

𝑓−5/3 (A. 2.7)
 

𝐴𝑚 =
2𝑈̅2𝐼𝑡𝑚

2

3 [
1

𝑓𝑚𝑖𝑛
2/3 −

1

𝑓𝑚𝑎𝑥
2/3 ]

(A. 2.8)
 

A spatial correlation on the inlet plane for each velocity component is introduced in the 

form of a coherence function, which is defined as 

 𝑐𝑜ℎ𝑖𝑗(𝑓) = exp (−
𝜉∆𝑟𝑖𝑗𝑓

𝑈̅
) (A. 2.9) 

where rij is the distance between any two mesh points ‘i’ and ‘j’ on the inlet plane, and 𝜉 

is a constant that determines the coherence length scale. The cross-spectral density between 

nodes ‘i’ and ‘j’ is then written as: 

𝑆𝑖𝑗
𝑚(𝑓) = 2𝑐𝑜ℎ𝑖𝑗(𝑓)𝐴𝑚𝑓

−5/3𝑑𝑓 (A. 2.10) 

where we assume a frequency increment df = fmin/10. The velocity component in the m-

direction is given at a point ‘j’ and as a function of time, in terms of the equation, 

𝑚𝑗(𝑡) = ∑|𝑚𝑘𝑗
∗ |sin (2𝜋𝑓𝑘

∗𝑡 + 𝜃𝑘𝑗
𝑅 )

𝑁

𝑘=1

(A. 2.11) 

where 𝜃𝑘𝑗
𝑅  is a randomized phase angle, and N represents the number of steps in the discrete 

frequency space. 
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APPENDIX A.3: VALIDATION OF LES SIMULATIONS 

 

In this Appendix, we describe our validation of LES simulations of IGW generation using 

STAR-CCM, by comparing with results from the DNS simulations of [86], for the specific 

case of a stratified shear layer above a region of uniform stratification. LES were performed 

to investigate the behavior of IGWs in a background density and velocity (shear) 

stratification as defined in [86]. We have also explored the effect of different values of the 

Richardson number Ri on the generation of the IGWs. Internal gravity waves were found to 

radiate downward from the center of the shear layer, and propagate within the stratification 

layer. The results show that the angle between the phase lines and the vertical increased 

with Ri, in agreement with linear theory.  

A.3.1. Numerical Simulation Details 

The problem definition closely follows the details provided in [86], and briefly reviewed 

here. The simulation domain had dimensions of 51.6 × 17.2 × 96.5 (m), with a uniform 

mesh density in horizontal directions. In the vertical direction (y–), a higher mesh density 

was used within the region containing the shear layer (Figure A.1), while gradually 

decreasing away from this region. Periodic boundary conditions were used in the 

streamwise and spanwise directions, while the vertical boundaries were treated as 

symmetry planes.  
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Figure A.3.1: Schematic of the simulation domain and mesh used in the validation case 

study. 

 

The streamwise velocity was defined as a hyperbolic tangent profile function of the vertical 

direction (y), and expressed as 𝑈0 = (−
∆𝑈

2
) tanh (2𝑦/𝛿), where 𝛿 is the vorticity thickness 

and ∆𝑈 is the shear velocity scale. The density profiles were defined as distinct piecewise-

linear functions above and below the shear layer: Thus, we take 𝜌(𝑦) = 𝜌𝑎 + 𝑅𝑖𝑎
𝜌

𝑔
(
𝑑𝑢

𝑑𝑦
)2  

for 𝑦 > −2.5𝛿, and   𝜌(𝑦) = 𝜌𝑏 + 𝑅𝑖𝑏
𝜌

𝑔
(
𝑑𝑢

𝑑𝑦
)2  for 𝑦 < −2.5𝛿, where 𝜌𝑎and 𝜌𝑏 are the 

densities at y = 12.5 m, and y=−2.5𝛿 respectively, corresponding to the definition used in 

[86], and similar to the pycnocline region of the ocean. In Figure A.2, the density and 

velocity profiles corresponding to a moderate stratification Ri = 0.05 above the shear layer 

(𝑦 < −2.5𝛿), and Ri = 0.25 below the shear layer are shown.  



123 
 

51.6 (m)

12.5 (m)

84.07 (m)

 ( )  ( )10 (m)

86.57 (m)

 
Figure A.3.2: Density profiles corresponding to a Ri number of 0.25. 

 

A.3.2. Simulation Results 

The simulations were performed for different values of the Ri number (0.1, 0.25, 1), and 

the results are presented in this section along with a comparison with the DNS of [86]. 

Based on linear theory [85, 87], internal gravity waves will propagate if the magnitude of 

the buoyancy frequency is greater than the dominant frequency (𝑤 < 𝑁). The direction of 

dominant waves is then given by the phase angle, which is obtained from 𝜃 = 𝑐𝑜𝑠−1(
𝑤

𝑁
) 

using linear theory [85, 87]. To visualize the IGW field, we plot contours of 𝜕𝑣/𝜕𝑦 in the 

x–y plane in Figure A.3 at a time of 80 s, and corresponding to Ri values of 0.1, 0.25, and 

1. For Ri = 0.1, the IGW field is suppressed (Figure A.3 (a)) by the presence of the weak 

density stratification. As Ri is increased beyond the critical value for stability (0.25), the 

phase angle of the dominant wave increases (Figures A.3 (b) – (c)). Note that the phase 

angle is defined from the vertical, and was observed in our simulations to be 𝜃 ~ 35 and 59 

degrees corresponding to Ri = 0.25 and 1 respectively. These results are in good agreement 

with the DNS simulations of [86] for the same conditions, which reported phase angles of 

𝜃 = 31 and 𝜃 = 65 for Ri = 0.25 and 1 respectively. The phase angle can also be estimated 

from linear theory, which gives 𝜃 = 31 and 𝜃 = 65 corresponding to Ri = 0.25 and 1 

respectively.  
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Figure A.3.3: Contours of 𝜕𝑣/𝜕𝑦 in the x–y plane at a time 80 s for Ri = 0.1 (a), 0.25 (b) 

and 1 (c). 

 

The wavelength of the most unstable mode in the IGW wave packet can be obtained in our 

simulations as the peak of the power spectra of the vertical velocity. In Figure A.4(a), the 

spanwise-averaged vertical velocity at the center plane of the shear layer is plotted as a 

function of the streamwise coordinate at a time of 50 s. The corresponding power spectra 

was computed and plotted in Figure A.4 (b), and shows a dominant peak at a wavelength 

of 𝜆𝑚𝑎𝑥 =
2𝜋

𝑘
~7.4𝑚 in agreement with [86]. The DNS simulations of [86] shows the 

dominant peak at wavelength of 𝜆𝑚𝑎𝑥 = 7.4 ± 0.5 m. The presence of the dominant 

wavelength is also verified visually through contours of the spanwise vorticity at t = 50 s. 

As plotted in Figure A.5, the spanwise vorticity field shows a clear signature of a dominant 

mode corresponding to 𝜆𝑚𝑎𝑥.  
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Figure A.3.4: (a) x-profiles of vertical velocity and (b) power spectra of vertical velocity 

computed at t = 50 s, and from simulation with Ri = 0.25. 
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Figure A.3.5: Spanwise vorticity in x–y plane from simulation with Ri number = 0.25. 

 

 


