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ABSTRACT

BIRCE PALTA. Schwarz methods for fourth-order problems containing
singularities. (Under the direction of DR. HAE-SOO OH)

We develop numerical methods for analysis of fourth-order partial differential equa-

tions on domains with angular corners. For the finite element analysis of fourth-order

partial differential equations, we have to use smoother basis functions whose deriva-

tives are continuous. Since the derivatives of Lagrange basis functions for the conven-

tional finite element method are not contiuous, the complex Hermite basis functions

are suggested. However, those existing exotic elements of Hermite type are com-

plicate in construction and implementation. Whereas the approximation space for

Isogeometric Analysis (IGA), developed recently, consists of B-spline basis functions

with any desired regularity. However, IGA using single patch encounters difficulties

in dealing with boundary value problems on irregular shaped polygonal domains. In

this paper, in order to handle fourth-order problems with singularities, we introduce

an Implicitly Enriched Galerkin method in which singular basis functions resembling

the known point singularities are generated through a special geometric mapping and

are combined with smooth basis functions through flat-top partition of unity (PU)

functions. Unlike XFEM, this approach does not have singular integral problems. For

the cases where multi-patches are necessary because of complex geometry of the prob-

lems, it is difficult to join two patches along their interface in IGA. To end this, we

combine the Implicitly Enriched Galerkin method with Schwarz domain decomposi-

tion methods. Thanks to Schwarz methods, we are able to break down the problems
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to smaller subproblems and are able to use different numerical techniques to solve

each subproblem for localized treatment of complex geometries and singularities.

Our aim in this research is to develop effective numerical methods with less com-

putational cost for the analysis of fourth-order problems on domains containing sin-

gularities. For this reason, we modify our method by applying different techniques

such as Multicolor Schwarz and Supplemental Subdomain methods to reduce number

of iterations for efficiency. Various numerical examples show the efficiency of our pro-

posed method in dealing with fourth-order singular problems with crack singularities

and/ or corner singularities.
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CHAPTER 1: INTRODUCTION

1.1 Background

For numerical solutions of fourth-order partial differential equations (PDEs), it is

necessary to construct C1-continuous basis functions due to the requirement of square

integrable second derivatives of the basis functions in the variational formulation.

In conventional Finite Element Analysis (FEA), Hermitian elements such as the Ar-

gyris triangle, the Bell’s triangle, the Bogner-Fox-Schmit rectangle, and so on [?, 7]

are suggested; however, their implementations and constructions are complicated.

Isogeometric Analysis (IGA), introduced by Hughes, et al. [17], is a recently devel-

oped computational approach that aims to close the existing gap between Computed

Aided Design (CAD) and FEA. Since IGA allows us to construct smooth B-spline

basis functions with any order of regularity, it provides advantages in the numerical

approximation of high order PDEs within the framework of the standard Galerkin

formulation.

The Implicitly Enriched Galerkin method was introduced in [19] to have highly ac-

curate solutions of fourth-order elliptic differential equations containing singularities

in the framework of IGA. Singular functions in the physical domain that resemble the

singularities are generated through a specially designed geometric mapping defined

on the reference domain.
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However, it is difficult to obtain a global mapping from the reference domain onto

a non-convex physical domain containing crack or corner singularities. Furthermore,

original designs of engineering structures do not have crack singularities since cracks

occur later on, so design mappings are not acceptable for analysis of a cracked struc-

tures. To deal with singularities such as cracks and corners in fourth-order equations

in the framework of IGA, adaptive refinements such as T-splines, and explicit en-

richment methods are suggested in literature [2], [9], and [10]. However, these ap-

proaches are highly complex in implementing or are limited by high computational

cost, elevated condition numbers, large degrees of freedom, and integration of singular

enrichment functions. To alleviate these difficulties, we proposed Implicitly Enriched

Schwarz methods. Combining the Implicitly Enriched Galerkin method with the do-

main decomposition method is a proper approach since the given physical domain is

partitioned into several patches. By decomposing the physical domain so that each

patch contains no more than one point singularity, one can construct a singular ge-

ometric mapping from the reference domain onto the patch containing a singularity

that generate singular basis function resembling singular functions. Therefore, do-

main decomposition method allows a local treatment, which reduces computational

complexity.

1.2 Problem Statement

Model Problem and its variational equation:

As a model problem, we consider the following fourth-order equation with non-
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homogeneous clamped boundary conditions:
∆2u = f in Ω

u = g1(x, y) on ∂Ω

∇u·n = g2(x, y) on ∂Ω

(1)

where f ∈ L2(Ω), ∆ stands for the Laplacian operator and n denotes the outward

unit vector normal to the boundary. Let u, v ∈ H2(Ω), then from Green’s theorem,

we have

∫
Ω

∆u∆v −
∫
∂Ω

∂v

∂n
∆u+

∫
∂Ω

∂∆u

∂n
v =

∫
Ω

fv. (2)

W = {w ∈ H2(Ω) : w|∂Ω = g1,∇w · n|∂Ω = g2},

V = {w ∈ H2(Ω) : w|∂Ω = ∇w · n|∂Ω = 0}.

The variational formulation of (1) can be written as: Find u ∈ W such that

B(u, v) = F(v), for all v ∈ V , (3)

where

B(u, v) =

∫
Ω

∆u∆v and F(v) =

∫
Ω

fv

Weak solution in Sobolev space and the Galerkin Method:

Let Ω be a connected open subset of Rd. We define the vector space Cm(Ω) to

consist of all those functions φ which, together with all their partial derivatives ∂αφ(=

∂α1
1 · · · ∂

αd
d φ) of orders |α| = α1 + · · · + αd ≤ m, are continuous on Ω. A function
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φ ∈ Cm(Ω) is said to be a Cm-continuous function. If Ψ is a function defined on Ω,

we define the support of Ψ as.

supp Ψ = {x ∈ Ω|Ψ(x) 6= 0}.

For an integer k ≥ 0, we also use the usual Sobolev space denoted by Hk(Ω). For

u ∈ Hk(Ω), the norm and the semi-norm, respectively, are

‖u‖k,Ω =

∑
|α|≤k

∫
Ω

|∂αu|2dx

1/2

, ‖u‖k,∞,Ω = max|α|≤k {ess.sup|∂αu(x)| : x ∈ Ω} ;

|u|k,Ω =

∑
|α|=k

∫
Ω

|∂αu|2dx

1/2

, |u|k,∞,Ω = max|α|=k {ess.sup|∂αu(x)| : x ∈ Ω} .

The variational formulation of the boundary value problem (1) can be written as:

Find u ∈ W such that

B(u, v) = F(v), for all v ∈ V , (4)

Here B is a continuous bilinear form that is V-elliptic [7] and F is a continuous linear

functional. The solution to (4) is called a weak solution which is equivalent to the

strong (classical) solution corresponding the fourth-order PDE whenever u is smooth

enough. Let Wh ⊂ W , Vh ⊂ V be finite dimensional subspaces. Since B-spline basis

functions do not satisfy the Kronecker delta property, in this paper we approximate

the non-homogenuous clamped boundary condition by the least squares method as

follows: gh1 , g
h
2 ∈ Wh such that

∫
∂Ω

|g1 − gh1 |2dγ and

∫
∂Ω

|g2 − gh2 |2dγ

become minimum. We can write the Galerkin approximation method (a discrete
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variational equation) of (1) as follows: Given gh1 , g
h
2 , find uh = wh + gh1 + gh2 , where

wh ∈ Vh, such that

B(uh, vh) = F(vh), for all vh ∈ Vh,

which can be rewritten as: Find the trial function wh ∈ Vh such that

B(wh, vh) = F(vh)− B(gh1 + gh2 , v
h), for all test functions vh ∈ Vh. (5)

The energy norm of the trial function u is defined by

‖u‖Eng =

[
1

2
B(u, u)

]1/2

.

The relative error in the energy norm in percentage is

‖u− U‖2
Eng,rel(%) =

∣∣∣‖u‖2
Eng − ‖U‖2

Eng

‖u‖2
Eng

∣∣∣× 100 (6)

The relative error in the maximum norm in percentage is

‖u− U‖∞,rel(%) =
‖u− U‖∞
‖u‖∞

× 100. (7)

1.3 Outline of Dissertation

The dissertation is divided into six chapters. After this introduction and problem

formulation, this dissertation is organized as follows: in Chapter 2, we review defi-

nitions and terminologies that are needed to understand this paper. We give a brief

review of B-splines, refinement methods, and constructions of smooth flat-top PU

functions. Borden [4], Cottrell [8], Rogers [32], Piegl and Tiller [30] are suggested for

detailed information.

In Chapter 3, the basic Schwarz Alternating and Additive (Parallel) Schwarz meth-



6

ods are discussed in detail. In Chapter 3.2, we present Implicitly Enriched Galerkin

method and pullback of the bilinear form for fourth-order problems onto the reference

domain. In Chapter 3.3, we explain modification of the basis functions with assigning

homogeneous and non-homogeneous boundary conditions. In Chapter 3.4, we present

how overlapping size between subdomains affects the convergence rate.

In Chapter 4, several non-singular numerical problems that demonstrate the accu-

racy and efficiency of the proposed method are presented. In Chapter 4.1, we test our

method to one dimensional fourth-order problems with polynomial true solution and

exponential true solution with different overlapping sizes. Thereafter, in Chapter 4.2,

we extend testing our method to two dimensional fourth-order problem in a rectan-

gular domain with vertical interface, and we compare convergence rate for different

overlapping sizes. In Chapter 4.3, we solve two dimensional fourth-order problem in a

rectangular domain with slanted interface by using both Schwarz Alternating method

and the Schwarz Additive (Parallel) methods to compare the number of iterations re-

quired for the expected accuracy for each method. In Chapter 4.4, we also test our

method for two dimensional fourth-order problem in a triangular domain divided into

three overlapping quadrilateral subdomains.

In Chapter 5, Implicitly Enriched Schwarz method is applied to fourth-order prob-

lems containing singularities. In Chapter 5.1, we first test our method in one dimen-

sional problem with monotone singularity. In Chapter 5.2, we solve two dimensional

fourth-order problem in a circular domain with crack singularity. In Chapters 5.3

and 5.4, we extend our method to two dimensional problems in a cracked rectangular

domain and L-shaped domain, respectively. These problems require more subdivision
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as well as more computational time. To reduce the computational complexity, we

solve these problems by using three different techniques named Implicitly Enriched

Schwarz methods (IESM), IESM with increased overlapping parts of subdomains,

and Supplemental Subdomain method. The techniques are compared to each other

in terms of the total number of iterations for the desired accuracy of the approximate

solution.

Finally, we state the concluding remarks and future work in Chapter 6 of this

dissertation.



CHAPTER 2: PRELIMINARIES

2.1 Isogeometric Analysis

Engineers use Computer Aided Design (CAD) software for designing systems. The

main aim of CAD software is to produce accurate visual representation of physical

objects. For analysis of a practical problem, it is necessary to convert software data

into the geometry which is suitable for FEA. However, analysis-suitable models are

not automatically created or readily meshed from CAD geometry, and there are many

time consuming steps involved. Transfering information between CAD and numerical

computation of solutions as well as processing transferred data to fit the respective

requirements can be a very costly procedure in practical applications. IGA aims

at breaking down the barriers between engineering design and analysis. By directly

using the geometry representation from CAD, IGA integrates methods for analysis

and CAD into a single, unified process.

2.1.1 Knot Vector

A Knot vector in one dimension is a non-decreasing set of coordinates in the pa-

rameter space, written Ξ = {ξ1, ξ2, ..., ξn+p+1} , where ξi ∈ R is the ith knot, i is the

knot index, i = 1, 2, ..., n+ p+ 1, p is the polynomial degree, k = p+ 1 is the order of

basis functions, and n is the number of basis functions used to construct the B-spline

curve. The knot vector represents the parameterization of the curve, determining the
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domain of the spline and the joins between the polynomial segments of the curve.

The knots partition the parameter space into elements. They are tied to the order

of the spline k, and the number of control points n + 1, but they also represent the

parameterization of the spline curve and the parameterization of each of the polyno-

mial segments of the spline. We can manipulate the knot vector in a number of ways.

In the case of B-splines, the functions are piecewise polynomials where the different

pieces join along knot lines. In this way the functions are C∞-continuous within an

element.

Knot vectors may be uniform if the knots are equally space in the parameter space.

If they are unequally space, the knot vector is non-uniform. Knot values may be

repeated, that is, more than one knot may take on the same value. The multiplicities

of knot values have important implications for the continuity of the basis function

across knots.

A knot vector is said to be open if its first and last knot values appear p + 1

times. Open knot vectors are the standard in the CAD literature. In one dimension,

basis functions formed from open knot vectors are interpolatory at the ends of the

parameter space.
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Figure 1: B-Spline functions Ni,4(u); i = 1, 2, · · · , 10 of order k = 4 for knot vector
Ni,4(ξ), Ξ = {0, 0, 0, 0, 0.3, 0.5, 0.5, 0.5, 0.8, 0.8, 1, 1, 1, 1}

2.1.2 B-splines

With a knot vector, the B-spline basis functions are defined recursively starting

with piecewise constants(p = 0):

Ni,1 =


1 if ξi ≤ ξ < ξi+1

0 otherwise

(8)

For p = 1, 2, 3, ..., they are defined by

Ni,p+1(ξ) =
ξ − ξi
ξi+p − ξi

Ni,p(ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1

Ni+1,p(ξ) (9)

This is referred to as the Cox-de Boor recursion formula[Cox, 1971; de Boor, 1972].

The results of applying (8) and (9) to an open knot vector

Ξ = {0, 0, 0, 0, 0.3, 0.5, 0.5, 0.5, 0.8, 0.8, 1, 1, 1, 1} are presented in Figure 1.

The B-spline basis functions are useful in design as well as in the Galerkin ap-

proximation for the higher-order equations since they have the following important
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properties:

• Ni,k(ξ) is non-negative for all i, k and u.

• Each polynomial Ni,k(ξ) has local support on [ξi, ξi+k).

• On any span [ξi, ξi+1), at most p + 1 basis functions of degree p are non-zero,

i.e, Ni−p,k(ξ), Ni−p+1,k(ξ), Ni−p+2,k(ξ), · · · , Ni,k(ξ).

• The sum of all non-zero degree p basis functions on span [ξi, ξi+1) is 1.

• B-spline functions are linearly independent.

• Ni,k(0) = Nn+p,k = 1.

• Basis function Ni,k(ξ) is a composite curve of degree p polynomials with joining

points at knots in [ξi.ξi+p+1).

• Partition of Unity property, that is
∑
Ni,k(ξ) = 1 for all ξ ∈ [0, 1]

B-spline Geometries Given n basis functions, Ni,p, i = 1, 2, ..., n and correspond-

ing control points Bi ∈ Rd, i = 1, 2, ..., n (vector-valued coefficients), a piecewise-

polynomial B-spline curve is given by

C(ξ) =
n∑
i=1

Ni,p(ξ)Bi

Given a control net Bi,j, i = 1, 2, ..., n, j = 1, 2, ...,m, polynomial order p and q, and

knot vectors Ξ = {ξ1, ξ2, ..., ξn+p+1}, and = = {η1, η2, ..., ηm+q+1}, a tensor product

B-spline surface is defined by

S(ξ, η) =
n∑
i=1

m∑
j=1

Ni,p(ξ)Mj,q(η)Bi,j
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Figure 2: B-spline curve and control points

where Ni,p(ξ) and Mj,q(η) are univariate B-spline basis functions of order p and q,

corresponding to knot vectors Ξ and =, respectively.

B-spline geometries have following properties:

• Affine covariance, the ability to apply an affine transformation to a curve by

applying it directly to the control points

• A curve will have at least as many continuous derivatives across an element

boundary as its basis functions have across the corresponding knot value.

• Moving a single control point can affect the geometry of no more than p + 1

elements of the curve.

• B-spline curve is completely contained within the convex hull defined by its

control points.
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• As the polynomial order increases, the curve become smoother and the effect

of each individual control point is diminished.

• B-spline curves also possess a variation diminishing property.(no variation di-

minishing property for surface)

2.1.3 NURBS

Non-Uniform Rational B-Splines (NURBS) are powerful extension of B-splines.

They are also defined by their order, a knot vector, and a set of control points, but

unlike simple B-splines, each of the control points has a weight. When the weights are

equal to 1, NURBS are simply B-splines. NURBS are the standard for surface model-

ing in much of computer graphics and computer aided design. Non-uniform rational

B-spline surfaces, which have additional degrees of freedom, are much more flexible

than B-spline surfaces. NURBS can exactly reproduce the conic surfaces, whereas

B-spline surfaces can only approximate them. NURBS allow modeling systems to use

a single internal representation for a wide range of curves and surfaces, from straight

lines and flat planes to precise circles and spheres. [32]

Define weighting function

W (ξ) =
n∑
i=1

Ni,p(ξ)wi

where wi is the ith weight. NURBS basis is given by

Rp
i (ξ) =

Ni,p(ξ)wi
W (ξ)

=
Ni,p(ξ)wi∑n
î=1Nî,p(ξ)wî
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which is clearly a piecewise rational function. A NURBS curve is defined by

C(ξ) =
n∑
i=1

Rp
i (ξ)Bi

Rational surfaces and solids are defined analogously in terms of the rational basis

functions

Rp,q
i,j (ξ, η) =

Ni,p(ξ)Mj,q(η)wi,j∑n
î=1

∑m
ĵ=1 Nî,p(ξ)Mĵ,q(η)wî,ĵ

Rp,q,r
i,j,k (ξ, η, ζ) =

Ni,p(ξ)Mj,q(η)Lk,r(ζ)wi,j,k∑n
î=1

∑m
ĵ=1

∑l
k̂=1Nî,p(ξ)Mĵ,q(η)Lk̂,r(ζ)wî,ĵ,k̂

The NURBS functions have the same properties as B-splines, and are capable of

representing a wider class of geometries.

2.2 Refinements

The B-spline basis functions can be enriched by three types of refinements: knot

insertion, degree elevation or degree and continuity elevation. We have control over

the element size, the order of the basis, and the continuity of the basis.

2.2.1 Knot Insertion

Given a knot vector Ξ = {ξi, ξ2, ..., ξn+p+1}, a new knot may be added into the

existing knot vector without changing the geometry of the curve. We have an extended

knot vector Ξ̄ = {ξ̄1 = ξ1, ξ̄2, ..., ξ̄n+m+p+1 = ξn+p+1}, such that Ξ ⊂ Ξ̄ as shown

in Figure 3. This new knot can be equal to an existing one and in this case the

multiplicity of that knot is increased by one. The new n + m basis functions are

formed by applying the Cox-de Boor recursion formula and the new n + m control
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(a) (b)

Figure 3: Knot Insertion (a) Initial B-Spline basis functions Ni,3(ξ); i = 1, · · · , 4
of order k = 3 for knot vector Ξ = {0, 0, 0, 0.5, 1, 1, 1} (b) B-Spline basis functions
Ni,3(ξ); i = 1, · · · , 6 of order k = 3 after knot insertion with knot vector Ξ =
{0, 0, 0, 0.3, 0.5, 0.8, 1, 1, 1}

points are formed from linear combinations of the original control points by

B̄ = T pB

where

T 0
ij =


1 ξ̄i ∈ [ξj, ξj+1)

0 otherwise

T q+1
ij =

ξ̄i+q − ξj
ξj+q − ξj

T qij +
ξj+q+1 − ξ̄i+q
ξj+q+1 − ξj+1

T qij+1 for q = 0, 1, 2, ..., p− 1

This process may be repeated to enrich the solution space by adding more basis

functions of the same order while leaving the curve unchanged. This results in a

new spline space with more B-splines and therefore more flexibility than the original

spline space. The control polygon will also have moved closer to the spline itself. By
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inserting sufficiently many knots, we can make the distance between the spline and

its control polygon as small as we wish, which has obvious advantages for practical

computations.

Insertion of new knot values has similarities with the classical h-refinement strategy

in finite element analysis [1]. However, it differs in the number of new functions and in

the continuity of the basis across the newly created element boundaries. To perfectly

replicate h-refinement, one would need to insert each of the new knot values p times

so that the functions will be C0-continuous across the new boundary.

2.2.2 Degree Elevation

Degree elevation increases the degree of a curve without changing the geometry of

the curve as seen in the Figure 4 . Although higher degree basis functions require

longer time to process, they do have higher flexibility for designing shapes. This

flexibility leads us to a new higher-order technique that is unique to isogeometric

analysis. Therefore, it would be very helpful to increase the degree of a basis function

without changing its shape. The basis functions of order p have p −mi continuous

derivatives across knot ξi , where mi is the multiplicity of the value of ξi in the

knot vector. When p is increased, mi must also be increased if we are to preserve

the discontinuities in the various derivatives already existing in the original curve.

During order elevation, the multiplicity of each knot value is increased by one, but

no new knot values are added. As with knot insertion, neither the geometry nor the

parameterization are changed.

Degree elevation can be used repeatedly as long as the system permits. As the
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degree increases, the number of control points increases. Moreover, the shape of the

curve is not changed as its degree increases, and the control polygon moves closer and

closer to the curve. Eventually, as the degree keeps increasing to infinity, the control

polygon approaches to the curve and has it as a limiting position.

Degree elevation clearly has much in common with the classical p-refinement strat-

egy in finite element analysis as it increases the polynomial order of the basis. The

major difference is that p-refinement always begins with a basis that is C0-continuous

everywhere, while degree elevation is compatible with any combination of continuities

that exist in the unrefined B-spline mesh.

(a) (b)

Figure 4: Degree Elevation (a) Initial B-Spline basis functions Ni,3(ξ); i = 1, · · · , 4
of order k = 3 for knot vector Ξ = {0, 0, 0, 0.5, 1, 1, 1} (b) B-Spline basis functions
Ni,4(ξ); i = 1, · · · , 6 of order k = 4 after degree elevation with knot vector Ξ =
{0, 0, 0, 0, 0.5, 0.5, 1, 1, 1, 1}
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(a) (b)

Figure 5: k-refinement (a) Initial B-Spline basis functions Ni,3(ξ); i = 1, · · · , 4
of order k = 3 for knot vector Ξ = {0, 0, 0, 0.5, 1, 1, 1} (b) B-Spline basis func-
tions Ni,4(ξ); i = 1, · · · , 8 of order k = 4 after k-refinement with knot vector
Ξ = {0, 0, 0, 0, 0.3, 0.5, 0.5, 0.8, 1, 1, 1, 1}

2.2.3 k-refinement

We can insert new knot values with multiplicities equal to one to define new ele-

ments across whose boundaries functions will be Cp−1-continuous. We can also repeat

existing knot values to lower the continuity of the basis across existing element bound-

aries. This makes knot insertion a more flexible process than simple h-refinement,

Similarly, we have a more flexible higher-order refinement as well.

In the k-refinement, we elevate the degree as well as we insert a new knot without

changing the shape of the curve. This has no equivalent refinement in the standard

FEA. First we increase the degree of the curve and also increase the multiplicity of

all intermediate knot values so the continuity of the curve does not change at these

specific knots, and then we insert a new knot as shown in the Figure 5.
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Note that pure k−refinement, where all functions maintain maximal Cp−1-continuity

across element boundaries, is only possible if the coarsest mesh is comprised of a sin-

gle element. If the initial mesh places constraints on the continuity across certain

element boundaries, these constraints will exist on all meshes. In general, though

some such constraints will exist, the number of elements desired for analysis will be

much higher than the number needed for modeling the geometry. Refinements may

be performed such that the functions have p − 1 continuous derivatives across these

new element boundaries and the benefits of k-refinement will still be significant.

2.3 Partition of Unity

2.3.1 Partition of Unity Functions

Let Ω̄ is the closure of Ω ⊂ Rd. The vector space C(Ω̄) is defined by

C(Ω̄) = {φ ∈ Cm(Ω) | Dαφ : bounded and uniformly continuous on Ω

for |α| = α1 + ...+ αd ≤ m}

A function φ ∈ Cm(Ω) is said to be a Cm -continuous function. If Ψ is a function

defined on Ω, the support of Ψ is defined as

suppΨ = {x ∈ Ω | Ψ(x) 6= 0}

For an integer k ≥ 0, the Sobolev space Hk(Ω) is defined by

Hk(Ω) = {v ∈ L2 | Dαv ∈ L2, ∀|α| ≤ k}
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The norm and semi-norm are defined for u ∈ Hk(Ω) as followings:

‖u‖k,Ω = (
∑
|α|≤k

∫
Ω

|∂αu|2dx)1/2

‖u‖k,∞,Ω = max|α|≤k{ess.sup|∂αu(x), x ∈ Ω}

|u|k,Ω = (
∑
|α|=k

∫
Ω

|∂αu|2dx)1/2

|u|k,∞,Ω = max|α|=k{ess.sup|∂αu(x), x ∈ Ω}

A family {Uk : open subsets of Rd | k ∈ D} is said to be a point finite open covering

of Ω ⊂ Rd if there is M such that any x ∈ Ω lies in at most M of the open sets Uk

and Ω ⊆
⋃
k∈D

Uk.

For a point finite open covering {Uk | k ∈ D} of a domain, suppose there is a family

of Lipschitz functions {φk | k ∈ D} on Ω satisfying the following conditions:

• For k ∈ D, 0 ≤ φk(x) ≤ 1, x ∈ Rd

• The support of φi is contained in Ūk, for each k ∈ D

•
∑

k∈D φk(x) = 1 for each x ∈ Ω

Then {φk | k ∈ D} is called a partition of unity (PU) subordinate to the covering

{Uk | k ∈ D}. The covering sets {Uk} are called patches.

A weight function, or window function, is a non-negative continuous function with

compact support and is denoted by w(x). Consider the following conical window

function: For x ∈ R,

w(x) =


(1− x2)l, |x| ≤ 1

0, |x| > 1
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where l is an integer. w(x) is z Cl−1-continuous function. In Rd the weight func-

tion w(x) can be constructed from a one dimensional weight function as w(x) =∏d
i=1w(xi), where x = (x1, ..., xd). We use the normalized window function defined

by

wlδ(x) = Aw(
x

δ
), A =

(2l + 1)!

22l+1(l!)2δ
(10)

where A is the constant such that
∫
Rw

l
δ(x)dx = 1; refer to [16].

2.3.2 Flat-top Partition of Unity Functions

We first review one dimensional flat-top partition of unity functions; refer to [25]

and [27]. For any positive integer n, Cn−1-continuous piecewise polynomial basic PU

functions were constructed as follows: For integers n ≥ 1, we define a piecewise

polynomial function by

φ(pp)
gn (x) =



φLgn(x) = (1 + x)ngn(x), x ∈ [−1, 0]

φRgn(x) = (1− x)ngn(−x), x ∈ [0, 1]

0, |x| ≥ 1

(11)

where gn(x) = a
(n)
0 + a

(n)
1 (−x) + a

(n)
2 (−x)2 + ...,+a

(n)
n−1(−x)n−1 whose coefficients are

inductively constructed by the following recursion formula:

a
(n)
k =



1, k = 0

∑k
j=0 a

(n−1)
j , 0 < k ≤ n− 2

2(a
(n)
n−2), k = n− 1
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Figure 6: Reference PU functions φ
(pp)
gn with respect to various regularities

φ
(pp)
gn is depicted in Figure 6 for various regularities.

The φ
(pp)
gn has the following properties; refer to [16]

•

φ(pp)
gn (x) + φ(pp)

gn (x− 1) = 1, ∀x ∈ [0, 1] (12)

Hence {φ(pp)
gn (x− j) | j ∈ Z} is a partition of unity on R.

• φ(pp)
gn is a Cn−1-continuous function.

We can construct Cn−1-continuous flat-top PU function whose support is [a− δ, b+ δ]

with a+ δ < b− δ by the basic PU function φ
(pp)
gn .

ψ
(δ,n−1)
[a,b] (x) =



φLgn(
x− (a+ δ)

2δ
), x ∈ [a− δ, a+ δ]

1, x ∈ [a+ δ, b− δ]

φRgn(
x− (b− δ)

2δ
), x ∈ [b− δ, b+ δ]

0, x /∈ [a− δ, b+ δ]

(13)

In order to make a PU function a flat-top, we assume δ ≤ b− a
3

. See the Figure 7.

This flat-top PU function ψ
(δ,n−1)
[a,b] is the convolution of the characteristic function
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ΦL
gn ΦR

gn

b− δ b+ δa+ δa− δ

flat-top

x

Figure 7: Flat-top PU function ψ
(δ,n−1)
[a,b] (x)

χ[a,b] and the scaled window function wnδ , that is,

ψ
(δ,n−1)
[a,b] = χ[a,b](x) ∗ wnδ (x)

By the first property of PU function φ
(pp)
gn ,

φRgn(ξ) + φLgn(ξ − 1) = 1, ξ ∈ [0, 1]

If ϕ : [−δ, δ]→ [0, 1] is defined by

ϕ(x) =
x+ δ

2δ

then we have

φRgn(ϕ(x)) + φLgn(ϕ(x)− 1) = 1, ξ ∈ [−δ, δ]

Construction of flat-top partition of unity functions

The flat-top PU function (13) can be constructed by either convolution or B-spline

functions as follows:

• PU functions constructed by convolutions: The flat-top PU function (13)

can be constructed by convolution, ψ
(δ,n−1)
[a,b] (x) = χ[a,b](x) ∗ wnδ (x), the convo-

lution of the characteristic function χ[a,b] and the scaled window function wnδ
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defined by (10). The characteristic function is defined by

χ[a,b](x) =


1 if x ∈ [a, b],

0 if x /∈ [a, b].

• PU functions constructed by B-splines: Using the partition of unity prop-

erty of the B-splines,

the PU function (13) can also be constructed by B-spline functions.

1. For C1-continuous piecewise polynomial flat-top PU functions, letNi,4(x), i =

1, . . . , 12 be B-splines of degree 3 that correspond to the open knot vector:

{
0, .., 0︸ ︷︷ ︸

4

, a− δ, a− δ︸ ︷︷ ︸
2

, a+ δ, a+ δ︸ ︷︷ ︸
2

, b− δ, b− δ︸ ︷︷ ︸
2

, b+ δ, b+ δ︸ ︷︷ ︸
2

, 1, .., 1︸ ︷︷ ︸
4

}

A polynomial P3(x) of degree 3 defined on [a− δ, a+ δ] is uniquely deter-

mined by four constraints:

P3(a− δ) = 0, P3(a+ δ) = 1

d

dx
P3(a− δ) =

d

dx
P3(a+ δ) = 0

φLg2(
x− (a+ δ)

2δ
) satisfies the four constraints and also N5,4(x) + N6,4(x)

satisfies the four constraints. Therefore, we have

φLg2(
x− (a+ δ)

2δ
) = N5,4(x) +N6,4(x), for x ∈ [a− δ, a+ δ].

Similarly, we have

φRg2(
x− (b− δ)

2δ
) = N7,4(x) +N8,4(x), for x ∈ [b− δ, b+ δ].
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Using the partition of unity property of B-splines, we have

N5,4(x) +N6,4(x) +N7,4(x) +N8,4(x) = 1, for x ∈ [a+ δ, b− δ].

2. For C2-continuous piecewise polynomial flat-top PU functions, letNi,6(x), i =

1, . . . , 18, be B-splines of degree 5 corresponding to the open knot vector,

{
0, .., 0︸ ︷︷ ︸

6

, a− δ, .., a− δ︸ ︷︷ ︸
3

, a+ δ, .., a+ δ︸ ︷︷ ︸
3

, b− δ, .., b− δ︸ ︷︷ ︸
3

, b+ δ, .., b+ δ︸ ︷︷ ︸
3

, 1, .., 1︸ ︷︷ ︸
6

}
.

A polynomial P5(x) of degree 5 defined on [a− δ, a+ δ] is uniquely deter-

mined by six constraints: three at a− δ and three at a+ δ,

P5(a− δ) = 0, P5(a+ δ) = 1

d

dx
P5(a− δ) =

d

dx
P5(a+ δ) = 0

d2

dx2
P5(a− δ) =

d2

dx2
P5(a+ δ) = 0

φLg3(
x−(a+δ)

2δ
) satisfies the six constraints and N7,6(x)+N8,6(x)+N9,6(x) also

satisfies the six constraints. Therefore, we have

φLg3(
x− (a+ δ)

2δ
) = N7,6(x) +N8,6(x) +N9,6(x), for x ∈ [a− δ, a+ δ]

Similarly, we have

φRg3(
x− (b− δ)

2δ
) = N10,6(x) +N11,6(x) +N12,6, for x ∈ [b− δ, b+ δ]

Moreover, we have

N7,6(x)+N8,6(x)+N9,6(x)+N10,6(x)+N11,6(x)+N12,6 = 1, for x ∈ [a+δ, b−δ].
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3. In general, for each n, the Cn−1-continuous piecewise polynomial flat-

top PU function can be constructed by the B-splines of degree 2n − 1,

Ni,2n(x), i = 1, . . . , 6n, corresponding to the open knot vector:

{
0, .., 0︸ ︷︷ ︸

2n

, a− δ, .., a− δ︸ ︷︷ ︸
n

, a+ δ, .., a+ δ︸ ︷︷ ︸
n

, b− δ, .., b− δ︸ ︷︷ ︸
n

, b+ δ, .., b+ δ︸ ︷︷ ︸
n

, 1, .., 1︸ ︷︷ ︸
2n

}
.

We have

ψ
(δ,n−1)
[a,b] (x) =



∑n
k=1 N2n+k,2n(x) if x ∈ [a− δ, a+ δ]∑2n
k=1 N2n+k,2n(x) = 1 if x ∈ [a+ δ, b− δ]∑n
k=1 N3n+k,2n(x) if x ∈ [b− δ, b+ δ]

0 if x /∈ [a− δ, b+ δ]

(14)

Since the two functions φRgn and φLgn defined by (11), satisfy the following relation:

φRgn(ξ) + φLgn(ξ − 1) = 1, for ξ ∈ [0, 1],

if ϕ : [−δ, δ]→ [0, 1] is defined by

ϕ(x) = (x+ δ)/(2δ),

then we have

φRgn(ϕ(x)) + φLgn(ϕ(x)− 1) = 1, for x ∈ [−δ, δ].

The gradient of the flat-top PU function ψ
(δ,n−1)
[a,b] is bounded as follows:

∣∣∣ d
dx

[
ψ

(δ,n−1)
[a,b] (x)

] ∣∣∣ ≤ C

2δ
(15)



CHAPTER 3: IMPLICITLY ENRICHED SCHWARZ METHODS

3.1 Domain Decomposition

We will concentrate on one special group of domain decomposition methods, namely

iterative domain decomposition methods using overlapping subdomains. The over-

lapping domain decomposition methods operate by an iterative procedure, where

the fourth-order problem is repeatedly solved within every subdomain. For each

subdomain, the artificial internal boundary condition is provided by its neighboring

subdomains. The convergence of the solution on these internal boundaries ensures

the convergence of the solution in the entire solution domain.

The alternating method was originally proposed by H. A. Schwarz [33] in 1870

as a technique to prove the existence of a solution to the Laplace equation on a

domain which is a combination of a rectangle and a circle. The idea was then used

and extendedby P. L. Lions [21], [22], [23] to parallel algorithms for solving partial

differential equations. Since then, many kind of domain decomposition methods have

been developed, to improve the performance of the classical domain decomposition

method. A modification of this method is known as Parallel Schwarz method.

In Schwarz Alternating method, the domain is divided into two overlapping subdo-

mains and the iterative procedure starts by taking one initial guess for the boundary

of the first subproblem. This method involves solving the boundary value problem on
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each of the two subdomains in turn, taking always the last values of the approximate

solution as the next boundary conditions. It is important to note that in Schwarz

Alternating method, the solution of the first problem is required before the second

problem can be solved. In Parallel Schwarz method, the domain is divided into two

overlapping subdomains and the iterative procedure starts by taking initial guesses

on each subdomain. In this case, the subproblems can be solved independently in

each iteration.

3.1.1 Schwarz Alternating Method

The Schwarz Alternating method is an iterative method based on solving alterna-

tively sub-problems in overlaying subdomains Ω1 and Ω2. It is sequential by nature

since the solution of the first problem is required to solve the second problem in each

iteration.

Consider the fourth-order problem
∆2u = f in Ω

u =
∂u

∂n
= 0 on ∂Ω

(16)

on a bounded Lipschitz region Ω with homogeneous clamped boundary conditions

on boundary ∂Ω. This domain is divided into two subdomains Ω1 and Ω2 with

artificial boundaries Γ1 and Γ2 respectively, as shown in Figure 8.

The Schwarz Alternating method gives us two subproblems:
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Figure 8: Overlapping subdomains with artificial boundaries



∆2uk+1
1 = f in Ω1

uk+1
1 =

∂uk+1
1

∂n
= 0 on ∂Ω1 \ Γ1

uk+1
1 = uk2 on Γ1

∂uk+1
1

∂n
=

∂uk2
∂n

on Γ1

(17)



∆2uk+1
2 = f in Ω2

uk+1
2 =

∂uk+1
2

∂n
= 0 on ∂Ω2 \ Γ2

uk+1
2 = uk+1

1 on Γ2

∂uk+1
2

∂n
=

∂uk+1
1

∂n
on Γ2

(18)

where k denotes the number of iterations. To start the iterative process, subproblem

(18) is first solve for k = 0 with some initial guess u0
2 on artificial boundary Γ1. The

iterations (17) and (18) are performed by updating uk+1
1 (x, y) and uk+1

2 (x, y), which

are most updated values of u1(x, y) and u2(x, y) respectively, until certain convergence

conditions are met.
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3.1.2 Additive(Parallel) Schwarz Method

Pierre-Louis Lions [22] proposed Parallel Schwarz method by doing small but es-

sential modification in Schwarz Alternating method which made the problem perfect

for parallel computing. The difference between the Alternating Schwarz and the

Additive(Parallel) methods is the way how the artificial boundary condition is up-

dated on Γ1 and Γ2. The Additive(Parallel) Schwarz method solves the fourth-order

problem(30) concurrently in subdomains Ω1 and Ω2 as follows:



∆2uk+1
1 = f in Ω1

uk+1
1 =

∂uk+1
1

∂n
= 0 on ∂Ω1 \ Γ1

uk+1
1 = uk2 on Γ1

∂uk+1
1

∂n
=

∂uk2
∂n

on Γ1

(19)



∆2uk+1
2 = f in Ω2

uk+1
2 =

∂uk+1
2

∂n
= 0 on ∂Ω2 \ Γ2

uk+1
2 = uk1 on Γ2

∂uk+1
2

∂n
=

∂uk1
∂n

on Γ2

(20)

To start this parallel process, subproblems (19) and (20) are solved together for

n = 0 step with two initial guesses u0
1 and u0

2 on artificial boundaries Γ1 and Γ2

respectively.

It should be noted that convergence property of Additive Schwarz method falls

behind that of the Schwarz Alternating method. Although the Additive Schwarz
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method suits well for parallel computing, its convergence property is inferior to that

of the Alternating Schwarz method. In case of convergence, the Additive Schwarz

method uses roughly twice as many iterations as that of the standard Alternating

Schwarz method. This is not surprising when the Schwarz methods are compared

with their linear system solver analogues; Alternating Schwarz is a block Gauss-

Seidel approach, whereas Additive Schwarz is a block Jacobi approach [6]. We will

extend the classical Alternating Schwarz method to more than two subdomains by

combining Alternating Schwarz method and Additive Schwarz method to keep the

required number of iterations small.

3.2 Implicitly Enriched Galerkin Method

Implicitly Enriched Galerkin method generates singular B-spline basis functions

through a geometric mapping from the reference domain onto the singular zone of

the physical domain. In other words, the pullback of the singularity into the refer-

ence domain by the geometric mapping becomes highly smooth. Since the proposed

method eliminates influence of singularity without using external singular basis func-

tions in the approximation space, singular integrals do not appear in computation

of stiffness matrices and load vectors. It also overcomes large condition number and

additional degrees of freedom caused by directly added enrichment functions.

For analysis of the fourth-order problems on irregular shaped domains, it is neces-

sary to use multipatches to reduce the problem on a complicated domain to a sequence

of problems on simple domains. However, it is hard to join two patches along their

interfaces. To avoid the difficulties in multi-pathes approaches, we combine Implicitly
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Enriched Galerkin method with Schwarz domain decomposition methods.

We applied our proposed Implicitly Enriched Schwarz methods to deal with two

dimensional fourth-order equations on non-convex domains such as square domain

with crack singularity and L-shaped domain.

In view of Grisvard’s results [15], the solution of fourth-order equation in cracked

domain with clamped boundary condition along the crack faces as follows:

If f ∈ P k
2 (Ω), i.e r−k+|α|Dαf ∈ L2(Ω), |α| ≤ k, then the solution of ∆2u = f

in cracked domain Ω is

u(r, θ) =
∑

1≤m<k+5/2

rm+1/2
(
λms

1
m + νms

2
m

)
+ ureg(r, θ) (21)

where

s1
m = sin(m+ 1/2)θ − 2m+ 1

2m− 3
sin(m− 3/2)θ,

s2
m = cos(m+ 1/2)θ − cos(m− 3/2)θ, ureg ∈ P k+4

2 (Ω).

Here λm, νm are constants. We construct test problems from this solution.

Pullback of the bilinear form for fourth-order problems onto the refer-

ence domain

We calculate the pullback of the Laplacian on the physical domain onto the ref-

erence domain for calculations of the stiffness matrix and the load vector of the

fourth-order problem.

Let Φ : Ω̂ −→ Ω be a mapping from the parameter space to the physical space
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defined by

Φ(ξ, η) = (x(ξ, η), y(ξ, η)),

and let

û = u ◦ Φ, ∇x = (∂x, ∂y)
T , ∇ξ = (∂ξ, ∂η)

T ,

where u is a differentiable function defined on Ω. Then we have

(∇xu) ◦ Φ = J(Φ)−1∇ξû or (22)

 ux ◦ Φ

uy ◦ Φ

 =
1

|J(Φ)|

 yη −yξ

−xη xξ


 ûξ

ûη

 =

 J−1
11 J−1

12

J−1
21 J−1

22


 ûξ

ûη

 .
Using (22), we have

(∇xux) ◦ Φ = J(Φ)−1∇ξ(ux ◦ Φ)

= J(Φ)−1∇ξ(J
−1
11 ûξ + J−1

12 ûη) (23)

 uxx ◦ Φ

uxy ◦ Φ

 = J(Φ)−1

 (J−1
11 ûξ + J−1

12 ûη)ξ

(J−1
11 ûξ + J−1

12 ûη)η


Similarly, we have

(∇xuy) ◦ Φ = J(Φ)−1∇ξ(uy ◦ Φ)

= J(Φ)−1∇ξ(J
−1
21 ûξ + J−1

22 ûη) (24)

 uyx ◦ Φ

uyy ◦ Φ

 = J(Φ)−1

 (J−1
21 ûξ + J−1

22 ûη)ξ

(J−1
21 ûξ + J−1

22 ûη)η


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Let ϕ(x, y) = ϕ̂ ◦ Φ−1(x, y). Then

(∂xxϕ) ◦ Φ = J−1
11

∂

∂ξ
(J−1

11

∂

∂ξ
ϕ̂+ J−1

12

∂

∂η
ϕ̂) + J−1

12

∂

∂η
(J−1

11

∂

∂ξ
ϕ̂+ J−1

12

∂

∂η
ϕ̂)

(∂yyϕ) ◦ Φ = J−1
21

∂

∂ξ
(J−1

21

∂

∂ξ
ϕ̂+ J−1

22

∂

∂η
ϕ̂) + J−1

22

∂

∂η
(J−1

21

∂

∂ξ
ϕ̂+ J−1

22

∂

∂η
ϕ̂)

(∂xyϕ) ◦ Φ = J−1
21

∂

∂ξ
(J−1

11

∂

∂ξ
ϕ̂+ J−1

12

∂

∂η
ϕ̂) + J−1

22

∂

∂η
(J−1

11

∂

∂ξ
ϕ̂+ J−1

12

∂

∂η
ϕ̂)

(∂yxϕ) ◦ Φ = J−1
11

∂

∂ξ
(J−1

21

∂

∂ξ
ϕ̂+ J−1

22

∂

∂η
ϕ̂) + J−1

12

∂

∂η
(J−1

21

∂

∂ξ
ϕ̂+ J−1

22

∂

∂η
ϕ̂)

(25)

It is worthwhile to note that ∆ϕ ◦ Φ of (25) is different from the simplified form

shown in [34] that does not hold for general cases.

For u, v ∈ VΩ, we can calculate the entries in stiffness matrix Bi(u, v) and load

vector Fi(v) for each subdomain Ωi with corresponding geometric mapping Fi : Ω̂→

Ωi as follows:

Let 4xy =
∂2

∂x2
+

∂2

∂y2
and f(x, y) = ∆2u, then ∀u, v ∈ VFi

B(u, v) =

∫ 1

0

∫ 1

0

(∆xyu) ◦ Fi · (∆xyv) ◦ Fi · |J(Fi)|dξdη

F(v) =

∫ 1

0

∫ 1

0

f(Fi(ξ, η)) · v̂ · |J(Fi)|dξdη.

3.3 Modification of Basis Functions and Assigning Boundary Conditions

In case we divide physical domain into several patches and assemble B-spline func-

tions constructed on each patch in a patchwise manner, then the derivatives of assem-

bled B-spline functions could be discontinuous along the patch boundaries. So some

modifications are required in order to make them continuous. These modified B-spline

basis functions are linearly independent and their first derivatives are zero at both

ends except for the second and the second last basis functions. Since C1-continuous

B-spline functions are not interpolant, assigning homogeneous and non-homogeneous
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clamped boundary conditions for fourth-order equation has some limitations. To im-

pose the homogeneous boundary conditions, we discard first two and last two basis

functions. To impose the non-homogeneous boundary conditions, we modify first two

basis functions N̂f1,p+1(ξ),N̂f2,p+1(ξ) and last two basis functions N̂l1,p+1(ξ),N̂l2,p+1(ξ)

in the following way:

Let Ni,p+1(ξ), i = 1, . . . ,m, be Cp−1-continuous B-spline functions of degree p cor-

responding to the knot vectors. In what follows, we denote the first, the second, the

second last, and the last of basis functions Ni,p+1(ξ), i = 1, . . . ,m, respectively, as

follows:

Nf1,p+1(ξ), Nf2,p+1(ξ), Nl2,p+1(ξ), Nl1,p+1(ξ)



N∗f1,p+1(ξ) = Nf1,p+1(ξ) +Nf2,p+1(ξ) = [(1− ξ)p−1(1 + (p− 1)ξ)]

N∗f2,p+1(ξ) = Nf2,p+1(ξ)/(
d

dξ
Nf2,p+1)(0)

N∗l1,p+1(ξ) = Nl1,p+1(ξ) +Nl2,p+1(ξ) = [ξp−1(p− (p− 1)ξ)]

N∗l2,p+1(ξ) = Nl2,p+1(ξ)/(
d

dξ
Nl2,p+1)(1)

(26)

Then, the modified B-spline functions have the following properties at the end points

0 and 1: 

N∗f1,p+1(0) = 1 , (
d

dξ
N∗f1,p+1)(0) = 0

N∗f2,p+1(0) = 0 , (
d

dξ
N∗f2,p+1)(0) = 1

N∗l1,p+1(1) = 1 , (
d

dξ
N∗l1,p+1)(1) = 0

N∗l2,p+1(1) = 0 , (
d

dξ
N∗l2,p+1)(1) = 1

(27)

After B-spline basis functions are modified, non-homogenuous Dirichlet and Neu-
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mann boundary conditions are externally imposed by using the Least Squares Method.

3.4 Affect of Overlapping Size

The numerical Schwarz algorithm is essentially same as the block Gauss-Seidel

method for a modified matrix equation which has the same solution as the original

finite element and finite difference equations of the elliptic partial differential equation.

The relationship between the convergence of Schwarz Alternating Method and the

area of overlap has been observed previously. An attempt to derive the theoretical

convergence rate of the method for linear elliptic problems was made by Evans et

al. [11] , Evans et al. [12], and Li-Shan and Evans [13]. It was shown analytically

as well as numerically that the convergence rate of the Schwarz Alternating method

increases with the size of the overlap region. In [24], it was proven that the method

converges geometrically, and the numerical convergence of the method as a function

of overlap size was also investigated. In [29], they showed how overlapping affects the

convergence of the Schwarz Alternating Method for model problems in p-dimensional

case. The convergence rate was also found to be exponential in both the amount of

overlap and in the number of regions.



CHAPTER 4: NON-SINGULAR FOURTH-ORDER ELLIPTIC EQUATIONS

4.1 1D Non-singular Elliptic Problems

Figure 9: 1D physical domain Ω

Example 1. Consider 1D non-singular fourth-order problem on domain Ω = [0, 2]
u(4)(x) = f(x) in (0, 2)

u(0) = u
′
(0) = 0

u(2) = u
′
(2) = 0

with the exact solution u(x) = (2− x)2x2.

Domain Ω = [0, 2] is subdivided into Ω1 = [0, 1] and Ω2 = [a, 2] for 0 < a < 1. We

define the following smooth linear mappings F1 and F2 which map parameter space

to physical subspaces Ω1 and Ω2, respectively:

F1 : Ω̂ = [0, 1]→ Ω1 = [0, 1] such that F1(ξ) = ξ (28)

F2 : Ω̂ = [0, 1]→ Ω2 = [a, 2] such that F2(ξ) = (2− a)ξ + a (29)
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Modified approximation spaces: V̂F1 = {M̂k(ξ) : k = 3, . . . , 2q + 1},

V̂F2 = {N̂k(ξ) : k = 1, . . . , 2q − 1},

where M̂k,q+1 and N̂k,q+1 are B-splines corresponding to the following knot vector:

{0 . . . 0︸ ︷︷ ︸
q+1

, 1/(q + 1)︸ ︷︷ ︸
1

, 2/(q + 1)︸ ︷︷ ︸
1

, . . . , q/(q + 1)︸ ︷︷ ︸
1

1 . . . 1︸ ︷︷ ︸
q+1

}.

To satisfy homogeneous clamped BC, the first two of M̂k,q+1 and the last two

of N̂k,q+1 B-spline functions are discarded.

To satisfy artificial BC, the last two of M̂k,q+1 and the first two of N̂k,q+1 B-spline

functions are modified such that

M̂∗
2q+1,q+1(ξ) = ξ5(6− 5ξ)

M̂∗
2q,q+1(ξ) =

M̂2q,q+1(ξ)

M̂
′
2q,q+1(1)

N̂∗1,q+1(ξ) = (1− ξ)5(1 + 6ξ)

N̂∗2,q+1(ξ) =
N̂2,q+1(ξ)

N̂
′
2,q+1(0)

This problem is solved for different overlapping sizes to verify the affect of overlap-

ping size on the required number of iterations for desired accuracy. As we expected,

Figure 10(b) shows that larger overlapping domain region requires smaller number of

iterations to converge.

Example 2. Consider 1D non-singular problem on domain Ω = [0, 2]
u(4)(x) = f(x) in (0, 2)

u(0) = u
′
(0) = 0

u(2) = u
′
(2) = 0
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(a) (b)

Figure 10: 1D fourth-order problem whose true solution is a polynomial function
(a)Relative Error in the maximum norm with fixed overlapping size a=0.5 for basis
functions with different degrees p=4,5, and 6, (b)Relation betwen number of iterations
and overlapping size between subdomains for the fixed degree p=8

with the exact solution u(x) = ex(2− x)2x2.

We consider same smooth linear mappings F1 and F2, defined in the previous ex-

ample, which map the parameter space to physical subspaces Ω1 and Ω2, respectively

where Ω1 = [0, 1] and Ω2 = [a, 2] for 0 < a < 1. Example 2 is solved with respect to

various sizes of the overlapping subdomains with initial guess 0 on artificial boundary

Table 1: Relative errors in the maximum norm of numerical solutions of 1D fourth-
order problem whose true solution is a polynomial function for basis functions with
different degrees for the fixed overlapping size a=0.5

Degree DOF Iterations ‖RelErr‖Max

4 14 22 7.9547E-003
5 18 41 8.6046E-005
6 22 141 9.1039E-015
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x = a. Relative errors in the maximum norm versus basis functions of various degrees

are depicted in Figure 11(a) and in Table 2.

If the size of the overlapping region is increased, then the solution acquired in the

first step was very close to the true solution. Hence it required a small number of

iterations and thus had smaller convergence rate as shown in Figure 11(b).

(a) (b)

Figure 11: 1D fourth-order problem whose true solution is an exponential function
(a)Relative Error in the maximum norm with fixed overlapping size a=0.5 for ba-
sis functions with different degrees p=4,5,6,7, and 8 (b)Relation betwen number of
iterations and overlapping size between subdomains for the fixed degree p=8

4.2 2D Fourth-order Problem on a Rectangular Domain with Vertical Interface

Example 3. Consider the test problem on the domain Ω = [0, 2]× [0, 1]
∆2u = f in Ω

u =
∂u

∂n
= 0 on ∂Ω

whose true solution is u(x, y) = (2x− x2)2.(y2 − y)2.
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Table 2: Relative errors in the maximum norm of numerical solutions of 1D fourth-
order problem whose true solution is an exponential function for basis functions with
different degrees for the fixed overlapping size a=0.5

Degree DOF Iterations ‖RelErr‖Max

4 28 22 5.8153E-003
5 36 43 8.7332E-005
6 44 52 4.7264E-006
7 52 77 6.4140E-008
8 60 106 8.9628E-010

Figure 12: Rectangular domain with vertical interface

Suppose Ω is decomposed into Ω1 = [0, 1] × [0, 1], Ω2 = [a, 2] × [0, 1], 0 < a < 1.

Then, the linear patch mappings F1 : Ω̂ → Ω1 and F2 : Ω̂ → Ω2 where Ω̂ = [0, 1] ×

[0, 1], are defined as follows:

F1 : Ω̂→ Ω1 and F1(ξ, η) = (x(ξ, η), y(ξ, η)) where

F1(ξ, η) =


x(ξ, η) = ξ

y(ξ, η) = η

F2 : Ω̂→ Ω2 and F2(ξ, η) = (x(ξ, η), y(ξ, η)) where

F2(ξ, η) =


x(ξ, η) = (2− a)ξ + a

y(ξ, η) = η
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Modified approximation space:

V̂F1 = {N̂i,q+1(ξ) · M̂j,q+1(η) : i = 3, . . . , 2q + 1; j = 3, · · · , 2q − 1}.

where M̂k,q+1 and N̂k,q+1 are B-splines corresponding to the following knot vector:

{0 . . . 0︸ ︷︷ ︸
q+1

, 1/(q + 1)︸ ︷︷ ︸
1

, 2/(q + 1)︸ ︷︷ ︸
1

, . . . , q/(q + 1)︸ ︷︷ ︸
1

1 . . . 1︸ ︷︷ ︸
q+1

}.

• To satisfy homogeneous clamped BC, the first two of N̂k,q+1(ξ) and the first

and last two of M̂k,q+1(η) B-spline functions were discarded.

• To assign non-homogeneous artificial BC, the last two of N̂k,q+1(ξ) were mod-

ified.

V̂F2 = {N̂i,p+1(ξ) · M̂j,q+1(η) : i = 1, . . . , 2q − 1; j = 3, · · · , 2q − 1}.

where M̂k,q+1 and N̂k,q+1 are B-splines corresponding to the following knot vector:

{0 . . . 0︸ ︷︷ ︸
q+1

, 1/(q + 1)︸ ︷︷ ︸
1

, 2/(q + 1)︸ ︷︷ ︸
1

, . . . , q/(q + 1)︸ ︷︷ ︸
1

1 . . . 1︸ ︷︷ ︸
q+1

}.

• To satisfy homogeneous clamped BC, the last two of N̂k,q+1(ξ) and the first

and last two of M̂k,q+1(η) B-spline functions were discarded.

• To assign non-homogeneous artificial BC, the first two of N̂k,q+1(ξ) were mod-

ified.

Applying the Schwarz Alternating method with Mapping Method to Example 3,

we have the numerical results obtained by using basis functions of different degrees

in Table 3 and Figure 13(a). This probem is solved for different overlapping regions.

Like in one-dimensional case, the number of iterations required to get the solution



43

of desired accuracy is dependent upon the size of the overlapping region but not on

the location of artificial boundaries. The relative errors in the maximum norm for

different overlapping sizes are shown in Figure 13(b). Note that for results in Figure

13(b), the degree of the basis functions are fixed. Therefore, no extra cost is required.

(a) (b)

Figure 13: 2D fourth-order problem on a rectangular domain with vertical interface
(a)Relative errors in the maximum norm for basis functions with degrees p=4,5,...,
and 10 for fixed overlapping size a=0.5.(Table 3), (b)Relation between number of
iterations and overlapping size between subdomains for the fixed degree p=8.

4.3 2D Fourth-order Problem on a Rectangular Domain with Slanted Interface

Example 4. This test problem is on the domain Ω = [0, 2]× [0, 1]
∆2u = f in Ω

u =
∂u

∂n
= 0 on ∂Ω

with the exact solution: u(x, y) = (x2 − 2x)2(y2 − y)2.

The linear patch mappings F1 and F2 onto two patches are defined as follows:
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Table 3: Relative errors in the maximum norm of numerical solutions of 2D fourth-
order problem on a rectangular domain with vertical interface for basis functions with
different degrees p=4,5,..., and 10 for the fixed overlapping size a=0.5

Degree DOF Iterations ‖RelErr‖Max

4 14 8 1.02E-004
5 36 10 3.46E-006
6 66 10 5.37E-007
7 106 13 1.10E-008
8 150 15 6.19E-009
9 204 17 1.99E-010
10 266 15 2.43E-011

Figure 14: Rectangular domain with slanted interface

F1 : Ω̂→ Ω1 and F1(ξ, η) = (x(ξ, η), y(ξ, η)) where

F1(ξ, η) =


x(ξ, η) = 1.2ξ − 0.4ξη

y(ξ, η) = η

F2 : Ω̂→ Ω2 and F2(ξ, η) = (x(ξ, η), y(ξ, η)) where

F2(ξ, η) =


x(ξ, η) = (2− a)ξ + a

y(ξ, η) = η



45

(a) (b)

Figure 15: 2D fourth-order problem on a rectangular domain with slanted interface
(a)Relative Errors obtained by using Additive Schwarz Method for basis functions
with different degrees, (b)Relative Errors obtained by using Schwarz Alternating
Method for basis functions with different degrees

Modified approximation space:

V̂F1 = {N̂i,q+1(ξ) · M̂j,q+1(η) : i = 3, . . . , 2q + 1; j = 3, · · · , 2q − 1}.

where M̂k,q+1 and N̂k,q+1 are B-splines corresponding to the following knot vector:

{0 . . . 0︸ ︷︷ ︸
q+1

, 1/(q + 1)︸ ︷︷ ︸
1

, 2/(q + 1)︸ ︷︷ ︸
1

, . . . , q/(q + 1)︸ ︷︷ ︸
1

1 . . . 1︸ ︷︷ ︸
q+1

}.

• To satisfy homogeneous clamped BC, the first two of N̂k,q+1(ξ) and the first

and last two of M̂k,q+1(η) B-spline functions were discarded.

• To satisfy non-homogeneous artificial BC, the last two of N̂k,q+1(ξ) were mod-

ified.

V̂F2 = {N̂i,p+1(ξ) · M̂j,q+1(η) : i = 1, . . . , 2q − 1; j = 3, · · · , 2q − 1}.
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Table 4: Relative errors of numerical solutions obtained by using Additive Schwarz
Method and Schwarz Alternating Method for 2D fourth-order problem on a rectan-
gular domain with slanted interface. The size of overlapping part of two subdomains
is fixed

Additive(Parallel) Schwarz Schwarz Alternating
DEG DOF Iterations ‖RelErr‖Max Iterations ‖RelErr‖Max

5 36 16 2.13E-003 4 2.12E-003
6 66 22 8.69E-005 11 8.70E-005
7 104 24 2.37E-006 12 2.36E-006
8 150 34 2.88E-009 17 3.07E-009
9 204 38 1.30E-010 18 1.41E-010
10 266 39 4.39E-012 19 4.93E-012

where M̂k,q+1 and N̂k,q+1 are B-splines corresponding to the following knot vector:

{0 . . . 0︸ ︷︷ ︸
q+1

, 1/(q + 1)︸ ︷︷ ︸
1

, 2/(q + 1)︸ ︷︷ ︸
1

, . . . , q/(q + 1)︸ ︷︷ ︸
1

1 . . . 1︸ ︷︷ ︸
q+1

}.

• To satisfy homogeneous clamped BC, the last two of N̂k,q+1(ξ) and the first

and last two of M̂k,q+1(η) B-spline functions were discarded.

• To satisfy non-homogeneous artificial BC, the first two of N̂k,q+1(ξ) were mod-

ified.

We solve the same problem with respect to the Schwarz Alternating method and the

Additive Schwarz method. Both of the methods give same results, but the number of

iterations required to reach solution of accuracy 4.9E-012 for the Schwarz Alternating

method is much less compared with the Additive(Parallel) Schwarz Method as we

expected. The convergence rates for these two methods are compared in Table 4 and

Figure 15.



47

4.4 2D Fourth-order Problem on a Triangular Domain

Example 5. Consider fourth-order equation ∆2u = f in the triangular domain Ω with

non-homogeneous clamped boundary conditions whose solution is

u(x, y) = (xy)4

Then, f(x, y) = ∆2u = 24(x4 + y4) + 288x2y2

Domain Decomposition and Geometric Mappings

We partition the physical domain into three overlapping subdomains as shown in

Figure 16 and construct three patch mappings F1, F2, and F3 from the reference

domain Ω̂ onto the subdomains Ω1, Ω2, and Ω3 respectively.

Figure 16: Decomposition of a triangular domain

[F1-mapping]: F1 : Ω̂ = [0, 1]× [0, 1]→ Ω1

F1(ξ, η) =


x(ξ, η) =

9

8
ξ − 19

24
ξη − 1

8
,

y(ξ, η) =

√
3

24
η(8ξ + 11).
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where

J(F1) =


9

8
− 19

24
η

8
√

3

24
η

−19

24
ξ

√
3(8ξ + 11)

24

 , |J(F1)| = 3
√

3(8ξ + 11)

64
− 209

√
3η

576

[F2-mapping]: F2 : Ω̂ = [0, 1]× [0, 1]→ Ω2

F2(ξ, η) =


x(ξ, η) =

(ξ + η)

3
− 1

3
,

y(ξ, η) =

√
3

3
(η − ξ + 2).

where

J(F2) =


1

3

−
√

3

3
1

3

√
3

3

 , |J(F2)| = 2
√

3

9

[F3-mapping]: F3 : Ω̂ = [0, 1]× [0, 1]→ Ω3

F3(ξ, η) =


x(ξ, η) =

19

24
η +

9

8
ξ − 19

24
ξη − 1,

y(ξ, η) = −
√

3

24
η(8ξ − 19).

where

J(F3) =


9

8
− 19

24

−
√

3

3
η

19

24
− 19

24
ξ
−
√

3

24
(8ξ − 19)

 , |J(F3)| = 209
√

3η

576
− 3
√

3(8ξ − 19)
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Construction of basis functions: We assume p, q ≥ 4. Let N̂k,p+1(ξ) and

M̂l,q+1(η), k = 1, 2, . . . , p+ 5, l = 1, 2, . . . , q+ 5 be Cp−1-continuous B-splines of degree
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p and q, respectively, corresponding to open knot vectors

Sξ = {0 . . . 0︸ ︷︷ ︸
p+1

, 0.2︸︷︷︸
1

, 0.4︸︷︷︸
1

, 0.6︸︷︷︸
1

, 0.8︸︷︷︸
1

, 1 . . . 1︸ ︷︷ ︸
p+1

}. (30)

Sη = {0 . . . 0︸ ︷︷ ︸
q+1

, 0.2︸︷︷︸
1

, 0.4︸︷︷︸
1

, 0.6︸︷︷︸
1

, 0.8︸︷︷︸
1

, 1 . . . 1︸ ︷︷ ︸
q+1

}. (31)

To satisfy non-homogeneous clamped boundary conditions as well as non-homogeneous

artificial boundary conditions along interfaces, we modify the first and the last two

of N̂k,q+1(ξ) and M̂k,q+1(η) B-spline basis functions as defined in Equation (26). We

define basis functions on the reference domain for the mappings F1, F2, and F3 as

follows:

V̂Fi
= {N̂k,p+1(ξ) · M̂l,q+1(η) : k = 1, . . . , p+ 5; l = 1, · · · , q + 5} for i = 1, 2, 3.

The corresponding approximation functions on the physical subdomains Ωi are

VFi
= {
(
N̂k,p+1(ξ)·M̂l,q+1(η)

)
◦F−1

i : k = 1, . . . , p+5; l = 1, · · · , q+5} for i = 1, 2, 3.

Our approximation space to deal with fourth-order partial differential equation on

a triangular domain Ω is

VΩ = VF1 ∪ VF2 ∪ VF3 (32)

The total number of the degree of freedom is

card(VΩ) = card(VF1) + card(VF2) + card(VF3)

= 3
(

(p+ 5)(q + 5)
)
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Table 5: Relative errors of numerical solutions obtained by using Mapping Method
with Schwarz Methods for 2D fourth-order problem whose true solution is smooth on
a triangular domain

Degree DOF Iterations ‖RelErr‖Max

4 243 6 2.79E-003
5 300 21 3.79E-004
6 363 27 1.41E-004
7 432 54 5.88E-006
8 507 165 9.55E-012

Iteration Algorithm

Since we partition the triangular domain into three subdomains, we extend the

classical Alternating Schwarz method introduced for two subdomains by combining

classical Alternating Schwarz method and Additive Schwarz method. We reduced

the required number of iterations by superior convergence property of the Alternatig

Schwarz method since the Additive Schwarz method uses roughly twice as many

iterations as that of the standard Alternating Schwarz method.

The iterative procedures are as follows:

1. Assignning zero clamped BC along the artificial boundaries Γ1L and Γ1T (shown

in Figure 16), we obtain the solution u0
1 on Ω1.

2. Assigning zero clamped BC along the artificial boundary Γ3R and Γ3T (shown

in Figure 16), we obtain the solution u0
3 on Ω1.

3. With u0
2|Γ23 = Ω3 ∩ Γ2B and u0

2|Γ2R
= Ω3 ∩ Γ2R, we have the solution u0

2 on Ω2.

These steps are represented by the following three fourth-order problems with non-
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homogeneous clamped BC:

∆2uk+1
1 = f in Ω1

uk+1
1 = u on ∂Ω1 \ (Γ1L ∪ Γ1T )

∂uk+1
1

∂n
= ∂u1

∂n
on ∂Ω1 \ (Γ1L ∪ Γ1T )

uk+1
1 = uk2 on Γ1T

uk+1
1 = uk3 on Γ1L

∂uk+1
1

∂n
=

∂uk2
∂n

on Γ1T

∂uk+1
1

∂n
=

∂uk3
∂n

on Γ1L

(33)



∆2uk+1
3 = f in Ω3

uk+1
3 = u on ∂Ω3 \ (Γ3R ∪ Γ3T )

∂uk+1
3

∂n
= ∂u

∂n
on ∂Ω3 \ (Γ3R ∪ Γ3T )

uk+1
3 = uk2 on Γ3T

uk+1
3 = uk1 on Γ3R

∂uk+1
3

∂n
=

∂uk2
∂n

on Γ3T

∂uk+1
3

∂n
=

∂uk1
∂n

on Γ3R

(34)



52

∆2uk+1
2 = f in Ω3

uk+1
2 = u on ∂Ω2 \ (Γ2B ∪ Γ2R)

∂uk+1
2

∂n
= ∂u

∂n
on ∂Ω2 \ (Γ2B ∪ Γ2R)

uk+1
2 = uk+1

3 on Γ2B

uk+1
2 = uk+1

1 on Γ2R

∂uk+1
2

∂n
=

∂uk+1
3

∂n
on Γ2B

∂uk+1
2

∂n
=

∂uk+1
1

∂n
on Γ2R

(35)

Asigning Boundary Conditions

A discrete solution uh1 of (33) at the kth-iteration, can be expressed as

(uh1)(k)(x, y) =

p+3∑
i=3

q+3∑
j=3

ci,j

(
N̂i,p+1 × M̂j,q+1

)
◦ F−1

1 (x, y)

+

q+3∑
j=3

[
cf1,j

(
N̂f1,p+1 × M̂∗

j,q+1

)
+ cf2,j

(
N̂f2,p+1 × M̂∗

j,q+1

)]
◦ F−1

1 (x, y)

+

q+3∑
j=3

[
cl2,j

(
N̂l2,p+1 × M̂∗

j,q+1

)
+ cl1,j

(
N̂l1,p+1 × M̂∗

j,q+1

)]
◦ F−1

1 (x, y)

+

p+3∑
i=3

[
ci,f1

(
N̂i,p+1 × M̂∗

f1,q+1

)
+ ci,f2

(
N̂i,p+1 × M̂∗

f2,q+1

)]
◦ F−1

1 (x, y)

+

p+3∑
i=3

[
ci,l2

(
N̂i,p+1 × M̂∗

l2,q+1

)
+ ci,l1

(
N̂i,p+1 × M̂∗

l1,q+1

)]
◦ F−1

1 (x, y).

The unknowns cf1,j, cf2,j, cl1,j, cl2,j, ci,f1 , ci,f2 , ci,l1 , ci,l2 , 3 ≤ i ≤ (p+ 3), 3 ≤ j ≤ (q+ 3),

which are amplitudes of basis functions along the boundary, can be decided by non-

homogeneous clamped BC:

1. cf1,j, 3 ≤ j ≤ (q + 3), can be determined by uk1 = uk−1
3 on Γ1L
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2. cf2,j, 3 ≤ j ≤ (q + 3), can be determined by ∇x(u
k
1) · n = ∇x(u

k−1
3 ) · n on Γ1L

3. cl1,j, 3 ≤ j ≤ (q + 3), can be determined by uk1 = u on Γ1R

4. cl2,j, 3 ≤ j ≤ (q + 3), can be determined by ∇x(u
k
1) · n = ∇x(u) · n on Γ1R

5. ci,f1 , 3 ≤ i ≤ (p+ 3), can be determined by uk1 = u on Γ1B

6. ci,f2 , 3 ≤ i ≤ (p+ 3), can be determined by ∇x(u
k
1) · n = ∇x(u) · n on Γ1B

7. ci,l1 , 3 ≤ i ≤ (p+ 3), can be determined by uk1 = uk−1
2 on Γ1T

8. ci,l2 , 3 ≤ i ≤ (p+ 3), can be determined by ∇x(u
k
1) · n = ∇x(u

k−1
2 ) · n on Γ1T

where∇x(u)·n denotes the normal derivative with respect to the outward unit normal

vector n to the corresponding boundary.

Imposing essential BC of u1 along the boundary Γ1T . By (27), we have

(uh1)(k) ◦ F1(ξ, 1) =

p+3∑
i=3

ci,l1

(
N̂i,p+1 × M̂∗

l1,q+1

)
(ξ, 1) =

p+3∑
i=3

ci,l1N̂i,p+1(ξ). (36)

Using the least squares method to determine ci,l1 , 3 ≤ i ≤ (p + 3), we solve the

following linear system: for 3 ≤ j ≤ p+ 3,

p+3∑
i=3

ci,l1

∫ 1

0

N̂i,p+1(ξ)N̂j,p+1(ξ) = −
∫ 1

0

N̂j,p+1(ξ)(uk−1
2 ) ◦ F1(ξ, 1) (37)

Imposing the natural BC, ∇u1 · n, along the boundary Γ1T : We use the

following notations in what follows.

J(F1)−1(ξ, 1) =

 J(F1)−1
11 , J(F1)−1

12

J(F1)−1
21 , J(F1)−1

22

 . (38)
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Under a parameterization of the boundary Γ1T , we have n ◦ F1(ξ, 1) =< −1, 0 > .

Using (27) and (38), we have

(∇x(u
(k)
1 ) · n) ◦ F1(ξ, 1) =

(
(−1)

∂

∂x
(u

(k)
1 ) + (0)

∂

∂y
(u

(k)
1 )
)
◦ F1(ξ, 1)

=
〈
J(F1)−1

11 (ξ, 1)

p+3∑
i=3

ci,l1
d

dξ
N̂i,p+1(ξ) + J(F1)−1

12 (ξ, 1)

p+3∑
i=3

ci,l2N̂i,p+1,

J(F1)−1
21 (ξ, 1)

p+3∑
i=3

ci,l1
d

dξ
N̂i,p+1(ξ) + J(F1)−1

22 (ξ, 1)

p+3∑
i=3

ci,l2N̂i,p+1

〉
·
〈
−
√

3

2
,
1

2

〉
Then, the unknown ci,l1 , ci,l2 , 3 ≤ i ≤ p+ 3, are those which minimize the following:

∫ 1

0

(1

2

p+n−1∑
i=3

(∇x(u
(k)
1 ) · n) ◦ F1(ξ, 1) + (∇x(u

(k−1)
2 ) · n) ◦ F1(ξ, 1)

)2

‖ d
dξ
F1(ξ, 1)‖.

Hence we solve the following system: for 3 ≤ j ≤ p+ 3

∫ 1

0

p+3∑
i=3

[
A ·B · ci,l1

∂

∂ξ
N̂i,p+1(ξ)N̂j,p+1(ξ) +B2 · ci,l2N̂i,p+1(ξ)N̂j,p+1(ξ)

]
(39)

=

∫ 1

0

(∇x(u
(k−1)
2 ) · n) ◦ F1(ξ, 1) ·B · N̂j,p+1(ξ)dξ.

where ci,l1 , 3 ≤ i ≤ p + 3 are derived from (37). We use the same technique

for imposing homogeneous and non-homogeneous boundary conditions to the other

subproblems.

Applying the extended Schwarz methods combined with Mapping Method, the per-

centage relative errors in the maximum norm with respect to a k-refinement are listed

in Table 5. Our method yield highly accurate numerical solutions by selecting proper

geometric mappings for subdomains. In the next section, we extend the proposed

method to fourth-order problems on non-convex domains.



CHAPTER 5: FOURTH-ORDER PROBLEMS ON NON-CONVEX DOMAINS

In this section, we consider numerical solutions of fourth-order problems on non-

convex domain, especially a polygonal domain with cracks and the L-shaped domain.

In the frame of IGA, a mapping method and enriched isogeometric analysis for second

order and fourth order PDEs with singularities was introduced in [18], [28], [19], and

[20]. In the engineering literature, extended isogeometric analysis (XIGA) were in-

troduced to solve the singularity problems, whereas, in [19], we introduced Implicitly

Enriched Galerkin method (IXFEM) to handle the crack singularities. Our method

has advantages over XIGA since it is not involved in singular integrals, and hence

does not use the Duffy transformation [26]. However, for simplicity, we present it for

fourth-order problems on cracked circular domain. In order to extend the proposed

enrichment method to non-convex polygonal domains, we can use either partition of

unity method or Schwarz Alternating method. In this paper we use the latter ap-

proach to extend IXFEM for fourth-order singularity problems on polygonal domains.

5.1 1D Fourth-order Problem with Monotone Singulatity

Example 6. Consider 1D-singular problem on Ω = [0, 2] shown in the Figure 9.
u(4)(x) = f(x) in (0, 2)

u(0) = u
′
(0) = 0

u(2) = u
′
(2) = 0



56

with the exact solution:

u(x) = x1.6(2− x)2

u has a singularity x1.6 at the left end of the physical subdomain Ω1. We construct

an example of a fourth-order equation containing singularity of the type xα. To

determine how strong the intensity of singularity α is allowed, we use the following

lemma proved in [19]:

Lemma: Suppose v ∈ H2
0 (a, b) with 0 ≤ a ≤ b. Then

(1) |v(x)| < Cx1.5

(2) |
∫ b

a

xα−4v(x)dx| <∞, if α > 1.5

(I) Partition of the physical subdomain Ω1 into a singular zone and a

regular zone: To build singular basis functions on a singular zone Ωsing = [0, 0.5]

and regular basis functions on a regular zone Ωreg = [0.4, 1], two mappings

Fs : Ω̂ = [0, 1] −→ Ωsing, Fr : Ω̂ = [0, 1] −→ Ωreg,

defined by

x = Fs(ξ) = 0.5ξ5

x = Fr(ξ) = 0.6ξ + 0.4

• The selection of mappings depend on the strength of singularity α = 1.6.

• The inverse mapping ξ = F−1
s (x) brings ξ8, ξ13, ξ18 in Ω̂ to (2x)1.6, (2x)2.6, (2x)3.6

in Ω.

• These functions satisfy the clamped boundary conditions at x = 0.
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(II) C1-continuous flat-top PU functions: Let us define two PU functions on

the physical domain as follows:

ψ(x) =


1 if 0 ≤ x ≤ 0.4

(5− 10x)2(20x− 7) if 0.4 ≤ x ≤ 0.5

0 if 0.5 ≤ x ≤ 1

ψ∗(x) = 1− ψ(x),

ψ̂(ξ) = ψ ◦ Fs, ψ̂∗(ξ) = ψ∗ ◦ Fr.

(III) Basis functions on Ω̂ whose push-forwards resemble the singulari-

ties:

V̂Fs = ψ̂(ξ)× {M̂1 = ξ8, M̂2 = ξ13, M̂3 = ξ18},

V̂Fr = ψ̂∗(ξ)× {N̂k(ξ) : k = 1, . . . , 2p− 1},

where N̂k,p+1 are B-splines corresponding to the following knot vector:

{0 . . . 0︸ ︷︷ ︸
p+1

, 1/(p+ 1)︸ ︷︷ ︸
1

, 2/(p+ 1)︸ ︷︷ ︸
1

, . . . , p/(p+ 1)︸ ︷︷ ︸
1

1 . . . 1︸ ︷︷ ︸
p+1

}.

For the non-homogeneous artificial BC, last two B-spline functions were modified

N̂∗2p,p+1(ξ) = ξ9(10− 9ξ)

N̂∗2p+1,p+1(ξ) = 0.6(ξ10 − ξ9)

Computing Bilinear forms and load vectors in Ω1:

Case 1: (Bilinear form for two basis functions in VFs)

Suppose u = û ◦ F−1
s , v = v̂ ◦ F−1

s , where û = ψ̂(ξ) · M̂k and v̂ = ψ̂(ξ) · M̂l are in
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V̂Fs . Then, we have

B(u, v) =
(∫ F−1

s (0.4)

0

+

∫ 1

F−1
s (0.4)

)
(uxx ◦ Fs)(vxx ◦ Fs)|J(Fs)|dξ

F(v) =
(∫ F−1

s (0.4)

0

+

∫ 1

F−1
s (0.4)

)
(f ◦ Fs)(v ◦ Fs)|J(Fs)|dξ

Let û(ξ) = (u ◦ F )(ξ). Then,

uxx ◦ Fs = ûξξ

(
(
dFs
dξ

)−1
)2

+ ûξ

(
(
dFs
dξ

)−1
)
ξ
(
dFs
dξ

)−1

If û = ψ̂(ξ) · M̂(ξ), and M̂ = ξk with k ≥ 8, then we have

ûξ = (ψ̂)ξM̂ + ψ̂M̂ξ

ûξξ = (ψ̂)ξξM̂ + 2(ψ̂)ξM̂ξ + ψ̂M̂ξξ,

where

(ψ̂)ξ = ψ(Fs(ξ))ξ = (ψ)x(Fs(ξ))
dFs
dξ

,

(ψ̂)ξξ = ψ(Fs(ξ))ξξ = (ψ)xx(Fs(ξ))(
dFs
dξ

)2 + (ψ)x(Fs(ξ))
d2Fs
dξ2

.

Case 2: (Bilinear form for two basis functions in V̂Fr)

Suppose u = û ◦ F−1
r , v = v̂ ◦ F−1

r , where û = ψ̂∗(ξ) · N̂k(ξ) and v̂ = ψ̂∗(ξ) · N̂l(ξ)

are in V̂Fr .

B(u, v) =

∫ 1

0

uxxvxxdx =
(∫ F−1

r (0.5)

0

+

∫ 1

F−1
r (0.5)

)
(uxx ◦ Fr)(vxx ◦ Fr).|J(Fr)|dξ

F(v) =
(∫ F−1

r (0.5)

0

+

∫ 1

F−1
r (0.5)

)
(f ◦ Fr) · (v̂).|J(Fr)|dξ
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Let ŵ(ξ) = (w ◦ Fr)(ξ).Then

wxx ◦ Fr = ŵξξ

(
(
dFr
dξ

)−1
)2

+ ŵξ

(
(
dFr
dξ

)−1
)
ξ
(
dFr
dξ

)−1

Now, if w =
(
ψ̂∗(ξ) · N̂(ξ)

)
◦ F−1

r =
(
ψ̂∗(ξ) · N̂(ξ)

)
◦ F−1

r , we have

ŵ = w ◦ Fr =
(
ψ̂∗(ξ) · N̂(ξ)

)
,

ŵξ = (ψ̂∗)ξN̂ + ψ̂∗N̂ξ,

ŵξξ = (ψ̂∗)ξξN̂(ξ) + 2(ψ̂∗)ξN̂ξ(ξ) + ψ̂∗N̂ξξ(ξ).

where (ψ̂∗)ξ and (ψ̂∗)ξξ, respectively, are as follows:

(ψ̂∗)ξ =
(
ψ∗(Fr(ξ))

)
ξ

= (ψ∗)x(Fr(ξ))
dFr
dξ

,

(ψ̂∗)ξξ = ψ∗(Fr(ξ))ξξ = (ψ∗)xx(Fr(ξ))(
dFr
dξ

)2

Case 3: (Bilinear form for mixed type:one in V̂Fs and the other in V̂Fr)

For û ∈ V̂Fs and v̂ ∈ V̂Fr , domains of û◦Fs−1 and v̂◦Fr−1 have non-void intersections

only on [0.4, 0.5]. Specifically, the product of two basis functions

u = û ◦ F−1
s = ψ(x)(M̂ ◦ F−1

s ) and v = v̂ ◦ F−1
r = ψ∗(x)(N̂ ◦ F−1

r )

vanish except for points in [0.4, 0.5]. That is, let û = ψ̂M̂ and v̂ = ψ̂∗N̂ .
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B(u, v) =

∫ 1

0

(
(û ◦ F−1

s )xx(v̂ ◦ F−1
r )xx

)
dx

=

∫ 0.5

0.4

(
(û ◦ F−1

s )xx(v̂ ◦ F−1
r )xx

)
◦ Fr ◦ F−1

r dx

=

∫ 0.5

0.4

[(
(ψ̂ · M̂ ◦ F−1

s )xx ◦ Fr
)
·(

(ψ̂∗ · N̂ ◦ F−1
r )xx ◦ Fr

)]
◦ F−1

r dx

=

∫ 1

F−1
s (0.4)

[(
(ψ̂ · M̂ ◦ F−1

s )xx ◦ Fr
)
·(

(ψ̂∗ · N̂ ◦ F−1
r )xx ◦ Fr

)]
◦ (F−1

r ◦ Fs)|J(Fs)|dξ

=

∫ 1

F−1
s (0.4)

(
(ψ̂ · M̂ ◦ F−1

s )xx ◦ Fs
)
·(

(ψ̂∗ · N̂ ◦ F−1
r )xx ◦ Fr

)
◦ (F−1

r ◦ Fs) · |J(Fs)|dξ

where (F−1
r ◦ Fs)(ξ) =

5

6
(ξ5 − 0.8).

F(v) =

∫ 1

F−1
s (0.4)

(f ◦ Fs)(v ◦ Fs) · |J(Fs)|dξ

=

∫ 1

F−1
s (0.4)

(f ◦ Fs)(ξ) · ψ∗(Fs(ξ)) · (N̂ ◦ F−1
r ◦ Fs) · |J(Fs)|dξ

(IV) Basis functions and mapping for Ω2:

G : Ω̂ = [0, 1]→ Ω2 = [a, 2] such that G(ξ) = (2− a)ξ + a

Modified approximation space V̂G = {M̂k(ξ) : k = 3, . . . , 2q + 1},

where M̂k,q+1 are B-splines corresponding to the following knot vector:

{0 . . . 0︸ ︷︷ ︸
q+1

, 1/(q + 1)︸ ︷︷ ︸
1

, 2/(q + 1)︸ ︷︷ ︸
1

, . . . , q/(q + 1)︸ ︷︷ ︸
1

1 . . . 1︸ ︷︷ ︸
q+1

}.
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To satisfy artificial BC, the first two B-spline functions were modified such that

M̂∗
1,q+1(ξ) = (1− ξ)9(1 + 9ξ)

M̂∗
2,q+1(ξ) = (2− a)M̂2,q+1(ξ)/M̂

′

2,q+1(0)

(a) (b)

Figure 17: 1D fourth-order problem containing singularity (a)Relative errors in the
maximum norm for basis functions with different degrees for the fixed overlapping
size a=0.5, (b)Relation between number of iterations and overlapping size between
subdomains for the fixed degree p=8

5.2 2D Fourth-order Problem on a Cracked Circular Domain

Example 7. Consider ∆2u = f in the cracked circular domain Ω with clamped bound-

ary conditions whose true solution is

u(r, θ) = (2− r)2r1.5
(

sin(1.5θ)− 3 sin(0.5θ) + cos(1.5θ)− cos(0.5θ)
)
.

Mappings from the reference domain into subdomains:
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Table 6: Relative Errors in the maximum norm obtained by using Implicitly Enriched
Schwarz Method for 1D fourth-order problem whose true solution contains singularity

Degree DOF Iteration ‖RelErr‖Max

4 24 46 9.58E-005
5 27 51 1.61E-006
6 30 73 6.14E-007
7 33 75 7.98E-008
8 36 77 5.26E-009
9 39 88 2.86E-009
10 42 106 8.53E-012

Figure 18: 2D cracked circular domain

• Geometric mapping onto Ω1:

F : Ω̂ = [0, 1]× [0, 1] −→ Ω1 = {(x, y) : 0 ≤ x2 + y2 ≤ 1}

• Geometric mapping onto Ω2:

G : Ω̂ = [0, 1]× [0, 1] −→ Ω2 = {(x, y) : a2 ≤ x2 + y2 ≤ 22}
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[F-mapping:] Define a mapping to deal with singularities as follows:

F (ξ, η) = (x(ξ, η), y(ξ, η)) = η2
(

cos 2π(1− ξ), sin 2π(1− ξ)
)

Then we have

J(F ) =

 2πη2 sin 2π(1− ξ), −2πη2 cos 2π(1− ξ)

2η cos 2π(1− ξ), 2η sin 2π(1− ξ)

 , |J(F )| = 4πη3,

F−1(x, y) = (ξ(x, y), η(x, y)), where

ξ(x, y) =


1− 1

2π
cos−1 x

r
if y ≥ 0,

1

2π
cos−1 x

r
if y < 0,

; η(x, y) = r1/2.

Flat-top PU functions on the physical domain:

ψR(r, θ) =



1 if 0 ≤ r ≤ 0.49

1

153

(
64− 100r

)2(
200r − 83

)
if 0.49 ≤ r ≤ 0.64

0 if 0.64 ≤ r ≤ 1

ψL(r, θ) = 1− ψR(r, θ)

ψ̂R(ξ, η) = ψR ◦ F =



1 if 0 ≤ η ≤ 0.7

1

153

(
64− 100η2

)2(
200η2 − 83

)
if 0.7 ≤ η ≤ 0.8

0 if 0.8 ≤ η ≤ 1

ψ̂L(ξ, η) = ψL ◦ F =



0 if 0 ≤ η ≤ 0.7

1

153

(
100η2 − 49

)2(
143− 200η2

)
if 0.7 ≤ η ≤ 0.8

1 if 0.8 ≤ η ≤ 1

Remark:

• ψL(r, θ) + ψR(r, θ) = 1 for all (r, θ) ∈ Ω, but ψ̂L(ξ, η) + ψ̂R(ξ, η) 6= 1.
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Construction of C1-continuous basis functions satisfying clamped bound-

ary conditions:

[I] Basis functions on Ωsing : N̂k,p+1(ξ), k = 1, 2, . . . , p+ 10, are Cp−1-continuous

B-splines of degree p, corresponding to an open knot vector

Sξ = {0 . . . 0︸ ︷︷ ︸
p+1

,
1

10
,

2

10
, . . . ,

8

10
,

9

10
, 1 · · · 1︸ ︷︷ ︸

p+1

}.

• To satisfy clamped boundary conditions along the crack, we remove the first

two and the last two B-spline functions among N̂i,p+1(ξ), 1 ≤ i ≤ p+ 10.

• We define basis function on the reference domain for the mapping F as follows:

V̂singF = {N̂i,p+1(ξ)(η)l : i = 3, . . . , p+ 8; l = 3, 5, 7}

The set V̂singF ◦ F−1 generates the crack singularity in the radial direction:

r1.5, r2.5, r3.5 where r2 = x2 + y2.

Using the PU function ψR, we construct basis functions defined on Ωsing as follows:

VsingF = (V̂singF ◦ F−1) · ψR

=
{(
N̂i,p+1(ξ) · (η)l · ψ̂R(ξ, η)

)
◦ F−1 : i = 3, . . . , p+ 8; l = 3, 5, 7

}
.

[II] Basis functions on Ωreg : M̂k,q+1(η), k = 1, 2, . . . , q + 13 : B-splines corre-

sponding to an open knot vector

Sη = {0 . . . 0︸ ︷︷ ︸
q+1

, 0.7, 0.7, 0.725, 0.725, 0.75, 0.75, 0.775, 0.775, 0.8, 0.8, 0.9, 0.9, 1 . . . 1︸ ︷︷ ︸
q+1

}.
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We choose approximation functions on the subdomain Ωreg as follows:

V̂regF = {N̂i,p+1(ξ) · M̂j,q+1(η) : i = 3, . . . , p+ 8; j = 1, · · · , q + 13}.

VregF = (V̂regF ◦ F−1) · ψL

=
{
ψL(x, y)×

(
N̂i,p+1(ξ) · M̂j,q+1(η)

)
◦ F−1 :

3 ≤ i ≤ p+ 8; 1 ≤ j ≤ q + 13
}

The last two basis functions on the η direction are modified as follow:

M̂∗
2q,q+1(η) =

M̂2q,q+1(η)

M̂
′
2q,q+1(1)

M̂∗
2q+1,q+1(η) = (0.3η + 0.7)10(11− 10(0.3η + 0.7))

[G-mapping:] Define a geometric mapping G : Ω̂ = [0, 1]×[0, 1] −→ Ω2 = {(x, y) :

a2 ≤ x2 + y2 ≤ 22} by

G(ξ, η) = (a+ (2− a)η)
(

cos 2π(1− ξ), sin 2π(1− ξ)
)

where Ω2 has a crack along the positive x-axis and 0.3 ≤ a < 1. Then we have

G−1(x, y) = (ξ(x, y), η(x, y))

where

ξ(x, y) =


1

2π
cos−1(x

r
), if y < 0

(1− 1
2π

cos−1(x
r
)), if 0 ≤ y

; η(x, y) =
(r − a)

(2− a)
.

r =
√
x2 + y2; |J(G)| = 2(2− a)π

(
a+ (2− a)η

)
.
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We choose approximation space on the subdomain Ω2 as follows:

V̂G = {N̂i,p+1(ξ) · M̂j,q+1(η) : i = 3, . . . , p+ 8; j = 1, · · · , q + 8}.

where the last two basis functions are discarded to satisfy homogeneous clamped

boundary conditions, and the first two basis functions are modified to satisfy non-

homogeneous artificial boundary conditions such that

M̂∗
1,q+1(η) = (1− η)10(1 + 10η)

M̂∗
2,q+1(η) =

M̂2,q+1(η)

M̂
′
2,q+1(0)

Approximation Space on Ω

Our approximation space to deal with fourth-order partial differential equation on

a cracked circular domain Ω is

VΩ = VG ∪ VregF ∪ VsingF (40)

We observe the following:

• The total number of the degree of freedom is

card(VΩ) = card(VregF ) + card(VsingF ) + card(VG)

= (p+ 6)(q + 13) + (p+ 6)(3) + (p+ 6)(q + 8)

= (p+ 6)
(

2q + 24
)

• The intersections of basis functions in VsingF and those in VregF occur only in the
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Table 7: Relative errors in the maximum norm obtained by using Implicitly Enriched
Schwarz Method for 2D fourth-order problem on a Cracked Circular Domain

Degree DOF Number of Iteration ‖RelErr‖Max

6 432 24 1.77E-006
7 494 32 3.33E-007
8 560 27 5.42E-008
9 630 29 1.32E-008
10 704 48 3.32E-009

annular region

Ωsing ∩ Ωreg = {(r, θ) : 0 < θ < 2π, a ≤ r ≤ 1}.

(a) (b)

Figure 19: 2D fourth-order problem on a cracked circular domain (a)Relative errors
in the maximum norm for basis functions with different degrees p=6,7,8,9, and 10 for
the fixed overlapping size, (b)Relation betwen number of iterations and overlapping
size between subdomains for the fixed degree p=8, i.e., no extra cost is required
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5.3 2D Fourth-order Problem on a Cracked Square Domain

Example 8. Consider the fourth-order equation ∆2u = f in the square domain Ω =

[−2, 2]× [−2, 2] with crack along the positive x-axis. Then imposing homogeneous

clamped BC along the crack faces and non-homogeneous clamped BC along other

parts of ∂Ω,

u(r, θ) =0.5r1.5
(

sin(1.5θ)− 3 sin(0.5θ)
)

+ 0.7r1.5
(

cos(1.5θ)− cos(0.5θ)
)

+ r2.5
(

sin(2.5θ)− 5 sin(0.5θ)
)

+ r2.5
(

cos(2.5θ)− cos(0.5θ)
)

, which is constucted by the Grisvard Theorem (21), solves this biharmonic equation

with respect to f(r, θ) = ∆2u = 0.

Figure 20: Cracked Square domain Ω and its partition into six subdomains Ωi, i =
1, 2, ..., 6.

PU-IGA with Mapping Method

We partition the physical domain into six subdomains as shown in Figure 20

We construct five geometric mappings G1, G2, G3, G4, and G5 onto Ω1, Ω2, Ω3, Ω4,

and Ω5 respectively. In order to capture the singularities around the crack tip in
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subdomain Ω6, we divide the subdomain into singular zone Ω6sing
= {(r, θ) : 0 < θ <

2π, 0 ≤ r ≤ 0.4} and non-singular zone Ω6reg = {(r, θ) : 0 < θ < 2π, 0.3 ≤ r ≤ 1}.

We consider F -mapping to generate singular functions resembling the singularities on

a singular zone Ω6sing
and G6-mapping to build regular basis functions on a regular

zone Ω6reg .

[G1-mapping]: G1 : Ω̂ = [0, 1]× [0, 1]→ Ω1 = [
1√
2
, 2]× [0, 2]

G1(ξ, η) =


x(ξ, η) =

1√
2

+ (2− 1√
2

)ξ,

y(ξ, η) = 2η

where

J(G1) =

 2− 1√
2

0

0 2

 , |J(G1)| = 4− 2√
2

[G2-mapping]: G2 : Ω̂ = [0, 1]× [0, 1]→ Ω2 = [−2, 2]× [
1√
2
, 2]

G2(ξ, η) =


x(ξ, η) = −2 + 4ξ,

y(ξ, η) =
1√
2

+ (2− 1√
2

)η

where

J(G2) =

 4 0

0 2− 1√
2

 , |J(G2)| = 8− 4√
2
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[G3-mapping]: G3 : Ω̂ = [0, 1]× [0, 1]→ Ω3 = [−2,− 1√
2

]× [−2, 2]

G3(ξ, η) =


x(ξ, η) = −2 + (2− 1√

2
)ξ,

y(ξ, η) = −2 + 4η

where

J(G3) =

 2− 1√
2

0

0 4

 , |J(G3)| = 8− 4√
2

[G4-mapping]: G4 : Ω̂ = [0, 1]× [0, 1]→ Ω4 = [−2, 2]× [−2,− 1√
2

]

G4(ξ, η) =


x(ξ, η) = −2 + 4ξ,

y(ξ, η) = −2 + (2− 1√
2

)η

where

J(G4) =

 4 0

0 2− 1√
2

 , |J(G4)| = 8− 4√
2

[G5-mapping]: G5 : Ω̂ = [0, 1]× [0, 1]→ Ω5 = [
1√
2
, 2]× [−2, 0]

G5(ξ, η) =


x(ξ, η) =

1√
2

+ (2− 1√
2

)ξ,

y(ξ, η) = −2 + 2η
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where

J(G5) =

 2− 1√
2

0

0 2

 , |J(G3)| = 4− 2√
2

[G6-mapping]: G6 : Ω̂ = [0, 1]× [0, 1] −→ Ω6reg

G6(ξ, η) = (0.3 + 0.7η)
(

cos 2π(1− ξ), sin 2π(1− ξ)
)

(41)

where Ω6reg has a crack along the positive x-axis. Then we have

G−1
6 (x, y) = (ξ(x, y), η(x, y))

ξ(x, y) =


1

2π
cos−1(

x

r
) if y < 0

1− 1
2π

cos−1(x
r
) if 0 ≤ y

, η(x, y) =
(r − 0.3)

0.7

J(G6) =

 2π(0.3 + 0.7η) sin 2π(1− ξ), −2π(0.3 + 0.7η) cos 2π(1− ξ)

0.7 cos 2π(1− ξ), 0.7 sin 2π(1− ξ)



|J(G6)| = 1.4π
(

0.3 + 0.7η
)

[F-mapping]: Next, define a mapping to deal with singularities

F : Ω̂ = [0, 1]× [0, 1] −→ Ω6sing

that maps polynomials to singular functions as follows:

F (ξ, η) = 0.4η2
(

cos 2π(1− ξ), sin 2π(1− ξ)
)
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Then

F−1(x, y) = (ξ(x, y), η(x, y))

where

ξ(x, y) =


1

2π
cos−1(

x

r
) if y < 0

1− 1
2π

cos−1(x
r
) if 0 ≤ y

, η(x, y) =
r1/2

√
0.4

J(F ) =

 0.8πη2 sin 2π(1− ξ), −0.8πη2 cos 2π(1− ξ)

0.8η cos 2π(1− ξ), 0.8η sin 2π(1− ξ)

 , |J(F )| = 0.64πη3

C1-continuous flat-top PU functions: We define the following C1-continuous flat-

top PU functions on the physical domain Ω:

ψR(r, θ) =


1 if 0 ≤ r ≤ 0.3(

4− 10r
)2(

20r − 5
)

if 0.3 ≤ r ≤ 0.4

0 if 0.4 ≤ r ≤ 1

(42)

ψ̂R(ξ, η) = ψR ◦ F

=


1 if 0 ≤ η ≤

√
0.75(

4− 4η2
)2(

8η2 − 5
)

if
√

0.75 ≤ η ≤ 1

0 if 1 ≤ η

ψL(r, θ) = 1− ψR(r, θ)

ψ̂L(ξ, η) = ψL ◦G6

=


0 if η ≤ 0

−49η2(14η − 3) if 0 ≤ η ≤ 1/7

1 if 1/7 ≤ η

(43)
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Note that ψL(r, θ) + ψR(r, θ) = 1 for all (r, θ) ∈ Ω, but ψ̂L(ξ, η) + ψ̂R(ξ, η) 6= 1.

Construction of C1 basis functions

Basis functions on Ω1,Ω2, · · · ,Ω5:

We assume for p, q ≥ 4, N̂1
k,p+1(ξ), . . . , N̂5

k,p+1(ξ), k = 1, 2, . . . , 2p+ 1, and

M̂1
l,q+1(η), . . . , M̂5

l,q+1(η), l = 1, 2, . . . , 2q + 1, l = 1, 2, . . . , 2q + 1 are Cp−1 and Cq−1-

continuous B-splines, respectively, corresponding to an open knot vectors

S1
ξ = S3

ξ = S5
ξ = {0 . . . 0︸ ︷︷ ︸

p+1

, 0.1, 0.2, . . . , 0.8, 0.9, 1 · · · 1︸ ︷︷ ︸
p+1

}.

S2
ξ = S4

ξ = {0 . . . 0︸ ︷︷ ︸
p+1

, 0.05, 0.1, . . . , 0.9, 0.95, 1 · · · 1︸ ︷︷ ︸
p+1

}.

S1
η = S2

η = S4
η = S5

η = {0 . . . 0︸ ︷︷ ︸
q+1

, 0.1, 0.2, . . . , 0.8, 0.9, 1 · · · 1︸ ︷︷ ︸
q+1

}.

S3
η = {0 . . . 0︸ ︷︷ ︸

q+1

, 0.05, 0.1, . . . , 0.9, 0.95, 1 · · · 1︸ ︷︷ ︸
q+1

}.

Define basis functions on the reference domain for the corresponding geometric

mappings as follows:

V̂G1 = {N̂1
i,p+1(ξ) · M̂1

j,q+1(η) : i = 1, . . . , p+ 10; j = 3, · · · , q + 10}.

V̂G2 = {N̂2
i,p+1(ξ) · M̂2

j,q+1(η) : i = 1, . . . , p+ 20; j = 1, · · · , q + 10}.

V̂G3 = {N̂3
i,p+1(ξ) · M̂3

j,q+1(η) : i = 1, . . . , p+ 10; j = 1, · · · , q + 20}.

V̂G4 = {N̂4
i,p+1(ξ) · M̂4

j,q+1(η) : i = 1, . . . , p+ 20, j = 1, · · · , q + 10}.

V̂G5 = {N̂5
i,p+1(ξ) · M̂5

j,q+1(η) : i = 1, . . . , p+ 10; j = 1, · · · , q + 8}.
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The corresponding approximation functions on the physical subspaces are as follows:

VG1 = (V̂G1 ◦G−1
1 ) (44)

=
{(
N̂1
i,p+1(ξ) · M̂1

j,q+1(η)
)
◦G−1

1 : 1 ≤ i ≤ p+ 10; 3 ≤ j ≤ q + 10
}

On Ω1, the first two among M̂1
i,q+1(η), 1 ≤ i ≤ q+10, were discarded in the η-direction

to satisfy the clamped boundary condition on the crack. In the ξ-direction, the

first two basis functions were modified to satisfy non-homgeneous artificial boundary

condition on the interface, and the last two were modified to satisfy non-homogeneous

clamped boundary conditions.

VG2 = (V̂G2 ◦G−1
2 ) (45)

=
{(
N̂2
i,p+1(ξ) · M̂2

j,q+1(η)
)
◦G−1

2 : 1 ≤ i ≤ p+ 20; 1 ≤ j ≤ q + 10
}

On Ω2, the first two and the last two basis functions were modified in the ξ-direction

to satisfy non-homogeneous clamped boundary condition. In the η-direction, the

first two basis functions were modified to satisfy non-homgeneous artificial boundary

condition on the interface, and the last two were modified to satisfy non-homogeneous

clamped boundary conditions.

VG3 = (V̂G3 ◦G−1
3 ) (46)

=
{(
N̂3
i,p+1(ξ) · M̂3

j,q+1(η)
)
◦G−1

3 : 1 ≤ i ≤ p+ 10; 1 ≤ j ≤ q + 20
}

On Ω3, the first two and the last two basis functions in the η-direction are modified

to satisfy non-homogeneous clamped boundary condition. In the ξ-direction, the first

two were modified to satisfy non-homogeneous clamped boundary conditions, and the
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last two basis functions were modified to satisfy non-homgeneous artificial boundary

condition on the interface.

VG4 = (V̂G4 ◦G4−1) (47)

=
{(
N̂4
i,p+1(ξ) · M̂4

j,q+1(η)
)
◦G−1

4 : 1 ≤ i ≤ p+ 20; 1 ≤ j ≤ q + 10
}

On Ω4, the first two and the last two basis functions were modified in the ξ-direction

to satisfy non-homogeneous clamped boundary condition. In the η-direction, the first

two were modified to satisfy non-homogeneous clamped boundary conditions, and the

last two basis functions were modified to satisfy non-homgeneous artificial boundary

condition on the interface.

VG5 = (V̂G5 ◦G−1
5 ) (48)

=
{(
N̂5
i,p+1(ξ) · M̂5

j,q+1(η)
)
◦G−1

5 : 1 ≤ i ≤ p+ 10; 1 ≤ j ≤ q + 8
}

On Ω5, the last two among M̂i,q+1, 1 ≤ i ≤ q + 10, were discarded in the η-direction

to satisfy the clamped boundary condition on the crack, and the first two were mod-

ified. In the ξ-direction, the first two basis functions were modified to satisfy non-

homgeneous artificial boundary condition on the interface, and the last two were

modified to satisfy non-homogeneous clamped boundary conditions.

Basis functions on Ω6sing

We assume p ≥ 4. N̂6
k,p+1(ξ), k = 1, 2, . . . , p + 19, are Cp−1-continuous B-splines of

degree p, corresponding to an open knot vector

S6
ξ = {0 . . . 0︸ ︷︷ ︸

p+1

, 0.05, 0.1, . . . , 0.9, 0.95, 1 · · · 1︸ ︷︷ ︸
p+1

}
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We removed the first two and the last two B-spline functions among N̂i,p+1(ξ), 1 ≤

i ≤ p + 19, so that the homogeneous clamped boundary conditions are satisfied at

both ends. We define basis functions on the reference domain for the mapping F as

follows:

V̂F = {N̂6
i,p+1(ξ)(η

√
0.4)l : i = 3, . . . , p+ 17; l = 3, 5}.

Then the set V̂F ◦F−1 generates the crack singularity r1.5, r2.5 in the radial direction,

where r2 = x2 + y2.

Using the PU function ψR, we construct basis functions defined on Ω6sing
as follows:

VF = (V̂F ◦ F−1) · ψR

=
{(
N̂6
i,p+1(ξ) · (η

√
0.4)l · ψ̂R(ξ, η)

)
◦ F−1 : i = 3, . . . , p+ 17; l = 3, 5

}
(49)

Basis functions on Ω6reg

We define basis functions on the reference domain for the mapping G6 as follows:

V̂G6 = {N̂6
i,p+1(ξ) · M̂6

j,q+1(η) : i = 3, . . . , p+ 18; j = 1, · · · , q + 5},

where N̂i,p+1(ξ), i = 3, 2, . . . , p+ 17, and M̂j,q+1(η), j = 1, 2, . . . , q + 5 are Cp−1 and

Cq−1-continuous B-splines, respectively, corresponding to an open knot vectors

S6
ξ = {0 . . . 0︸ ︷︷ ︸

p+1

, 0.05, 0.1, . . . , 0.9, 0.95, 1 · · · 1︸ ︷︷ ︸
p+1

}

S6
η = {0 . . . 0︸ ︷︷ ︸

q+1

, 0.2, 0.4, 0.6, 0.8, 1 · · · 1︸ ︷︷ ︸
q+1

}.
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We construct basis functions defined on Ω6reg by using the PU function ψL as follows:

VG6 = (V̂G6 ◦G−1
6 ) · ψL (50)

=
{(
N̂6
i,p+1(ξ) · M̂6

j,q+1(η) · ψ̂L(ξ, η)
)
◦G−1

6 : 3 ≤ i ≤ p+ 17; 1 ≤ j ≤ q + 5
}

On Ω6reg , the last two among M̂j,q+1, 1 ≤ i ≤ q+5, were modified in the η-direction

to satisfy the non-homogeneous cramped boundary condition on the boundary. The

first two and the last two among N̂i,p+1, 1 ≤ i ≤ p+19, were removed in the ξ-direction

to safisfy homogeneous clamped boundary conditions on the crack.

Approximation Space on Ω

Approximation space to deal with fourth-order partial differential equation on a

cracked square domain Ω is

VΩ = VG1 ∪ VG2 ∪ VG3 ∪ VG4 ∪ VG5 ∪ VG6 ∪ VF

• The total number of the degree of freedom is

card(VΩ) = card(VG1) + · · ·+ card(VG6) + card(VF )

=
(

2 ∗ (p+ 10) ∗ (q + 8)
)

+
(

2 ∗ (p+ 20) ∗ (q + 10)
)

+
(

(p+ 10) ∗ (q + 20)
)

+
(

(p+ 16)(2 + q + 5)
)

• The intersections of basis functions in VF and those in VG6 occur only in the

annular region

Ωsing ∩ Ωreg = {(r, θ) : 0 < θ < 2π, 0.3 ≤ r ≤ 0.4}.
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For u, v ∈ VG6 , we implement this mapping method calculating the bilinear form

B(u, v) and load vector F(v) as follows. Let 4xy =
∂2

∂x2
+

∂2

∂y2

Case 1: ∀u, v ∈ VF

B(u, v) =

∫ 2π

0

∫ 0.4

0

(∆xyu)(∆xyv)dxdy

=
(∫ 1

0

∫ F−1(0.3)

0

+

∫ 1

0

∫ 1

F−1(0.3)

)
(∆xyu) ◦ F · (∆xyv) ◦ F · |J(F )|dξdη

F(v) =
(∫ 1

0

∫ F−1(0.4)

0

+

∫ 1

0

∫ 1

F−1(0.4)

)
f(F (ξ, η)) · v̂ · |J(F )|dξdη

Case 2: ∀u, v ∈ VG6

B(u, v) =
(∫ 1

0

∫ G−1
6 (0.4)

0

+

∫ 1

0

∫ 1

G−1
6 (0.4)

)
(∆xyu) ◦G6 · (∆xyv) ◦G6 · |J(G6)|dξdη

F(v) =
(∫ 1

0

∫ G−1
6 (0.4)

0

+

∫ 1

0

∫ 1

G−1
6 (0.4)

)
f(G6(ξ, η)) · v̂ · |J(G6)|dξdη

Case 3: ∀u ∈ VF and ∀v ∈ VG6

B(u, v) =

∫ 2π

0

∫ 0.4

0

(∆xyu)(∆xyv)dxdy

=

∫ 2π

0

∫ 0.4

0.3

∆xy(û ◦ F−1)∆xy(v̂ ◦G−1
6 ) ◦G6 ◦G−1

6 dxdy

=

∫ 2π

0

∫ 0.4

0.3

(
∆xy(û ◦ F−1) ◦G6 ·∆xy(v̂ ◦G−1

6 ) ◦G6

)
◦G−1

6 dxdy

=

∫ 1

0

∫ 1

F−1(0.3)

(
(∆xy(û ◦ F−1) ◦G6 ·∆xy(v̂ ◦G−1

6 ) ◦G
)
◦

(G−1
6 ◦ F ) · |J(F )|dξdη

=

∫ 1

0

∫ 1

F−1(0.3)

(
∆xy(û ◦ F−1) ◦ F

)
·
(

∆xy(v̂ ◦G−1
6 ) ◦G6

)
◦

(G−1
6 ◦ F ) · |J(F )|dξdη
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where

(G−1
6 ◦ F )(ξ, η) = (ξ,

0.4η2 − 0.3

0.7
).

Note that the second part of the last integral is actually ∆xy(v̂ ◦G−1
6 ) ◦ F. However,

the simple relation ∇xy(v̂◦G−1
6 )◦G = J(G6)−1 ·∇ξη(v̂) is not applicable to that form.

The pullback of the Laplacian on the physical domain onto the reference domain

for the stiffness matrix calculation is calculated as shown in the previous section.

Iteration Algorithm

The proposed iterative method for fourth-order problem on a square domain con-

taining crack singularity is as follows:

Step 0: (Initializing)

(i) Find an approximate solutions u
(0)
2 , u

(0)
4 , and u

(0)
6 by taking initial guesses 0

on artificial boundaries of subdomains Ω2, Ω4, and Ω6 using the k-refinement

of B-spline basis functions with fixed p-degree (p = 8).

(ii) Taking the values of the approximate solution u
(0)
2 , u

(0)
4 , and u

(0)
6 as artificial

boundary conditions along corresponding interfaces, find u
(0)
1 , u

(0)
3 , and u

(0)
5

solving each subproblem independently.

Step II: Update approximate solutions in the following order:

• Find u
(k+1)
2 by updating corresponding artificial boundary conditions with

u
(k)
1 , u

(k)
3 , and u

(k)
6 .

• Find u
(k+1)
4 by updating corresponding artificial boundary conditions with

u
(k)
3 , u

(k)
5 , and u

(k)
6 .
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Table 8: Relative errors in the maximum norm obtained by using Implicitly Enriched
Schwarz Method for 2D fourth-order problem on a Cracked Square Domain

Degree DOF Iterations ‖RelErr‖Max

4 1564 1590 8.67E-004
5 1767 3370 8.50E-006
6 1982 3490 4.97E-006
7 2209 3541 7.65E-007
8 2448 4436 9.98E-008

• Find u
(k+1)
1 by updating corresponding artificial boundary conditions with

u
(k+1)
2 and u

(k)
6 .

• Find u
(k+1)
3 by updating corresponding artificial boundary conditions with

u
(k+1)
2 , u

(k+1)
4 , and u

(k)
6 .

• Find u
(k+1)
5 by updating corresponding artificial boundary conditions with

u
(k+1)
4 and u

(k)
6 .

• Find u
(k+1)
6 by updating corresponding artificial boundary conditions with

u
(k+1)
1 , u

(k+1)
2 , u

(k+1)
3 , u

(k+1)
4 , and u

(k+1)
5 .

Let Error = ‖utrue − uk+1‖∞,rel =
‖utrue − uk+1‖∞
‖utrue‖∞

be the relative error in the

maximum norm and TOL is a given number.

• if Error ≤ TOL = 10−8 or the iteration number ≥ 4500 , then stop the

iteration steps. An approximate solution is uh = u(k+1).

• if Error ≥ TOL, go to Step II.

To decrease required number of iterations in Example 8, we increase overlapping

size with a new partition shown in Figure 21. Table 9 shows that new partition
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Table 9: Relative errors in the maximum norm obtained by using Implicitly Enriched
Schwarz Method for 2D fourth-order problem on a Cracked Square Domain with
Larger Overlapping Size

Degree DOF Iterations ‖RelErr‖Max

4 1564 46 1.58E-004
5 1767 224 6.70E-006
6 1982 229 4.04E-007
7 2209 261 2.64E-007
8 2448 329 9.90E-008

provides almost same accuracy with less number of iterations. The larger overlap-

ping parts among subdomain, the faster the Schwarz Alternating method converges.

However, if the subdomains are close to the crack tip, the local solutions on the sub-

domains are influenced by the singularity. Hence, we choose subdomains which are

away from the singularity zone, {(r, θ) : 0 < θ < 2π, 0 ≤ r ≤ 0.4}

Figure 21: Cracked square domain with larger overlapping subdomains
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5.3.1 Supplemental Subdomain Method

Figure 22: Cracked square domain with Supplemental Subdomain Method for b=0.4

In the master patch approach used IGA, calculations are carried out on the master

patch no matter how large the physical domains are. Under the fixed degree of

freedom, increasing overlapping parts of subdomains as long as it is not excessively

large amount of increment nor do not contain singularities, does not drop the accuracy.

In the previous section, we could reduce the iteration numbers by one order of

magnitude by increasing the overlapping parts of subdomains, and subdomains have

almost a maximal amount of overlapping sizes. However, the number of iterations

is still several hundred. In order to obtain a further reduction of the number of

iterations, we can take advantage of the following known information of the given

problem:
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• At those points pi ∈ Ω near ∂Ω, the values u(pi) are influenced by the clamped

BC.

• On a neighborhood of the crack singularity, u(x, y) ≈ O(r1.5 · (sin(1.5θ) −

3 sin(0.5θ) + cos(1.5θ)− cos(0.5θ))).

For this end, we construct an additional subdomain with crack along y = 0:

Ω∗ = {(x, y) : b2 < x2 + y2 < 22}, 0.1 < b ≤ 0.4

whose inner boundary is close to the crack tip and the outer boundary is as close as the

physical boundary as shown in Figure 22. Since we use the master element approach,

the number of basis functions to approximate the solution on Ω∗ is independent of

the size of Ω∗. Now we define a geometric mapping G∗ : Ω̂ = [0, 1] × [0, 1] → Ω∗ as

follows:

[G∗-mapping]:.

G∗ =
(
x(ξ, η), y(ξ, η)

)
=
(

(b+ (2− b)η) cos 2π(1− ξ), (b+ (2− b)η) sin 2π(1− ξ)
)
.

Then, we have

(G∗)−1(x, y) = (ξ(x, y), η(x, y))

ξ(x, y) =


1

2π
cos−1(

x

r
) if y < 0

1− 1
2π

cos−1(x
r
) if 0 ≤ y

, η(x, y) =
(r − 0.5)

1.5
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J(G∗) =

 2π(0.5 + 1.5η) sin 2π(1− ξ), −2π(0.5 + 1.5η) cos 2π(1− ξ)

1.5 cos 2π(1− ξ), 1.5 sin 2π(1− ξ)



|J(G∗)| = 3π
(

0.5 + 1.5η
)

Since the artificial boundary r = 1 of the subdomain Ω6 locates inside the sup-

plemental subdomain Ω∗, we could have more accurate BC along r = 1 than that

of the previous section. Hence, for j = 1, . . . , 6, we have more accurate ukj at fewer

iterations.

The supplemental subdomain method for fourth-order problem on a square domain

containing crack singularity is as follows:

Step I: (Initializing)

(i) Find approximate solutions u
(0)
2 , u

(0)
4 , and u

(0)
6 by taking initial guesses 0 on

artificial boundaries of subdomains Ω2, Ω4, and Ω6 using the k-refinement of

B-spline basis functions with fixed p-degree (p = 8).

(ii) Taking the values of the approximate solution u
(0)
2 , u

(0)
4 , and u

(0)
6 as artificial

boundary conditions along corresponding interfaces, find u
(0)
1 , u

(0)
3 , and u

(0)
5

solving each subproblem independently.

(iii) Find an approximate solution u
(0)
∗ with respect to the following BC:

• along the outer boundary r = 2, u∗(2, θ) can be obtained by using u
(0)
1 ,

u
(0)
2 , u

(0)
3 , u

(0)
4 , and u

(0)
5 .

• along the inner boundary r = b, u∗(b, θ) = b1.5 ·
(

sin(1.5θ)− 3 sin(0.5θ) +
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cos(1.5θ)− cos(0.5θ)
)

Step II: For k ≥ 0, update approximate solutions on each subdomain in the following

order:

(a) Find u
(k+1)
6 by updating boundary condition along r = 1 with u

(k)
∗ .

(b) Find u
(k+1)
2 by updating corresponding artificial boundary conditions with

u
(k)
1 , u

(k)
3 , and u

(k+1)
6 .

(c) Find u
(k+1)
4 by updating corresponding artificial boundary conditions with

u
(k)
3 , u

(k)
5 , and u

(k+1)
6 .

(d) Find u
(k+1)
1 by updating corresponding artificial boundary conditions with

u
(k+1)
2 and u

(k+1)
6 .

(e) Find u
(k+1)
3 by updating corresponding artificial boundary conditions with

u
(k+1)
2 , u

(k+1)
4 , and u

(k+1)
6 .

(f) Find u
(k+1)
5 by updating corresponding artificial boundary conditions with

u
(k+1)
4 and u

(k+1)
6 .

(g) Find u
(k+1)
∗ with the following BC:

• use u
(k+1)
1 , u

(k+1)
2 , u

(k+1)
3 , u

(k+1)
4 , and u

(k+1)
5 along the outer boundary

r = 2,

• use u
(k+1)
6 along the inner boundary r = b.

Step III: Update approximate solutions u
(k+1)
6 and u

(k+1)
∗ by iterating them as follows:

1. Find u
(k+1)
6 by updating boundary condition along r = 1 with u

(k+1)
∗ .
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Table 10: Relative errors in the maximum norm obtained by using Implicitly Enriched
Schwarz Method and Supplemental Subdomain Method with b=0.4 for 2D fourth-
order problem on a Cracked Square Domain with Larger Overlapping Size

Degree DOF Iterations ‖RelErr‖Max

4 1844 10 3.52E-006
5 2082 14 3.10E-007
6 2334 17 3.73E-008
7 2600 19 7.07E-009
8 2880 19 6.40E-009

2. Find an approximate solution u
(k+1)
∗ by using u

(previous)
∗ along the boundary

r = 2, and by using u
(previous)
6 along the boundary r = b. Apply Step III 2

times.

Let Error = ‖utrue − uk+1‖∞,rel =
‖utrue − uk+1‖∞
‖utrue‖∞

be the relative error in the

maximum norm and TOL is a given number.

• if Error ≤ TOL, then stop the iteration steps. An approximate solution

is uh = u(k+1).

• if Error ≥ TOL, go to Step II.

Numerical results obtained by Implicitly Enriched Schwarz Alternating method

along with Supplemental Subdomain method are shown in Table 10. The results

in Table 10 show that the Supplemental Subdomain method reduces the number of

iterations by on order of magnitude without losing the accuracy.

Moreover, the results in Table 10 can be also compared with Table 4 of [5] that are

obtained without using enrichment.
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5.4 2D Fourth-order Problem on an L-shaped Domain

Example 9. Consider the fourth-order equation ∆2u = f on an L-shaped domain Ω

containing corner singularity with non-homogeneous clamped boundary conditions

whose true solution is constucted as follows:

u(r, θ) = rλ
(

sin(2θ/3)− (1/3) sin(2θ)
)

where λ = 1.54448373678. Then

f(r, θ) = −(6.583208901846914sin(2t) + 8.164403894229210sin((2t)/3))/r2.45552

Note that λ1 = 1.54448373678 and λ2 = 1.908529189846 are the roots of the charac-

teristic equation sin2((z − 1)3π/2)− (z − 1)2sin2(3π/2) = 0 [3].

Figure 23: L-shaped domain and its domain decomposition

Geometric Mappings:

We partition the physical domain into five subdomains as shown in Figure 23.
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[G1-mapping]: G1 : Ω̂ = [0, 1]× [0, 1]→ Ω1 = [
1√
2
, 2]× [0, 2]

G1(ξ, η) =


x(ξ, η) =

1√
2

+ (2− 1√
2

)ξ,

y(ξ, η) = 2η

where

J(G1) =

 2− 1√
2

0

0 2

 , |J(G1)| = 4− 2√
2

[G2-mapping]: G2 : Ω̂ = [0, 1]× [0, 1]→ Ω2 = [−2, 2]× [
1√
2
, 2]

G2(ξ, η) =


x(ξ, η) = −2 + 4ξ,

y(ξ, η) =
1√
2

+ (2− 1√
2

)η

where

J(G2) =

 4 0

0 2− 1√
2

 , |J(G2)| = 8− 4√
2

[G3-mapping]: G3 : Ω̂ = [0, 1]× [0, 1]→ Ω3 = [−2,− 1√
2

]× [−2, 2]

G3(ξ, η) =


x(ξ, η) = −2 + (2− 1√

2
)ξ,

y(ξ, η) = −2 + 4η
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where

J(G3) =

 2− 1√
2

0

0 4

 , |J(G3)| = 8− 4√
2

[G4-mapping]: G4 : Ω̂ = [0, 1]× [0, 1]→ Ω4 = [−2, 0]× [−2,− 1√
2

]

G4(ξ, η) =


x(ξ, η) = −2 + 2ξ,

y(ξ, η) = −2 + (2− 1√
2

)η

where

J(G4) =

 2 0

0 2− 1√
2

 , |J(G4)| = 4− 2√
2

In order to generate re-entrant corner singularity in the radial direction of the

subdomain Ω5, we divide the subdomain into singular zone Ω5sing
= {(r, θ) : 0 6 r 6

0.4, 0 6 θ 6 1.5π} and non-singular zone Ω5reg = {(r, θ) : 0.3 6 r 6 1, 0 6 θ 6 1.5π}.

We consider F -mapping to generate the corner singularity r1.54448 on a singular zone

Ω5sing
and G5-mapping to build regular basis functions on a regular zone Ω5reg .

[G5-mapping]: G5 : Ω̂ = [0, 1] × [0, 1] −→ Ω5reg = {(r, θ) : 0.3 6 r 6 1, 0 6 θ 6

1.5π}

G5(ξ, η) = (0.3 + 0.7η)
(

cos 1.5π(1− ξ), sin 1.5π(1− ξ)
)

(51)
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where Ω5reg has a corner along the positive x-axis. Then we have

G−1
5 (x, y) = (ξ(x, y), η(x, y))

ξ(x, y) =


1

1.5π
cos−1(

x

r
)− 1

3
if y < 0

1.5π − 1

1.5π
cos−1(

x

r
) if 0 ≤ y

, η(x, y) =
(r − 0.3)

0.7

J(G5) =

 (1.5π(0.3 + 0.7η) sin 1.5π(1− ξ), −1.5π(0.3 + 0.7η) cos 1.5π(1− ξ)

0.7 cos 1.5π(1− ξ), 0.7 sin 1.5π(1− ξ)



|J(G5)| = 2.1

2
π
(

0.3 + 0.7η
)

[F-mapping]: Next, define a mapping to deal with singularities

F : Ω̂ = [0, 1]× [0, 1] −→ Ω5sing
= {(r, θ) : r 6 0.4, 0 6 θ 6 1.5π}

that maps polynomials to singular functions as follows:

F (ξ, η) = 0.4η2
(

cos 1.5π(1− ξ), sin 1.5π(1− ξ)
)

Then

F−1(x, y) = (ξ(x, y), η(x, y))

where

ξ(x, y) =


1

1.5π
cos−1(

x

r
)− 1

3
if y < 0

1.5π − 1

1.5π
cos−1(

x

r
) if 0 ≤ y

, η(x, y) =
r1/2

√
0.4
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J(F ) =

 0.6πη2 sin 1.5π(1− ξ), −0.6πη2 cos 1.5π(1− ξ)

0.8η cos 1.5π(1− ξ), 0.8η sin 1.5π(1− ξ)

 , |J(F )| = 0.48πη3

Construction of Approximation Space

We assume for p, q ≥ 4, N̂1
k,p+1(ξ), . . . , N̂4

k,p+1(ξ), k = 1, 2, . . . , 2p+ 1, and

M̂1
l,q+1(η), . . . , M̂4

l,q+1(η), l = 1, 2, . . . , 2p + 1, l = 1, 2, . . . , 2q + 1 are Cp−1 and Cq−1-

continuous B-splines, respectively, corresponding to an open knot vectors

S1
ξ = S3

ξ = S4
ξ = {0 . . . 0︸ ︷︷ ︸

p+1

, 0.1, 0.2, . . . , 0.8, 0.9, 1 · · · 1︸ ︷︷ ︸
p+1

}.

S2
ξ = {0 . . . 0︸ ︷︷ ︸

p+1

, 0.05, 0.1, . . . , 0.9, 0.95, 1 · · · 1︸ ︷︷ ︸
p+1

}.

S1
η = S2

η = S4
η = {0 . . . 0︸ ︷︷ ︸

q+1

, 0.1, 0.2, . . . , 0.8, 0.9, 1 · · · 1︸ ︷︷ ︸
q+1

}.

S3
η = {0 . . . 0︸ ︷︷ ︸

q+1

, 0.05, 0.1, . . . , 0.9, 0.95, 1 · · · 1︸ ︷︷ ︸
q+1

}.

Define basis functions on the reference domain for the corresponding geometric

mappings as follows:

V̂G1 = {N̂1
i,p+1(ξ) · M̂1

j,q+1(η) : i = 1, . . . , p+ 10; j = 1, · · · , q + 10}.

V̂G2 = {N̂2
i,p+1(ξ) · M̂2

j,q+1(η) : i = 1, . . . , p+ 20; j = 1, · · · , q + 10}.

V̂G3 = {N̂3
i,p+1(ξ) · M̂3

j,q+1(η) : i = 1, . . . , p+ 10; j = 1, · · · , q + 20}.

V̂G4 = {N̂4
i,p+1(ξ) · M̂4

j,q+1(η) : i = 1, . . . , p+ 10, j = 1, · · · , q + 10}.

where the first two and the last two basis functions in the ξ- direction as well as in

the η- direction on subdomains Ω1, · · · ,Ω4 are modified as defined in (26) to satisfy

non-homogeneous artificial and clamped boundary conditions.
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The corresponding approximation functions on the physical subspaces are as fol-

lows:

VG1 = (V̂G1 ◦G−1
1 ) (52)

=
{(
N̂1
i,p+1(ξ) · M̂1

j,q+1(η)
)
◦G−1

1 : 1 ≤ i ≤ p+ 10; 1 ≤ j ≤ q + 10
}

VG2 = (V̂G2 ◦G−1
2 ) (53)

=
{(
N̂2
i,p+1(ξ) · M̂2

j,q+1(η)
)
◦G−1

2 : 1 ≤ i ≤ p+ 20; 1 ≤ j ≤ q + 10
}

VG3 = (V̂G3 ◦G−1
3 ) (54)

=
{(
N̂3
i,p+1(ξ) · M̂3

j,q+1(η)
)
◦G−1

3 : 1 ≤ i ≤ p+ 10; 1 ≤ j ≤ q + 20
}

VG4 = (V̂G4 ◦G4−1) (55)

=
{(
N̂4
i,p+1(ξ) · M̂4

j,q+1(η)
)
◦G−1

4 : 1 ≤ i ≤ p+ 10; 1 ≤ j ≤ q + 10
}

We consider the following two open knot vectors that correspond to the k-refinement

in the ξ- direction and η- direction, respectively, to construct B-spline basis functions

on the subdomain Ω5

S5
ξ = {0 . . . 0︸ ︷︷ ︸

p+1

,
1

12
,

2

12
, . . . ,

10

12
,
11

12
, 1 · · · 1︸ ︷︷ ︸

p+1

}.

S5
η = {0 . . . 0︸ ︷︷ ︸

q+1

, 0.2, 0.4, 0.6, 0.8, 1 · · · 1︸ ︷︷ ︸
q+1

}. (56)

Then we have Cp−1-continuous B-spline basis functions N̂5
k,p+1(ξ), k = 1, 2, . . . , p+ 12

and Cq−1-continuous B-splines basis functions M̂5
l,q+1(η), l = 1, 2, . . . , q + 5, respec-

tively. We choose the corresponding approximation space on the reference domain
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for the mapping G5 as follows:

V̂G5 = {N̂5
i,p+1(ξ) · M̂5

j,q+1(η) : i = 3, . . . , p+ 10; j = 1, · · · , q + 5}.

where the last two of M̂5
l,q+1(η), l = 1, 2, . . . , q+ 5 are modified as defined in (26). We

also remove the first two and the last two B-spline basis functions among N̂5
k,p+1(ξ), k =

1, 2, . . . , p + 12 so that the clamped boundary conditions are satisfied at both ends.

We construct basis functions defined on Ω5reg by using the PU function ψL (43) as

follows:

VG5 = (V̂G5 ◦G−1
5 ) · ψL (57)

=
{(
N̂5
i,p+1(ξ) · M̂6

j,q+1(η) · ψ̂L(ξ, η)
)
◦G−1

5 : 3 ≤ i ≤ p+ 10; 1 ≤ j ≤ q + 5
}

We define basis functions on the reference domain for the mapping F as follows:

V̂F = {N̂5
i,p+1(ξ)(η

√
0.4)(2∗1.54448373678) : i = 3, . . . , p+ 10}.

Then the set V̂F ◦F−1 generates the re-entrant corner singularity r1.54448 in the radial

direction where r2 = x2 + y2. Note that the strength of singularity at the re-entrant

corner of L-shaped domain is λ = 1.544483736782464. However, for simplicity, we

choose λ = 1.54448 that makes the fourth derivatives of the true solution simple.

Using the PU function ψR (42), we construct basis functions defined on Ω5sing
as

follows:

VF = (V̂F ◦ F−1) · ψR

=
{(
N̂5
i,p+1(ξ) · (η

√
0.4)(2∗1.54448) · ψ̂R(ξ, η)

)
◦ F−1 : i = 3, . . . , p+ 10

}
(58)
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Table 11: Relative errors in the maximum norm obtained by using Implicitly Enriched
Schwarz Method for 2D fourth-order problem on an L-shaped Domain

Degree DOF Iterations ‖RelErr‖Max

4 1228 1607 4.95E-005
5 1392 3199 1.96E-005
6 1566 2409 4.16E-006
7 1750 3730 3.35E-006
8 1944 3561 9.96E-007

Approximation space to deal with fourth-order partial differential equation on an

L-shaped domain Ω is

VΩ = VG1 ∪ VG2 ∪ VG3 ∪ VG4 ∪ VG5 ∪ VF (59)

The total number of the degree of freedom is

card(VΩ) = card(VG1) + · · ·+ card(VG5) + card(VF )

=
(

2 ∗ (p+ 10) ∗ (q + 10)
)

+
(

(p+ 20) ∗ (q + 10)
)

+
(

(p+ 10) ∗ (q + 20)
)

+
(

(p+ 8)(1 + q + 5)
)

By increasing overlapping size with a new partition shown in Figure 24, we reduce

the required number of iterations in Example 9. Table 12 shows that new partition

provides almost same accuracy with less number of iterations.

In order to obtain a further reduction of the number of iterations, we can take

advantage of the Supplemental Subdomain Method. We construct an additional

subdomain:

Ω∗ = {(x, y) : b2 < x2 + y2 < 22}, 0.1 < b ≤ 0.4
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Figure 24: L-shaped domain with large overlapping subdomains

Table 12: Relative errors in the maximum norm obtained by using Implicitly Enriched
Schwarz Method for 2D fourth-order problem on an L-shaped Domain with larger
overlapping size

Degree DOF Iterations ‖RelErr‖Max

4 1228 95 5.15E-005
5 1392 103 2.13E-005
6 1566 120 5.47E-006
7 1750 182 4.12E-006
8 1944 188 9.96E-007

whose inner boundary is close to the crack tip and the outer boundary is as close as the

physical boundary as shown in Figure 22. Since we use the mater element approach,

the number of basis functions to approximate the solution on Ω∗ is independent of

the size of Ω∗. Now we define a geometric mapping G∗ : Ω̂ = [0, 1] × [0, 1] → Ω∗ =

{(r, θ) : b 6 r 6 2, 0 6 θ 6 1.5π} as follows:

[G∗-mapping]:

G∗ =
(
x(ξ, η), y(ξ, η)

)
=
(

(b+ (2− b)η) cos 1.5π(1− ξ), (b+ (2− b)η) sin 1.5π(1− ξ)
)
.
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Figure 25: L-shaped domain with Supplemental Subdomain Method for b=0.4

Then, we have

(G∗)−1(x, y) = (ξ(x, y), η(x, y))

ξ(x, y) =


1

1.5π
cos−1(

x

r
)− 1

3
if y < 0

1.5π − 1

1.5π
cos−1(

x

r
) if 0 ≤ y

, η(x, y) =
(r − b)
2− b

J(G∗) =

 1.5π(b+ (2− b)η) sin 1.5π(1− ξ), −1.5π(b+ (2− b)η) cos 1.5π(1− ξ)

(2− b) cos 1.5π(1− ξ), (2− b) sin 1.5π(1− ξ)



|J(G∗)| = −
(

1.5π(b− (b− 2)η)(b− 2)
)

Since the artificial boundary r = 1 of the subdomain Ω6 locates inside the supple-

mental subdomain Ω∗, we could have more accurate BC along r = 1 than that of the
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previous section. Hence, for j = 1, . . . , 5, we have more accurate ukj at less iterations.

The supplemental subdomain method for fourth-order problem on an L-shaped

domain containing crack singularity is as follows:

Step 0: (Initializing)

(i) Find an approximate solutions u
(0)
2 , u

(0)
4 , and u

(0)
5 by taking initial guesses 0

on artificial boundaries of subdomains Ω2, Ω4, and Ω5 using the k-refinement

of B-spline basis functions with fixed p-degree (p = 8).

(ii) Taking the values of the approximate solution u
(0)
2 , u

(0)
4 , and u

(0)
5 as artificial

boundary conditions along corresponding interfaces, find u
(0)
1 and u

(0)
3 solving

each subproblem independently.

(iii) Find an approximate solution u
(0)
∗ with respect to the following BC:

• along the outer boundary r = 2, u∗(2, θ) can be obtained by using u
(0)
1 ,

u
(0)
2 , u

(0)
3 , and u

(0)
4 .

• along the inner boundary r = b, u∗(b, θ) = b1.54448373678

Step II: For k ≥ 0, update approximate solutions on each subdomain in the following

order:

(a) Find u
(k+1)
5 by updating boundary condition along r = 1 with u

(k)
∗ .

(b) Find u
(k+1)
2 by updating corresponding artificial boundary conditions with

u
(k)
1 , u

(k)
3 , and u

(k+1)
5 .

(c) Find u
(k+1)
4 by updating corresponding artificial boundary conditions with

u
(k)
3 and u

(k+1)
5 .
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(d) Find u
(k+1)
1 by updating corresponding artificial boundary conditions with

u
(k+1)
2 and u

(k+1)
5 .

(e) Find u
(k+1)
3 by updating corresponding artificial boundary conditions with

u
(k+1)
2 , u

(k+1)
4 , and u

(k+1)
5 .

(f) (i) compute the stress intensity factors λ1 and λ2 by using u
(k+1)
5 .

(ii) Find u
(k+1)
∗ with the following BC:

• use u
(k+1)
1 , u

(k+1)
2 , u

(k+1)
3 , and u

(k+1)
4 along the outer boundary r = 2,

• use u
(k+1)
5 along the inner boundary r = b.

Step III: Update approximate solutions u
(k+1)
5 and u

(k+1)
∗ by iterating them as follows:

1. Find u
(k+1)
5 by updating boundary condition along r = 1 with u

(k+1)
∗ .

2. Find an approximate solution u
(k+1)
∗ by using u

(previous)
∗ along the boundary

r = 2, and by using u
(previous)
5 along the boundary r = b. Apply Step III 2

times.

Let Error = ‖utrue − uk+1‖∞,rel =
‖utrue − uk+1‖∞
‖utrue‖∞

be the relative error in the

maximum norm and TOL is a given number.

• if Error ≤ TOL, then stop the iteration steps. An approximate solution

is uh = u(k+1).

• if Error ≥ TOL, go to Step II.

Numerical results obtained by Implicitly Enriched Schwarz Method along with Sup-

plemental Subdomain method are shown in Table 13. Comparing Table 12 and Table
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Table 13: Relative errors in the maximum norm obtained by using Implicitly Enriched
Schwarz Method and Supplemental Subdomain Method with b=0.4 for 2D fourth-
order problem on an L-shaped Domain with larger overlapping size

Degree DOF Iterations ‖RelErr‖Max

4 1352 15 3.08E-005
5 1538 16 1.35E-005
6 1736 18 4.19E-006
7 1946 21 7.60E-007
8 2168 25 6.16E-008

13, we observe that the Supplemental Subdomain method makes for the iteration

number to be reduced by one order of magnitude without sacrificing accuracy.



CHAPTER 6: CONCLUDING REMARKS AND FUTURE WORK

In this dissertation, in order to alleviate difficulties arising in analysis of fourth-

order probems on non-convex polygonal domains, we introduced new numerical meth-

ods and justified them. First, we constructed the approximation spaces consisting of

B-spline basis functions, whose members are smooth up to any desired order and are

modified to satisfy complex boundary conditions. Secondly, we developed an implicit

mapping method to introduce singular functions resembling the singularities due to

the corners and/ or the cracks in the solution domains. Unlike the existing enrich-

ment methods such as X-FEM, G-FEM, and PUFEM, our enrichment method does

not require any extra precautions such as handling the singular integrals in calculation

of stiffness matrices and load vectors. Thirdly, we combined Domain Decomposition

method(DDM) with Isogeometric Analysis(IGA) to handle complexity of solution

domains.

There has been limitations for solving fourth-order problems on non-convex do-

mains with cracks or corners and complex boundaries since it is difficult to obtain

C1-continuous global mapping from the reference domain onto such irregular shaped

domains. Thus, we develop and implement Implicitly Enriched Schwarz Methods

for localized treatments and less computational complexity. We tested the proposed

method to the fourth-order problems on a triangle, a cracked disk, a cracked square,

and an L-shaped domain.
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Once we showed that we could get highly accurate approximate solutions for these

fourth-order problems containing singularities, we took a step towards reducing the

number of iterations required for the desired accuracy of the approximate solution.

By increasing the overlapping parts of subdomains, we could reduce the iteration

numbers by one order of magnitude, but it was still several hundred. In order to

obtain a further reduction of the number of iterations, we introduced a Supplemental

Subdomain Method and tested this method in fourth-order problems cracked square

and L-shaped problems. This approach allowed us to derive same accuracy of results

with much smaller number of iterations.

In the future research work, those methods proposed in this dissertation may be

expanded to analyze thin plates (Kirchhoff-Love plate model) subjected to loadings

and satisfying various boundary conditions such as clamped, simple support, free,

and so on. Analysis of thin plates (i.e., finding stresses and deformations in the

plates) under loading and boundary conditions requires solving fourth-order partial

differential equations [14], [31]. Our proposed method for handling the fourth-order

problems will be extended to the analysis of Kirchhoff-Love plates which have irregular

shapes more and satisfy various combination of boundary conditions.
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