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ABSTRACT

PARTH N. THEKDI. Finite Element Studies of Orthogonal Machining of AISI 1045
Steel. (Under the direction of DR. HARISH P. CHERUKURI)

In this work, a two-dimensional finite element model of orthogonal machining of

AISI 1045 steel is developed using the commercial non-linear finite element package

ABAQUS. The material behavior is described using the Johnson-Cook constitutive

law. Furthermore, the Johnson-Cook damage model for damage initiation and Hiller-

borg’s model with fracture toughness values are used for damage evolution. The

fracture-based approach outlined by Patel and Cherukuri in a previous work is used

for chip separation and serration. The friction conditions between the cutting tool

and chip are captured using a stress-based criterion.

The predictions from the model are validated by comparing with the experimental

results available in the literature for 1045 steel. Once validated, various paramet-

ric studies are conducted to study the process parameter effect on cutting forces

and tool-chip interfaces. The results from the parametric studies are compared with

experimental results to further validate the fracture-based approach for cutting sim-

ulations. In addition, since multiple sets of values for the Johnson-Cook parameters

are quoted in the literature for 1045 steel, the effect of these different sets on cutting

forces is also studied.

It is found that the model is capable of predicting accurate cutting forces and

tool-chip interface temperatures. However, it does not predict the chip shapes accu-

rately. Further refinement of the fracture models using a combined experimental and

theoretical work is needed to improve on the chip shape predictions.
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CHAPTER 1: INTRODUCTION

1.1 Background

In the modern age, high-speed machining is essential as an advanced manufacturing

technology. Machining has developed over the past five decades and has helped

to improve the efficiency of production, reduce cost, and improve the quality of a

machined surface.

Machining is a widely used material removal process to remove unwanted material

from the workpiece and to achieve dimensional accuracy and a desired surface finish

for further assembly operations. Machining is a complex process due to its a large

plastic deformation in concentrated zones, higher cutting temperatures, and friction

at the tool-chip interface. Accurate prediction of displacement, stress, strain, temper-

ature fields, and cutting force distribution in the metal cutting process are difficult

to obtain due to the non-linearity and time-dependency of the process. Identifying

these parameters is vital to optimize cutting conditions, tool material, tool coating,

surface accuracy, and productivity.

As a result of the complexity in the machining process, the finite element (FE)

approach is accepted by researchers for predicting machining results. The challenging

part in FE simulation is to obtain accurate material separation criteria while cutting.

Several techniques were introduced by numerous researchers and are discussed in the

literature. Also, friction between the tool and workpiece at the tool-chip interface is

a highly complex phenomena in metal cutting.
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1.2 Objective of Study

Machining is a common phenomenon in the industry; however, it requires trial

and error for process optimization. So, the finite element approach can help in the

prediction of variables that minimize time-consuming and extensive experimental pro-

cedures.

The main objective of this study is to develop a two-dimensional finite element

model of the orthogonal metal cutting operation and to establish a predictive theory

that would enable the evaluation of various parameters without expensive cutting

experiments. Parametric studies are conducted for different cutting and finite ele-

ment model parameters. Cutting parameters can be varied including tool rake angle,

cutting speed, and uncut chip thickness. Finite element model parameters contain

different constitutive models, chip separation criteria, and other modeling related

parameters. At the end of the simulations, cutting forces, tool-chip temperature at

interfaces, equivalent plastic strain, and von-Mises stress are study and observed with

this model. The effect of two different sets of the Johnson-Cook damage parameters

are also observed in this study, and a new machining model based on fracture mechan-

ics concepts for material separation is presented. Results of this model are verified

with the experiment results from the literature.



CHAPTER 2: LITERATURE REVIEW

2.1 Basics of Orthogonal Machining

Machining is broadly classified into two different types, conventional and non-

conventional, based on the machining kinematics. Conventional machining includes

turning, milling, trimming, drilling, and abrasive cutting. Non-conventional machin-

ing includes abrasive water jet machining, laser machining, and others.

Conventional machining can be further divided into orthogonal and oblique cut-

ting, based on the feed angle and cutting direction of the tool. Orthogonal machining

is a metal cutting process in which the cutting edge of the cutting tool is perpendic-

ular to the direction of the feed motion. It represents a two-dimensional mechanical

problem with no side curling of the chip. A small portion of the end turning of

a thin-wall tube can be considered for this type of representation. Because of its

two-dimensional representation, orthogonal machining eliminates many independent

variables; for example, cutting force in the third direction is ignored. On the other

side, oblique cutting is a type of cutting when the cutting tool is inclined to the

direction of the feed motion, and it corresponds to the three-dimensional problems

with more practical chip flow representation. This representation is more complex

and needs to consider all three force components in the cutting analysis.

In this study, we will consider orthogonal machining as shown in Fig. 2.1 which

illustrates the orthogonal cutting process [1]. In this figure, ac is uncut chip thickness,

ach is chip thickness after material separation, α is a rake angle, φ is a shear plane

angle, Vc is a cutting velocity, Vf is a chip sliding velocity, Fc is a cutting force, and

Ft is represented as a thrust force.

During machining, the workpiece material plastically deforms and creates shear
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(a)

(b)

Figure 2.1: Schematic view of orthogonal metal cutting process.

or deformation zones. These plastic deformation zones have three main regions, as

shown in Fig. 2.2 [1]. Chip formation takes place mainly in the primary shear zone

(A-B) which extends from the tip of the tool to the junction between undeformed

work material and the deformed chip. In high-speed machining, deformation occurs

at the high strain rates, and when the tool moves through the workpiece material,

the chip separates from the material and slides over the tool’s rake face and forms

secondary deformation zone (A-C) near tool rake face as shown in Fig. 2.2. Initially,

the chip sticks to the tool’s rake face and then slides over the tool and curls away.

When the newly machined surface rubs with the flank of a tool, it creates a tertiary

deformation zone (A-D).

The four types of chip produced can characterize the various cutting processes. In
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Figure 2.2: Deformation zones in metal cutting.

general, the chips are classified as continuous, continuous with a build-up-edge, ser-

rated chips, and discontinuous chips as shown in Fig. 2.3 [3]. The continuous chip is

produced when ductile materials like steel or aluminum are cut at high cutting speed.

The continuous chip with build up edge (BUE) is produced due to high temperatures

and high friction between tool and work-piece in low-speed machining of a ductile

material. The semi-discontinuous chip forms in high-speed machining of harder ma-

chine materials like titanium and austenitic stainless steel. The discontinuous chip is

observed when brittle materials like cast iron and brass are cut at low cutting speed.

Figure 2.3: Continuous, continuous with BUE, segmented and discontinuous chips.
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2.2 Chip Formulation

In orthogonal machining of the ductile material, the shear angle determines the

efficiency of the process. A large value of shear angle indicates continuous chip and

excellent surface finish while small value indicates discontinuous chip and low surface

finish. So numerous researchers tried to develop a model for predicting the shear

angle. In 1937, Piispanen [4] described shearing of the material as a deck of cards,

moves inclined to the work-piece surface. In 1941, Merchant and Ernst [5] developed

a theory to predict shear plane angle. Merchant’s model assumes that the workpiece

material deforms along a single thin shear plane. It also assumed a perfectly sharp

tool, constant depth of cut, constant uncut chip thickness, constant relative velocity,

and no contact along the flank. Ernst and Merchant [5] gave a relation between shear

plane angle φ, rake angle α, and friction angle β as:

φ =
π

4
− 1

2
(β − α) (2.1)

Later Merchant [6] used the minimum energy principle and found the same result as

equation 2.1.

Slip-line field theory develops the relationship between stress and velocity in a shear

plane. In this theory, material properties are assumed to be rigid and perfectly plastic.

A slip-line is tangential all along its length to the direction of maximum shear stress.

Combination of slip-lines in a plastic zone is called a slip line field. Lee and Shaffer [7]

developed the first slip-line field model to describe the flow of the straight chip. All

the slip-lines are straight in the Lee and Shaffer model because hydro-static pressure

is constant all along the lines. Kudo [8] modified the straight slip-line to the curved

slip-line which lead to rotating chips. Dewhurst [9] gave a relationship between chip

curl and friction angle using slip-line theory and the relationship between the shear

angle and friction angle can be given by:

φ =
π

4
− (α− β) (2.2)
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Oxley and Welsh [10] observed that chips form in a finite plastic zone and not in a

simple shear line across a single shear plane. They introduced a parallel-sided shear

zone model (thick shear zone model) representing slip-lines in the direction of the

maximum shear stress and maximum shear strain. Okushima and Hitomi [11] also

suggested a shear zone as a thick zone shear model. Although thick shear zone models

were in good agreement with experimental data due to its complexity, it is difficult

and cumbersome to use. So researchers started using the Finite Element Method to

approximate the machining models. A first numerical approach for chip formation

used a pre-define chip geometry and iterative solution by Usmi and Shirakashi [12].

The majority of earlier FE model for chip formations used a Lagrangian approach by

Strenkowski [13], Lin and Lin [14] and Shih [15].

2.3 Constitutive Models

Flow stress is defined as the instantaneous value of stress needed to continuously

deform material plastically. The relation of the flow stress with strain, strain-rate,

and temperature together with some unknown constant is called as constitutive or

flow stress model for the work material.

Oxley [16] developed predictive machining theory also know as Oxley’s theory. This

theory required thermal properties, flow stress data of the work material, cutting con-

ditions, and tool geometry data to identify cutting forces, temperature, and stresses

in orthogonal cutting. Oxley used power law as a constitutive model for the work

material which is given by:

σ = σ1ε
n (2.3)

where σ and ε are the effective flow stress and strain in the model. σ1 and n are

the stress and strain hardening coefficient respectively, and depend on the velocity

modified temperature Tmod. Here Tmod can be calculated by considering the strain
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rate and temperature effect on the material properties using the equation:

Tmod = T

[
1− νlog10

(
ε̇

ε̇0

)]
. (2.4)

Here, T is the temperature at a point where material properties are required to be

identify, ν is a material constant, ε̇ is the strain rate, and ε̇0 is the reference strain

rate.

Another unique constitutive model developed by Shirakashi [17] for capturing ef-

fects of loading history in metal cutting is defined by:

σ = B

(
ε̇

1000

)M

eaT
(

ε̇

1000

)m
[∫ −aT

N

strainpath

(
ε̇

1000

)(−m/N)

dε

]N
(2.5)

where a and m are constants and B, M and N are the functions of temperature. The

integral part of the equation represents the history effect of strain and temperature

for different strain rates. This model is challenging to implement in FEA softwares.

Based on a metal structure, Zerilli and Armstrong [18] developed a constitutive

model for BCC and FCC materials. For BCC, constitutive model is written as:

σ = C0 + C1exp(−C3T + C4lnε̇
∗) + C5ε

n. (2.6)

A constitutive model for FCC material is written as:

σ = C0 + C2ε̄
1/2exp(−C3T + C4lnε̇

∗). (2.7)

Here, T is absolute temperature, C1-C5 and n are material constants, and C0 is the

initial yield stress and depends on the solute and grain size. This model assumes

that the relationship between flow stress and strain for BCC materials are not af-

fected by temperature. However, for FCC materials, the relationship between flow

stress and strain is strongly affected by temperature and strain rate. For steel (BCC

material), the Zerilli-Amstrong model is accurate only up to 300 ◦C. For AA 6082

(FCC materials), this model gives inaccurate thermal softening and overestimated

strain hardening. According to Jaspers et.al [19], the Johnson-Cook model is a better

constitutive model for both the types of material.
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The Johnson-Cook model is a widely used constitutive model given by equation 2.8.

Ozel et al. [20] and Karpat et al. [21] used the Johnson-Cook constitutive equation

to determine flow stress in the model. According to the Johnson-Cook model [22],

the von Mises flow stress can be given by:

σ̄ =
[
A+Bε̄n

][
1 + Cln

(
˙̄ε
˙̄ε0

)][
1− T̂m

]
(2.8)

where the non-dimensional temperature T̂ is defined as:

T̂ =


0 for T < Ttrans

T−Ttrans
Tmelt−Ttrans

for Ttrans ≤ T ≤ Tmelt

1 for T > Tmelt

.

Here A, B, C, m, n are material constant and Tmelt and Ttrans are melting and transition

temperature, respectively.

2.4 Friction models

The contact model near the tool-chip interface is the most significant part of FE

simulations. It is essential to implement an accurate friction model for a reliable cut-

ting simulation [20]. It affects the surface finish of the workpiece, chip morphology,

cutting temperature, and tool wear [23]. Friction at the tool-chip interface is difficult

to determine [24] due to the high strain and temperature occurring in a localized

region. So initial research on FE modeling of the contact was ignored [25] or consid-

ered as a constant coefficient of friction based on Coulomb’s law[26, 27]. Numerous

researchers [28] used Zorev’s model [29] in orthogonal cutting simulation; this model

divides the cutting tool into sticking and sliding regions. High normal stress causing

plastic deformation near the tool-chip interface region is defined as the sticking re-

gion, and relative low normal stress region next to the sticking region is defined as

the slipping region. Friction at the tool-chip interface can be represented by normal

and friction stress over the tool rake face. Ozel [20] considered five different contact

models at the tool-tip interface in orthogonal machining using an updated Lagrangian
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formulation and compared those results with the experiment results by Childs et al.

[30]. The five contact models considered by Ozel are listed below:

1. Constant shear friction at the entire tool-chip interface:

Constant shear friction was implemented at the entire tool-chip interface using

Equation 2.9

m =
τ

k
(2.9)

here m is shear friction factor, k is shear flow stress of the workpiece at the

tool-chip interface, and τ is maximum shear stress.

2. Constant shear friction in the sticking and Coulomb friction in the sliding region:

In this approach, the tool-chip interface divides into a sticking region and a

sliding region, lp is the length of the sticking region, and lc is contact length.

The shear friction factor m is applied over the sticking region, and the coefficient

of friction µ is applied over the sliding region.

3. Variable shear friction at the entire tool-chip interface:

By modifying Equation 2.9, the empirical relation of the variable shear fraction

at the entire tool-chip can be obtained.

m =
τp
k

[
1− exp

{
−
(
σn
τp

)n}] 1
n

(2.10)

here n is a constant and τp is a limiting shear stress.

4. Variable friction coefficient at the entire tool-chip interface:

By considering shear stress as a function of friction coefficient, variable friction

coefficient along the tool can be defined as:

µ =
τ

σn
where, τ = f(σn) (2.11)

5. Variable shear friction in the sticking region and variable friction coefficient in

the sliding region:
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This model used m from the third approach over the sticking region and µ from

the forth approach over the sliding region.

Ozel identified that the error between experimental and FE simulation data is

minimal when variable friction models at the entire tool-chip interface are used. Thus,

the variable friction models should be used to obtain a more accurate result in the

FE simulation of machining.

2.5 Finite Element Formulation

It is critical to select the appropriate finite element formulation for nonlinear dy-

namic problems. Three primary methods for formulation are listed below:

1. Lagrangian formulation

2. Eulerian formulation

3. ALE formulation

2.5.1 Lagrangian Formulation

Lagrangian nodes are coincident with the material so meshes, nodes, and elements

move along with the material in the Lagrangian formulation. Boundary and interface

nodes remain at the same node throughout the simulation. Fig. 2.4a shows the

element mesh grid and material deformation when the Lagrangian formulation is used.

In the deformed shape, mesh grids are still attached to the material and deformed

with a material. The Lagrangian formulation is the most popular type of formulation

in solid mechanics because it can evaluate the constitutive model at the same material

point and produce history dependent data.

In this approach, as the tool cuts through the workpiece, chip and contact length are

formed; therefore, the assumption of initial chip geometry is not required. However,

when the element deforms, the mesh deforms with it and causes higher distortion

issues in the model. Even with these limitations, the Lagrangian approach is still

commonly used in by researchers [31] due to its ability to successfully model different



12

types of chip formulation [32, 33].

2.5.2 Eulerian Formulation

In the Eulerian formulation, nodes are coincident with spatial coordinates, and

the material will flow through the mesh. Fig. 2.4b shows the element mesh grid

and material deformation when an Eulerian formulation is used. In the deformed

shape, the material will flow through the mesh grid, which is fixed spatially and

causing no mesh distortion. In this approach, it is difficult to model boundary nodes

because nodes will not remain at a specific material point. In an Eulerian formulation,

material flows through the fixed mesh grid, causing no mesh distortion. Although this

approach requires prior knowledge of the chip geometry and tool-chip contact length.

Tay et al. [34] used the Eulerian approach for orthogonal machining modeling. This

type of formation is useful for the Computational Fluid Dynamics (CFD) problem

Figure 2.4: (a) Lagrangian (b) Eulerian and (c) ALE mesh in original and deform
shape.



13

with high-velocity fluid where a specific spatial area is the main focus.

2.5.3 ALE Formulation

ALE is defined as Arbitrary Lagrangian-Eulerian formulation method. Both La-

grangian and Eulerian formulations have their benefits and disadvantage. ALE com-

bines advantages of both the Lagrangian and Eulerian representation in a single

formulation while minimizing the disadvantages. ALE uses Lagrangian nodes for

boundary conditions and Eulerian nodes for internal nodes to overcome the excessive

distortion in the primary and secondary shear zone. Fig. 2.4c shows an element mesh

grid and material deformation when the ALE formulation is used. Although, this

approach also requires prior knowledge of the chip geometry, chip-tool contact length

and cannot model discontinuous chips.

In the Lagrangian approach, its simple to define a boundary, interface, and the con-

tact condition also; the assumption of initial chip geometry is not required. Moreover,

the drawbacks can be overcome by selecting appropriate chip separation criteria, and

mesh distortion can be controlled by the hourglass method. So due to those advan-

tages, the Lagrangian formulation is considered in this study.

2.6 Chip Separation Criteria

Numerous researchers [25, 30, 35] used the Eulerian approach to formulate chip

in orthogonal metal cutting, which requires fewer elements and less computational

time. However, it requires prior knowledge of the chip geometry and tool-chip con-

tact length. So many researchers [12, 13, 14, 15] inclined to use the Lagrangian

approach in the orthogonal cutting model, which allows the chip to be modeled from

incipient stage to steady stage without any prior assumption of chip morphology.

Since this method requires chip separation criteria of the chip from the workpiece

material, realistic separation criteria have been an essential factor in this approach of

FE modeling.
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Usui et al. [12] used geometrical criteria based on node separation when the tool

node is sufficiently close to the workpiece node, one node from the predefined parting

line moves to the rake face and other node remains on the machined surface. Zhang

et al. [36] and Shih [15] also used distance-based criteria, in this the value of critical

length at which node split was crucial to identify. Carroll et al. [37] and Xie et al.

[38] used effective plastic strain as a separation criterion. They used the value in the

range of 0.4 to 1.5. Lin et al. [14] observed that the effective plastic strain depends

on the cutting parameters, e.g. uncut chip thickness and tool rake angle. Iwata et al.

[39] considered stress-based ductile fracture criteria for chip formulation. However,

Chen et al. [40] pointed out that the separation criteria should not be considered

as a numerical value and treated as a material constant, which can be measured

experimentally.

Despite the criteria used as the tool advances, a predefined parting line of the nodes

is required for all these chip separation criteria. That is not realistic because in actual

machining material does not separate in a straight path. Also, it is not certain that

the simulation will follow a predefined path in the influence of high deformation.

Shaw [41] was first to consider that the chip separation criteria in the formation of

the new surface in machining requires energy on the order of J/m2 which is negligible

in cutting compared to plastic and friction forces. Later, Atkins [42] showed that the

chip separation criteria is in range of KJ/m2 rather than J/m2, and it is crucial to

consider the energy required to generate new surface in machining analysis.

2.7 Thermal Modelling

In machining, most of the plastic work converts into the heat. This heat is a signif-

icant source of temperature rise in a chip. Determining temperature in the tool, chip,

and the workpiece is essential since it has a considerable influence on the tool wear,

chip morphology, surface finish, and cutting forces. Deformation in the primary shear

zone and friction between tool-chip interface are the main cause for the higher chip
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temperature. Q1 is a heat source in a primary shear zone, which profoundly affects

flow stress and tool temperature. Q2 is a heat source at the secondary deformation

zone at the tool-chip interface. The maximum temperature occurs at this zone which

causes tool wear, and Q3 is a heat source at the tertiary deformation zone.

Figure 2.5: Heat source location in orthogonal metal cutting [1].

Inelastic heat fraction or Taylor and Quinney coefficient [43] is an essential factor

to consider for numerical simulation of transient problems. The ratio of generated

heat to plastic work is known as inelastic heat fraction. Dissipation of plastic work

depends on the strain, strain rate, and temperature. It typically assumes between 0.8

to 1 [44] and for steel is it usually considered as 0.9 [45, 46].

In previous research, only friction behavior between the tool-chip interface has

been considered while thermal interaction between the tool-chip interface has been

neglected. However, in high-speed machining thermal contact between tool and chip

is required to prescribe for simulating tool temperature.

For the workpiece material 1045 steel and uncoated WC tool Yen et al. [47] used a

value of 100 KW/m2 ◦C for the heat transfer coefficient (h) at the tool-chip interface.

Klocke et al. [48] used 1045 steel workpiece and SiC-ceramic tool and assumed a

very high value of the heat transfer coefficient, which depended on the experimental

result of temperature and chip surface in the secondary shear zone. Ozel [20] used 100

KW/m2 ◦C for h at tool-chip interface for the same material used by Yen et al. [47].
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Xie et al. [49] used value 10 KW/m2 ◦C for h at the tool-chip interface for 1045 steel

workpiece and an uncoated WC tool. Then Iqbal et al. [50] applied a different heat

transfer coefficient to calculate the interface temperature and compared those results

with the experimental data which lead to a conclusion that the range of h for 1045

steel workpiece and uncoated cemented carbide tool lies between 100-300 KW/m2 ◦C

for different cutting speeds.



CHAPTER 3: FINITE ELEMENT MODEL

3.1 Johnson-Cook Constitutive Model

In machining, hardening occurs due to high strain and strain rates, moreover ther-

mal softening occurs due to high temperature so for simulating material behavior, an

accurate flow stress model is required. The flow stress model proposed by Johnson

and Cook [22] is suitable for modeling problems that include high strain, high strain

rate, strain hardening, and non-linearity. The Johnson-Cook model is one of the most

accurate model for describing material behavior and chip formation in machining [51].

This model is a strain-rate and temperature dependent visco-plastic material model

suitable for large strain range of 102 to 106 s−1. This model is given by Equation 3.1

as:

σ̄ =
[
A+B(ε̄pl)n

][
1 + Cln

(
˙̄εpl

ε̇0

)][
1− T̂m

]
(3.1)

Where the non-dimensional temperature T̂ is defined as:

T̂ =


0 for T < Ttrans

T−Ttrans
Tmelt−Ttrans

for Ttrans ≤ T ≤ Tmelt

1 for T > Tmelt

.

In Equation 3.1, the first term in for isotropic hardening, the second term accounts

for strain rate hardening, and the third term accounts for thermal softening. Where

σ̄ is the equivalent stress, ε̄pl is the equivalent plastic strain, ˙̄εpl is the plastic strain

rate, ε̇0 is the reference strain rate, Ttrans is the transition temperature, and Tmelt is

the melting temperature. A is the initial yield stress, B is the hardening modulus,

n is the work-hardening exponent, C is the strain rate dependency coefficient, and

m is the thermal softening coefficient. These constants can be identified through the
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Table 3.1: Johnson-Cook constants for AISI 1045 steel

A (MPa) B (MPa) n m C Tmelt(
◦C) Ttrans(

◦C) ε̇0 (s−1)

615.8 667.6 0.255 1.078 0.0134 1460 25 1

high strain rate deformation test using Split-Hopkinson pressure bar (SHPB), and

the values are adopted from [52]. These constants for AISI 1045 steel are given in

Table 3.1.

Thermal softening and strain rate hardening can be identified from the figures be-

low. Fig 3.1 to Fig.3.4 shows stress-strain response of AISI 1045 steel at different

strain rates at fixed temperatures. As temperature increases equivalent stress trends

decreases for various strain rate due to the effect of thermal softening in material.

Fig 3.5 to Fig. 3.8 shows stress-strain responses of AISI 1045 steel at different tem-

peratures at fixed strain rates.
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Figure 3.1: σ̄ vs ε̄pl for AISI 1045 steel at various strain rates ( ˙̄εpl) and at a fixed
temperature T = 100◦C.
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Figure 3.2: σ̄ vs ε̄pl for AISI 1045 steel at various strain rates ( ˙̄εpl) and fixed temper-
ature T = 400◦C.
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Figure 3.3: σ̄ vs ε̄pl for AISI 1045 steel at various strain rates ( ˙̄εpl) and fixed temper-
ature T = 700◦C.
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Figure 3.4: σ̄ vs ε̄pl for AISI 1045 steel at various strain rates ( ˙̄εpl) and fixed temper-
ature T = 1000◦C.
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Figure 3.5: σ̄ vs ε̄pl for AISI 1045 steel at various temperatures (◦C) and at a fixed
strain rate ( ˙̄εpl) = 1.
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Figure 3.6: σ̄ vs ε̄pl for AISI 1045 steel at various temperatures (◦C) and fixed strain
rates ( ˙̄εpl) = 100.
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Figure 3.7: σ̄ vs ε̄pl for AISI 1045 steel at various temperatures (◦C) and fixed strain
rates ( ˙̄εpl) = 103.
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Figure 3.8: σ̄ vs ε̄pl for AISI 1045 steel at various temperatures (◦C) and fixed strain
rates ( ˙̄εpl) = 105.
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3.2 Johnson-Cook Damage Model

To model the chip formulation and chip separation, a fracture-based model was

used. Damage initiation and evaluation were considered for modeling of the damage.

The Johnson-Cook damage model [53] was used with the Johnson-Cook plasticity

model in this study. This model was divided into two main parts: Damage initiation

and Damage evolution.

3.2.1 Damage Initiation

The Johnson-Cook damage model is based on the value of the equivalent plastic

strain, and damage initialization is assumed to occur when the damage parameter

(ω) exceeds one. The damage parameter follows cumulative damage law and is define

(ω) as:

ω =
∑(

∆ε̄pl

ε̄plf

)
(3.2)

∆ε̄pl and ε̄plf are an increment of the equivalent plastic strain and failure strain,

respectively. The failure strain ε̄plf can be defined as:

ε̄plf =

[
d1 + d2exp

(
d3
p

q

)][
1 + d4ln

(
˙̄εpl

ε̇0

)](
1 + d5T̂

)
(3.3)

Where the non-dimensional temperature T̂ is defined as:

T̂ =


0 for T < Ttrans

T−Ttrans
Tmelt−Ttrans

for Ttrans ≤ T ≤ Tmelt

1 for T > Tmelt

.

Where d1 is an initial failure strain, d2 is an exponential factor, d3 is a triaxiality

factor, d4 is a strain rate factor, and d5 is a temperature factor. Tmelt and Ttrans are

melting and reference temperatures, respectively. Here, d3 needs to be considered

positive because Abaqus has a difference in sign for parameter d3 in the expression

of ∆ε̄pl from the original equation [53]. Identifying the value of these five damage

parameters involves a series of experimental fracture tests that vary the stress tri-
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Table 3.2: Johnson-Cook damage parameters for AISI 1045 steel

Set d1 d2 d3 d4 d5

I 0.04 1.03 1.39 0.002 0.46
II 0.05 4.42 2.73 0.0018 0.55

axiality, strain-rate, and temperature. In this study, we are considering two sets of

damage parameters, and the values are adopted from [52] and [54], respectively. The

damage constants of AISI 1045 steel is presented in Table 3.2.

3.2.2 Damage Evolution

After damage initiation in ductile material, the regular stress-strain relationship

graph is not able to represent accurate material behavior [55]. The model become

mesh dependent after damage initiation, so to reduce this mesh dependency, Hiller-

borg’s model [56] is used to create a mesh independent model. Fig. 3.9 shows the

stress-strain relationship of a material undergoing damage. Line a-b shows linear

elastic behavior of the ductile material, b-c shows plastic yielding with strain hard-

ening, point c identifies the damage initiation point, and d is fracture point. C-d

curves follow damage evolution law of the stiffness degradation in the region of strain

localization, and c-d’ shows ductile material’s behavior in the absence of damage. σ0
y

and ε̄plf are yield stress and equivalent plastic strain, respectively. ε̄plf is the equivalent

plastic strain at failure when D reaches one at point d. At point c, when ω = 1,

damage initiated starts from D = 0 and it evolve over line c-d and at point d it is

reaches to the value one.

Hillerborg defines the energy required to open a unit area of the crack, Gf , as a

material parameter. In this approach softening response after damage initiation is de-

fined by a stress-displacement response rather than a stress-strain response. Fracture

energy is given as:

Gf =

∫ ε̄plf

ε̄pl0

Lσ̄ydε̄
pl =

∫ ūpl
f

0

σ̄ydū
pl (3.4)
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Figure 3.9: Stress-strain curve after damage.

Here, ūpl is equivalent plastic displacement, and L is characteristic length based on

the element geometry. L is assumed to be the square root of the integration point

element area. The damage evolution law can be specified in terms of ūpl or Gf . Both

the options take into account the characteristic length of the element to alleviate

mesh dependency results. Once the damage initiation criterion has been reached, the

effective plastic displacement, ūpl, is defined as:

˙̄upl = L ˙̄εpl (3.5)

Evolution of damage variable with relative plastic displacement can be defined as

linear or exponential form.



26

3.2.2.1 Linear Damage Evolution

Crack propagation occurs when the energy release rate is equal to or higher than

critical energy rate, Gf . For linear damage, evolution law is defined as:

Gf =
1

2
ūf σ̄d (3.6)

A scalar stiffness degradation variable (SDEG) D is used in Abaqus to quantify the

damage evolution based on increment of equivalent plastic displacement. Once the

damage initiation criteria is met the linear damage parameters increases according

to:

D =
L ˙̄εpl

ūpl
=

˙̄upl

ūplf
(3.7)

where,

ūplf =
2Gf

σy0

This formulation of the model ensures that the energy dissipated during the damage

evolution process is Gf . When D = 1 in an element, the element is removed from the

model. In Figs. 3.10a and 3.11a areas under the curve σ(ū) represent Gf .

(a) (b)

Figure 3.10: (a) Flow stress vs Equivalent plastic displacement (b) Damage parameter
vs Equivalent plastic displacement in linear damage model.
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3.2.2.2 Exponential Damage Evolution

Critical energy release rate, Gf , for exponential damage evolution is defined as:

Gf =

∫ ūpl
f

0

σ̄ydū (3.8)

Once the damage initiation criteria is met the Exponential damage parameters in-

creases according to:

D = 1− exp

(
−
∫ ūpl

f

0

σ̄y
Gf

du

)
(3.9)

This formulation of the model ensures that the energy dissipated during the damage

evolution process is 0.99Gf because damage parameter practically cannot reach the

value one for exponential evolution.

(a) (b)

Figure 3.11: (a) Flow stress vs Equivalent plastic displacement (b) Damage parameter
vs Equivalent plastic displacement in exponential damage model.

3.3 Selection of Critical Energy Release Rate

In this study, critical energy release rate (Gf) is used as a chip separation criterion.

Irwin was one of the first to study the behavior of the crack [57]. He considered three

different types of the fracture mode in Linear Elastic Fracture Mechanics (LEFM):

mode I, mode II, and mode III.
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1. Mode I:

The forces are perpendicular to the crack and pulled the crack open. This is

mentioned as an opening mode.

Mode I

2. Mode II:

The forces are parallel to the crack, where one force pushes the top half of the

crack back, and other force pulls the bottom part of crack forward. This mode

is mentioned as the in-plane shear mode, and it causes shear crack along the

plane.

Mode II

The orthogonal cutting process can be described using mode I and mode II of

fracture mechanics, as shown in Fig. 3.12 [58]. Opening mode (mode I) can relate to

the top figure of the portion highlighted in Fig. 3.13, and in-plane shear mode (mode

II) can refer to the bottom figure of the part highlighted in Fig.3.13.
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Figure 3.12: Fracture modes in orthogonal cutting model [2].

Figure 3.13: Energy spent to form new surface when chip generates, Gsep
f , Energy

spent in forming new surface for chip serration, Gserr
f .

For isotropic linear elastic material fracture toughness, Gf can be defined as:

G
(sep,serr)
f =

1− ν2

E
K2

Ic,IIc, for plane strain (3.10)

Here, Kc is the stress intensity factor and the subscript I and II indicate the crack

opening modes. Value of Kc is adopted from [59] and listed in Table 3.3. Critical

energy release rate for chip separation and chip serration is shown as, Gsep
f and Gserr

f ,

respectively. Necessary condition for crack growth in terms of toughness is that the

Gsep
f should be greater than Gserr

f [60]. Linear damage model for Gsep
f and exponential

damage model for Gserr
f are selected by conducting parametric studies.
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Table 3.3: Fracture toughness properties of AISI 1045 steel

KIc KIIc Gsep
f Gserr

f

(MPa
√
m) (MPa

√
m) (J/m2) (J/m2)

55.4 71.5 14000 24000

3.4 Friction Modeling

Friction along with the tool-chip interface during the cutting process is a very com-

plex aspect in machining. It can influence the chip morphology, cutting temperature,

tool wear, and normal stress between tool and workpiece, so the accuracy of the pre-

dicted result highly depends on the choice of friction model. Therefore, it is necessary

to understand the friction phenomena across the tool to develop an accurate model

for predicting cutting force and temperature.

According to Zorev [29], the normal stress is greatest at the tool tip and gradually

decreases to zero at the point where the chip separates from the rake face. As shown

in Fig. 3.14 sticking region occurs near the cutting edge of the tool-chip interface,

and the friction shear stress τ is equal to average shear flow stress at the tool-chip

interface, τp. Sliding friction occurs at the remainder of the tool-chip interface area,

and the friction shear stress is calculated using the coefficient of friction, µ. Normal

and shear stresses for both regions can be defined as:

1) For the sticking region:

τf (x) = τp when µσn(x) ≥ τp, 0 < x ≤ lp (3.11)

2) For the sliding region:

τf (x) = µσn(x) when µσn(x) < τp, lp < x ≤ lc (3.12)
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Figure 3.14: Normal and friction shear stress distribution along the tool rake face.

Zorev’s model has been used in numerous literature, but it considered constant

friction coefficient and independent to normal stress in a slip zone and has been

criticized by the prior researchers [61, 62]. So stress based friction model proposed by

Yang and Liu [63] is used in slip zone for this study. Using the split tool technique

for normal and shear stress distribution, experimental data for AISI 1045 steel is

adopted from [64], and is plotted in Fig. 3.15 over the entire rake face length of the

tool. Friction model is plotted in Fig. 3.16, and limiting shear stress, τp, is considered

as 535 MPa. Friction shear stress for slip zone can be given by:

τf (σn) = −7.31e− 9σ4
n + 2.52e− 5σ3

n − 0.011σ2
n + 3.6218σn − 2.02 (3.13)

The tool-chip contact in Abaqus is modeled as penalty stiffness contact formulation

where tool and workpiece are defined as slave and master surfaces, respectively.
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Figure 3.15: Shear and normal stress distribution over tool rake face.
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Figure 3.16: Stress based friction model in slipping zone.

3.5 Thermal Modelling

In a metal cutting, a significant amount of work is dissipated due to plastic defor-

mation and friction. Most of the dissipated work is converted into the heat and raises

the tool and workpiece temperature. To study the temperature fields in the tool and
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the chip, accurate thermal behavior at the tool-chip interface is essential to model.

In this study, thermal gap conduction between workpiece and tool is considered 100

KW/m2 ◦C [50].



CHAPTER 4: FEM FORMULATION IN ABAQUS

4.1 Finite Element Method

Due to the advancement in the computer software and hardware, solving math-

ematical problems with computer codes became more a suitable approach for re-

searchers. Many assumptions in the analytic model lead nonphysical solutions for

some problems. So newer software like Abaqus/Standard, Abaqus/ Explicit, ANSYS,

LS-DYNA, Advantedge, Deform 2D/3D helped to implement this mathematical idea

into the software.

Finite Element Method (FEM) is a numerical method to find an approximate solu-

tion for engineering problems. FEM discretize parts into a finite number of elements

(mesh) and solve constitutive models for the individual element. Mesh of the part

should be small enough to get a good result and large enough to reduce computational

time. FEM uses shape functions to interpolate the solution of the entire part from

the value obtained at the integration nodes. Gaussian-quadrature is the most popular

shape function due to its ability to accurately integrate polynomials of large degrees.

Strong form is a higher order governing differential equation of any given problem.

Three primary methods to convert the strong form to the weak form includes a di-

rect, variation, and weighted residual method (WRM). The galerkin approach in the

WRM method is a widely used technique due its simplicity and adaptability. Using

a weak form of the constitutive model, a set of algebraic system equations can con-

struct individual stiffness and force matrices. Combining these individual matrices

with the process of superposition creates a global matrix. Boundary conditions are

imposed on this global matrix and multiple methods are utilized to solve the system

of equation within the global matrix. For a small system, direct methods like Gauss
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elimination, LU decomposition, and Cholesky decomposition are used. For dynamic

and time-dependent problems, explicit and implicit methods are used. For this study,

we are using an explicit approach to solve the system of equations.

4.2 Finite Element Modeling

As discussed earlier, an Updated Lagrangian finite element formulation is used in

this study. Discussed governing equation and solution methods are adopted form

Belytschkoi et al. [65]. Strong form of balance of linear momentum is defined as:

∂σji
∂xj

+ ρbi = ρv̇i (4.1)

the boundary condition are given by:

njσij = t̄i on Γti and [njσji = 0] on Γint. (4.2)

In the finite element method, all the strong form converted to the weak form. Weak

form of equation 4.1 in terms of virtual power given as:∫
Ω

∂(δvi)

∂xj
σjidΩ−

∫
Ω

δviρbidΩ−
nSD∑
i=1

∫
Γti

δvit̄idΓ +

∫
Ω

δviρv̇idΩ = 0. (4.3)

Here, the first term is the virtual internal power, δP int:

δP int =

∫
Ω

∂(δvi)

∂xj
σjidΩ =

∫
Ω

δDijσijdΩ =

∫
Ω

δLijσijdΩ (4.4)

the second and third term is virtual external power, δP ext:

δP ext =

∫
Ω

δviρbidΩ +

nSD∑
i=1

∫
Γti

δvit̄idΓ (4.5)

the forth term is the virtual kinetic power, δP kin:

δP kin =

∫
Ω

δviρv̇idΩ. (4.6)

Here, the velocity gradient Lij is given as:

Lij = vi,j = viI
∂N1

∂xj
(4.7)

Lij is divided into a symmetric part as the rate of deformation D and a asymmetric
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part as the spin tensor W. Here, D and W tensors are given as:

Dij =
1

2
(Lij + Lji) and Wij =

1

2
(Lij − Lji). (4.8)

Finite element approximation for the Lagrangian formulation is discussed in this

section. For this motive, the current domain Ω is divided into elements Ωe. Current

configuration denoted as xiI where I is node number from 1 to nN and i is for dimension

space. In the finite element method, the motion x(X,t) is approximated by:

xi(X, t) = NI(X)xiI(t) (4.9)

where NI(X) are the shape function, and xI is the position vector. For initial position

XJ equation 4.9 is written as:

xi(XJ , t) = xiI(t)NI(XJ) = xiJ(t); where,NI(XJ) = δIJ . (4.10)

Nodal Displacement field is given as:

ui(X, t) = xi(X, t)−Xi = uiI(t)NI(X). (4.11)

By taking the material time derivative of the displacement, velocity is given by:

vi(X, t) =
∂ui(X, t)

∂t
= viI(t)NI(X). (4.12)

The acceleration is given by the material time derivative of the velocities:

a(X, t) = v̇iI(t)NI(X). (4.13)

By substituting equation 4.12 into equation 4.3 the discrete finite element equation

can be given by:∫
Ω

∂NI

∂xj
σji dΩ−

∫
Ω

NIρbi dΩ−
nSD∑
j=1

∫
Γtj

NI t̄i dΓ +

∫
Ω

NIρv̇i dΩ = 0; ∀(I, i) /∈ Γvi .

(4.14)

Internal nodal forces or a stress in a body are given by:

f int
iI =

∫
Ω

∂NiI

∂xj
σji dΩ (4.15)
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and external nodal forces are given by:

f ext
iI =

∫
Ω

NIρbi dΩ +

∫
Γti

N1t̄i dΓ. (4.16)

The kinetic nodal forces are defined by:

fkin
iI =

∫
Ω

ρNINJ dΩv̇iJ . (4.17)

Kinetic nodal forces are a product of mass matrix and the nodal acceleration. Mass

matrix is defined as:

MijIJ = δij

∫
Ω

ρNINJdΩ. (4.18)

So finally, equation of motion can be described as:

MijIJ v̇ij + f int
iI = f ext

iI (4.19)

or

Ma+ f int = f ext. (4.20)

For transient thermal problem the semi-discrete finite element equation for heat

transfer can be given by:

Cij θ̇j +Kijθj = qi (4.21)

heat capacity matrix

Cab =

∫
Bt

ρcNaNbdV (4.22)

heat conductivity matrix

Kab =

∫
Bi

kNa,iNb,idV. (4.23)

Here, c is heat capacity, ρ is mass density, and k is thermal conductivity of the

material.

In this study, the explicit method is used for solving the non-linear problem, and

the central difference method is the most popular explicit method in computational

mechanics. Central difference method for Lagrangian mesh is discussed in this section.

The stable time step for Lagrangian mesh changes as the mesh deforms and wave
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speed changes. Time increments are defined by:

∆tn+1/2 = tn+1 − tn, tn+1/2 =
1

2
(tn+1 + tn), ∆tn = tn+1/2 − tn−1/2. (4.24)

The central difference formula for velocity is given as:

vn+1 =
1

∆t(n+1/2)
(dn+1 − dn) (4.25)

the acceleration in the term of displacement is given by:

an =
(dn+1 − 2dn + dn−1)

(∆tn)2
. (4.26)

Equation 4.20 at time step n is given by:

Man = fn = f ext(dn, tn)− f int(dn, tn). (4.27)

Step involved in the explicit time integration

1. Set initial conditions.

2. Calculate force.

3. Compute acceleration: an = M−1(fn − Cdampvn−1/2).

4. Update time step.

5. Update first partial nodal velocity: vn+1/2 = vn + (tn+1/2 − tn)an.

6. Enforce velocity BC on node I on Γvi: vn+1/2
iI = v̄i(xI , t

n+1/2).

7. Update nodal displacement: dn+1 = dn + ∆tn+1/2vn+1/2.

8. Compute force, an+1, and vn+1.

9. Go to step 4 until require output is obtained.

For explicit method stability criteria is required, and the critical time step can be

defined by:

∆t = α∆tcrit ; ∆tcrit ≤
2

ωmax

= min
(Le

ce

)
(4.28)
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where ωmax is the maximum frequency of the linearized system, Le is a characteristic

length and ce is the current effective wave speed of the element.

4.3 Workpiece and Tool Modeling

The model in this study is defined as a plane strain problem. In orthogonal ma-

chining, uncut chip thickness is smaller compared to the depth of cut so this problem

can be considered as a plane strain problem. Fig. 4.1 shows the tool-workpiece model

used in the study. Tool and workpiece geometry are adopted from [66]. Machining

parameters used in this model are listed in Table 4.1.

All the surface node of the tool were constrained in the Y-direction and were giving

velocity in the negative X-direction as cutting speed. Nodes on the left and bottom

edge of workpiece were constrained in all directions. The initial temperatures for the

model is considered as 25◦C

Figure 4.1: Tool- Workpiece.

4.4 Workpiece and Tool Properties

In this model, AISI 1045 steel is used for workpiece material and the tool is con-

structed of uncoated cemented carbide. Table 4.2 provides chemical composition of

AISI 1045 steel. Table 4.3 gives thermo-mechanical properties of workpiece and tool

adopted from [67].
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Table 4.1: Dimensions of the model

Length of the workpiece (l) 12 mm

Width of the workpiece (b) 1.2 mm

Uncut chip thickness (ac) 0.1 to 0.3 mm

Tool rake angle (α) −7◦ to 10◦

Tool clearance angle (αc) 6◦

Tool edge radius (r) 10 µm

Table 4.2: Chemical composition of AISI 1045 carbon steel

Element C Mn S P Fe

Content (%) 0.43-0.50 0.60-0.90 0.05 0.04 Balanced

Table 4.3: Thermo- physical properties of Workpiece and tool

Property Workpiece Tool
AISI 1045 steel Uncoated cemented carbide

Density, ρ (kg/m3) 7850 14500

Young’s modulus, E (GPa) 215 (20◦C) 534 (20◦C)
210 (200◦C)
165 (400◦C)
160 (600◦C)

Poisson’s ratio, ν 0.3 0.22

Conductivity, κ (W/m◦C) 45.04 - 0.021×T 35.95 + 0.042×T
Specific heat, Cp (J/kg◦C) 486 334.01 + 0.12×T
Expansion, αd (µm/m◦C) 10.56 + 0.007×T -

4.5 Meshing in the Geometry

Entire tool-workpiece geometry is divided into small finite element parts. Machin-

ing operation demands very complex thermo-mechanical coupling and high strain

rate, so it is essential to select the right elements to get an accurate result from the

simulation. To model fully coupled thermal-structural problem, four node quadrilat-

eral element with reduced integration, plane strain formulation and hour glass control,
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CPE4RT, and three node triangular elements, CPE3T are used in meshing of tool

and workpiece.

The total number of elements and nodes used in meshing are 24836 and 25204,

respectively. To increase the accuracy of the result in the deformation zone, mesh

density is finer in the upper half of the workpiece, as shown in Fig. 4.2a. However,

mesh density is coarser in the lower half to reduces the computational time and cost.

For the same reason, mesh density in the lower part of the tool is finer, and it is

coarser in the upper part, as shown in Fig. 4.2b.

(a)

(b)

Figure 4.2: Meshed geometry (a) workpiece (b) tool.

4.6 Contact Pair Modeling

Contact pair interaction is an essential part of machining modeling. In this study,

we have defined two interactions in the model. Self contact with a chip and surface

to surface contact between workpiece nodes and the tool surface are established with

the kinematic contact model. Surface with coarser mesh or surface of the stiffer body

is always treated as master surface. Here workpiece is considered as a slave surface

and tool as a master surface. Slave nodes cannot penetrate the master surface, but

the nodes of the master surface can penetrate the slave surface [55].



CHAPTER 5: VALIDATION AND VERIFICATION

A numerical model always involves some level of approximation from the exper-

imental model. FEA simulation has been conducted for orthogonal machining for

parameters given in table 4.1. By applying UL boundary conditions to the model cut-

ting force, the tool-chip interface temperature, and the chip morphology are evaluated

and compared with the experimental data in this chapter to validate the proposed

FEA model.

5.1 Force Validation

The simulated cutting forces were compared with the literature and were found

in agreement. It can be observed that the cutting force increases as the uncut chip

thickness increases. Experimental results by Ivester et al. [68] and FEA results by

Karpat et al. [21] for rake angle 5◦ and −7◦ are compared with simulated results in

Fig. 5.1, and Fig. 5.2. Experimental results by Duan et al. [69] and FEA results

by Iqbal et al. [67] are compared with simulated results in Fig. 5.3 for rake angle

0◦. From Fig. 5.1b and Fig. 5.2b it can be seen that the percentage difference

between experimental and simulated results is around 4-12% compared to the other

FEA model [21], which is around 6-18%.
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Figure 5.1: (a) Comparison of simulated average cutting force Fc with the experimen-
tal data (b) percentage difference between experimental and simulated cutting forces
at α = 5◦ for various ac and Vc.
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Figure 5.2: (a) Comparison of simulated average cutting force Fc with the experimen-
tal data (b) percentage difference between experimental and simulated cutting forces
at α = −7◦ for various ac and Vc.
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Figure 5.3: (a) Comparison of simulated average cutting force Fc with the experimen-
tal data (b) percentage difference between experimental and simulated cutting forces
at α = 0◦ for various ac and Vc.
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5.2 Temperature Validation

Orthogonal machining at very high speeds generates a large amount of heat due

to large deformation and friction between tool and workpiece. This generated heat

in the shear zone is conducted into the workpiece, chip, and tool. Temperature field

distribution is measured along the contact length for different machining parameters

and compared with experimental data in this section. To ensure the validation of the

model, numerical results of temperature are compared to the experimental results by

Grzesik et al. [70] in table 5.1. Relative error found between results is 8%.

Figure 5.4: Numerical temperature distribution in the tool (◦C) for α = −7◦, Vc =
200 m/min, and ac = 0.15 mm.

Table 5.1: Comparison between the numerical and experimental result from the lit-
erature

Parameters Numerical result Grzesik et al.[70]
Workpiece AISI 1045 steel AISI 1045 steel

Tool Uncoated carbide Uncoated Carbide
Uncut chip thickness, ac 0.15 mm 0.16 mm

Rake angle, α −7◦ −5◦

Tool clearance angle, αc 5◦ 6◦

Cutting Speed, Vc 200 m/min 220 m/min
Tmean 470◦C 510◦C
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5.3 Chip Morphology Comparison

The micro structure of the chips obtained experimentally is shown in Fig. 5.5a, 5.6a,

and 5.7a [60]. In Fig. 5.5 simulated chip morphology is similar to the experimental

result, but Fig. 5.6 and 5.7 give different results than the experiments. The main

reason for the inaccurate chip morphology in this study is that accurate Johnson-

Cook damage model parameters are not available and the serration on the chip at

higher cutting speeds could not be simulated.

(a)

(b)

Figure 5.5: Comparison between chip morphology (a) experimental result (b) simu-
lated result for ac = 0.1 mm, Vc = 200 m/min and α = 0◦.
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(a)

(b)

Figure 5.6: Comparison between chip morphology (a) experimental result (b) simu-
lated result for ac = 0.1 mm, Vc = 400 m/min and α = 0◦.

(a)

(b)

Figure 5.7: Comparison between chip morphology (a) experimental result (b) simu-
lated result for ac = 0.1 mm, Vc = 800 m/min and α = 0◦.



CHAPTER 6: NUMERICAL RESULTS AND DISCUSSION

6.1 Force Distribution

To consider the performance of the cutting simulation in this parametric study four

different uncut chip thicknesses, rake angles, and cutting velocities are considered.

The cutting forces are calculated by adding the reaction forces of the boundary nodes

along the bottom and left side of the workpiece. Fig. 6.1 and Fig. 6.2 shows simulated

cutting force versus simulated time for rake angle 5◦ and 0◦, uncut chip thickness 0.1

mm, and cutting speed 200 m/min; the average simulated cutting force is, Fc ≈ 251N

and Fc ≈ 227N respectively. The simulated cutting force with varying cutting speed

and rake angle for different uncut chip thicknesses of 0.1, 0.15, 0.2, and 0.3 mm are

plotted in Fig. 6.3. In this figure we can see that the cutting force increases as the

rake angle decreases from 10◦ to −7◦. Positive rake angle produces higher shear angle,

therefor it helps to reduce cutting force. Furthermore, as shown in Fig. 6.4, cutting

force increases with an increases in the uncut chip thickness because more energy is

required to deform a thicker chip. It also shows that the cutting velocity does not

have much effect on the cutting force in orthogonal cutting analysis.



50

0 0.5 1 1.5 2 2.5 3

10
-3

0

100

200

300

400

500

Figure 6.1: Cutting force evolution versus time for α = 5◦, ac= 0.1 mm, and Vc= 200
m/min.
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Figure 6.2: Cutting force evolution versus time for α = 0◦, ac= 0.1 mm, and Vc= 200
m/min.
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Figure 6.3: Average cutting force results at uncut chip thickness (a) ac = 0.1 mm (b)
ac = 0.15 mm (c) ac = 0.2 mm (d) ac = 0.3 mm for various values of α and Vc.



52

0.05 0.1 0.15 0.2 0.25 0.3 0.35

200

250

300

350

400

450

500

550

600

650

700

(a)

0.05 0.1 0.15 0.2 0.25 0.3 0.35

200

250

300

350

400

450

500

550

600

650

700

(b)

0.05 0.1 0.15 0.2 0.25 0.3 0.35

200

250

300

350

400

450

500

550

600

650

700

(c)

0.05 0.1 0.15 0.2 0.25 0.3 0.35

200

250

300

350

400

450

500

550

600

650

700

(d)

Figure 6.4: Average cutting force results at cutting speed (a) Vc = 200 m/min (b) Vc
= 400 m/min (c) Vc = 600 m/min (d) Vc = 800 m/min for various values of α and
ac.
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6.2 Temperature Distribution

In machining, plastic work in the primary shear zone and friction at tool-chip

interface mainly contribute in the temperature rise. In this section the trends in

temperature with various cutting speeds, tool rake angles, and uncut chip thicknesses

are discussed.

Interface temperature at tool-chip is calculated by averaging the nodal temperature

along the contact length of the tool. Nodes of contact length are selected to calculate

average temperature at the tool-chip interface, as shown in Fig. 6.5. Also Fig. 6.6

shows simulated interface temperature at tool-chip verses time for rake angle −7◦,

uncut chip thickness 0.3 mm, and cutting speed 800 m/min; the average interface

temperature at tool-tip is, Tmean ≈ 580◦.

The temperature obtained from finite element simulation of orthogonal machining

of AISI 1045 steel are shown in Fig. 6.7 and Fig. 6.8. From Fig. 6.7 it can be

concluded that, at the same uncut chip thickness, the interface temperature of the

tool-chip increases when the cutting speed increases. In the literature, it shows that

NT11

 24.98

 83.73
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201.24

260.00

318.75

377.51

436.27

495.02

553.78
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671.29

730.04

Figure 6.5: Node selection of contact length for calculating average interface temper-
ature.
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heat generation increases as cutting speed increases. Also, Fig. 6.8 shows that, at

the same cutting speed, the temperature at contact length of the tool increases as the

uncut chip thickness increases. Due to increased material removal on the workpiece

more mechanical energy converts to heat energy.
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Figure 6.6: Tool chip interface temperature evolution versus time for α = −7◦, ac=
0.3 mm, and Vc= 800 m/min.
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Figure 6.7: Average chip-tool interface temperature results at rake angle (a) α = 10◦

(b) α = 5◦ (c) α = 0◦(d) α = −7◦ for various values of ac and Vc.
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Figure 6.8: Average chip-tool interface temperature results at cutting speeds (a)Vc
= 200 m/min (b) Vc= 400 m/min (c) Vc=600 m/min (d) Vc=800 m/min for various
values of ac and α.
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6.3 Comparison of SDEG for Two Different Sets of Johnson-Cook Parameters

The Johnson-Cook damage parameters affect the fracture damage in the chip, and

from Fig. 6.9 we can see that the SDEG (overall scalar stiffness degradation variable)

parameters are not evident on the external chip interface while using the Johnson-

Cook damage data set-II. However, while using the Johnson-Cook damage data set-I

damage around the outer chip interface is noted.

(a)

(b)

Figure 6.9: SDEG results (a) Johnson-Cook parameters- I (b) Johnson-Cook param-
eters - II for α = 5, ac = 0.3 mm, and Vc = 800 m/min.
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From Fig. 6.10 it can conclude that the Johnson-Cook damage data set-I gives more

accurate cutting force results than the Johnson-Cook damage data set-II, and the

difference is the range of 6-8% compared to the 18-20% difference. So, using correct

Johnson-Cook damage parameters in the orthogonal cutting analysis is crucial.
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(a) Comparison of predicted average cutting force Fc with the experimental data at α = 5◦C
for various Vc
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(b) Relative difference between experimental and predicted cutting forces at α = 5◦ for various
Vc

Figure 6.10: Comparison of average cutting force Fc to experimental forces.
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6.4 Change in Fracture Toughness for Chip Serration, Gserr
f

As discussed earlier, fracture toughness for chip serration is a crucial aspect in

orthogonal cutting. As shown in Fig. 6.11 simulation results varied according to

Gserr
f . As shown in Fig. 6.11a and 6.11c, higher stress and deformation in model

caused failure in the simulation for values other than the prescribed value of Gserr
f .

However, Fig. 6.11b Gserr
f = 24000 J/m2 gives an accurate and complete simulation.

(a)

(b)

(c)

Figure 6.11: Different chip morphology for different (a) Gserr
f = 20000 J/m2 (b) Gserr

f
= 24000 J/m2 (c) Gserr

f = 28000 J/m2, for Gsep
f = 14000J/m2, α = 10◦, ac = 0.3 mm,

and Vc = 800 m/min.



CHAPTER 7: CONCLUSION AND FUTURE WORK

7.1 Conclusion

In this thesis, a new model of orthogonal metal cutting is developed using Update

Lagrangian finite element approach to simulate chip formation and to identify field

variables. It is complex and challenging to model orthogonal machining due to high

deformation in the shear zone and high interface temperature. Current development

on the fracture mechanics and field damage of ductile material are used in this thesis.

The constitutive model, which involves deformation, damage initiation, and damage

evolution, is required for accurate modeling; therefore, the Johnson-Cook damage

model is used in this study. Johnson-Cook damage parameters-I gives accurate cutting

force compare to the data set-II, but to find more precise chip morphology at the high-

speed machining we still required accurate Johnson-Cook damage parameters.

Damage evolution model and the criteria used for chip separation and serration is

critical in machining model, which need to be accurate for the correct chip morpholo-

gies. A threshold value of chip separation and serration are based on the fracture

toughness of the material. The values for Gsep
f and Gserr

f are calculated using fracture

mechanics, and results are available in the literature.

Zorev’s friction model is used with the collaboration of the stress-based friction

model, which gives an accurate prediction of the complex friction model phenomena

in the study.

The influence of the cutting speed, rake angle, and uncut chip thickness on field

variables are studied using uncoated cemented carbide tool. Cutting force increases

as the uncut chip thickness increases and rake angle decreases. However, cutting

velocity has a minimal effect on the cutting forces. Increases in the cutting speed and
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uncut chip thickness raises temperature at the tool-chip interface.

7.2 Future Work

Future works that may extend from this thesis include the following:

The tool life, tool wear, and chip curling can be further studied using this model.

Extension of this two-dimensional finite element model to the three-dimensional

model for the oblique cutting process can be modeled.

Accurate Johnson-Cook damage parameters for material AISI 1045 steel is neces-

sary to find for more accurate results at high-speed machining. The proposed model

can also be used for different workpiece and tool materials.

Some experiments to identify accurate values of Gsep
f and Gserr

f for AISI 1045 steel

are needed to acquire precise results.

More detailed thermal modeling can apply to the tool-chip interface to obtain more

accurate thermal results.

Using these parametric studies, one can build a machine learning model for Ar-

tificial Neural Network (ANN) or Support Vector Machine (SVM) to predict field

variables within a specific range. This approach can reduce computational time and

cost in FE modeling.
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