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ABSTRACT

AYUSHI JAIN. Development of a CFD Simulation Framework for Aerothermal
Analyses of Electric Vehicle Battery Packs. (Under the direction of DR. MESBAH

UDDIN)

Lithium-ion batteries (LIB) are widely being used in the field of electric vehicles,

their high-power density, low resistance, compactness and low self-discharge rate.

These make LIBs an ideal choice for use in electric vehicles (EV). To increase the

reliability of LIBs, a proper battery thermal management system is required. This

thesis presents a finite volume based Computational Fluid Dynamics (CFD) aero-

thermal analysis for a pack of high energy density cylindrical lithium-ion batteries.

This study presents first the development of a CFD framework required for a compre-

hensive aero-thermal investigation. This includes investigations on the effectiveness of

turbulence modeling approaches in capturing local hot-spots developed for a range of

inlet velocities and configurations of the lithium-ion battery pack. Turbulence mod-

els investigated include Mentors SST k − ω, Launder and Spalding standard k − ε,

realizable k−ε and elliptic blending k−ε. The results from these simulations are com-

pared against published experimental wind-tunnel data. Simcenter Battery Design

Studio (BDS) is used to generate a detailed and in-dept model of the LG INR 18650

MJ1 (LiNiCoMnO2) cell. The cell from BDS is imported in Simcenter Starccm+

2020.2 where the simulation is set-up to monitor voltage variation, discharge rate

current, temperature distribution within the pack, maximum temperature of aligned,

staggered, and cross configuration for various inlet velocities. The results of these

simulations are compared, and it is found that, in spite of all its short comings, the

standard k− ε model is the most accurate model for such analysis. It is also observed

that the dependency of heat generation on discharge current is significant, the battery

performance is affected by the ambient temperature, and the aligned arrangement has

the best temperature uniformity and cooling effectiveness. Lastly, there is significant
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effect on the stability of the simulation depending on the way the boundary condition

is modeled is projected
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CHAPTER 1: INTRODUCTION

With the advancement in electric vehicles (EV), it has been established that the

power battery plays a significant role in the performance of the vehicle. Lithium-ion

batteries (LIB) are widely used in this field because of the high power density, high

voltage, compactness, low resistance and low self-discharge rate. It also has an added

advantage of stable performance, long-life cycle and less carbon footprints. However,

the major drawback are the frequently reported fire or explosion accidents [3], because

of improper battery thermal management system (BTMS).

The operating temperature of the LIB highly affects the reliability and durability

of the battery, extreme operating temperatures both high and low, can cause increase

in rate of degradation, and shorten the lifespan. The allowable discharge temperature

range is from -20◦ to 60◦ C. The optimum battery operating temperature is considered

to be 20◦ to 40◦ C [4], a maximum temperature difference of 5◦ among the batteries in

the pack is desirable. The cells energy storage and cycle life can reduce significantly

when the cell is operated at a temperature below 0◦ or above 40◦C.

The growth of solid electrolyte interface layer is promoted at high temperatures,

which reduces the power delivery by increasing the internal resistance. At extreme

conditions, the separator may melt causing an internal short circuit, this can lead

to uncontrollable rise in temperature (thermal runaway). Depending on the battery

chemistry the energy and gases released during this process, can cause an explosion.

Contrarily, if the operating temperature is below 0◦C, it leads to formation of metallic

lithium around the anode during charging. This deposition can cause malfunction

during recharging of the batteries over time.

For proper functioning at all temperatures, battery packs are tested experimen-
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tally and computationally, before releasing it in the market. There is a considerable

amount of work done in studying the effect of strain rate and solvent behaviors of

separators in Lithium Ion [5], [6], penetration induced thermal runaway [7], thermal

abuse tolerance, etc. computationally. There has been a considerable amount of

experimental work as well [8], [9], [10].

As the conditions for which the battery thermal management system is investigated

both experimentally and numerically are limited, an extensive research on this issue

with a combination of various battery geometry, configuration and physical proper-

ties like different state of charge of the cell, battery cell arrangement will have a wide

ranging importance in the industry. Conducting these tests experimentally following

all the safety and environment regulations is an expensive, tedious and time con-

suming process. This can be prevented by conducting simulations computationally,

here the role of computational fluid dynamics comes into consideration. There have

been some of the previously reported numerical works which shows results with some

degree of correlation with experiment, still significant discrepancies remain between

the experiment and CFD results. Most of the previously reported numerical models

[5], [6], [7] are based off the finite element method (FEM). The proposed research

work uses a finite volume method (FVM) as it is the most widely used aero-thermal

analysis tool as used by the automotive OEMs.

With the accessibility of high-speed performing computers, turbulence modeling

has secured a place of effective problem solver in engineering applications. This thesis

focuses on a coupled aero-thermal analysis, studying the heat generation within the

battery and heat dissipation in the fluid domain. The models used in this study are

• Launder and Spalding k-ε [11],

• Mentors k-ω SST [12],

• Realizable k-ε [13], and
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• Elliptic blending k-ε [14]

1.1 Motivation

With the increasing global warming and the awareness of the need to protect the

environment, the application of different forms of energy are being highly valued

worldwide. The new technology comes with its own set of challenges, it should be safe

and robust. Lithium ion batteries is becoming one of the most widely used technology

for powering electrical vehicles. Studies are being conducted to monitor the working of

lithium-ion batteries in extreme conditions [15], [6], [9]. Battery thermal management

investigation can be a hazardous process, while conducting these experiments one

must follow strict environmental regulations and guidelines.

Conducting the experiments considering all environment regulations can become

an expensive, time consuming and tedious process. The existing works focuses on

finite element method in analyzing the structural strength, mechanical integrity [16],

failure and fracture of the shell, torsion test [17] etc. There is research conducted

in the area of finite volume based methods as well, in these models the battery heat

generation is modelled in form of a resistance network and homogeneous properties

are assumed throughout the cell [18], [19], for a majority of cases.

The finite volume method is a widely used numerical tool in the automotive OEMs.

The CFD analysis that involves a battery modelled using an advanced battery mod-

eling tool provides a base for an electrical vehicle aero-thermal simulations. Battery

design studio provides a platform for detail modelling of the battery while considering

parameters as anode material, cathode material, particle radius, separator, internal

tabs etc. A coupled simulation that involves BDS and Simcenter Starccm+ which is

a very popular tool for finite volume method based numerical analysis in the automo-

tive industry is designed. This thesis aims at providing a framework for battery pack

aero-thermal analysis which can be further coupled with the full automotive body,

and simulated together all on one platform.
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1.2 Objectives

Modern era is swiftly moving towards a more environment conscious world, with

that there is development of pure battery vehicles (BEV), hybrid electric vehicle

(HEV) and plug-in hybrid electric vehicles (PHEV). The crux of electric vehicle de-

velopment narrows down to battery performance, the objective being improvising

the efficiency, safety, and robustness of batteries. Battery thermal management sys-

tem plays a pivotal role in ensuring this, and is responsible for maintaining the heat

distribution within the battery pack.

In order to achieve optimum efficiency within the battery pack, governing and reg-

ulating the temperature distribution, heat production, and heat dissipation play a

detrimental role. To investigate this, numerical aero-thermal analyses involving dif-

ferent turbulence models and a detailed battery model are studied. The battery is

developed using Battery Design Studio and the aero-thermal analyses are conducted

on Simcenter StarCCM+ as it is a versatile tool well known in the automotive indus-

try.

This study includes the effects of changing inlet velocity on temperature distribu-

tion and heat dissipation, change in heat generation with varying discharge rates,

and determining the optimum battery pack arrangement with respect to temperature

uniformity and cooling effectiveness. The results are validated with available experi-

mental data to determine the most appropriate numerical method. This thesis aims

to establish a framework for aero-thermal analyses of battery packs for future studies.

To summarize, the objectives of this study are:

• develop a framework of CFD simulation methodologies for aero-thermal analyses

of lithium-ion battery packs using a finite volume commercial CFD code,

• investigate the efficacy of various commonly used turbulence models in predict-

ing the maximum temperature rise and temperature difference within a LIB
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battery pack,

• examine the effects of changes in inlet velocity on temperature variation with the

the pack in order to predict the ideal velocity for the best battery performance

and efficiency,

• analyze the effects of varying discharge rates on heat generation which ulti-

mately affects the temperature rise, and

• investigate the impacts of aligned, cross and staggered cell arrangements within

the pack on the aero-thermal flow-fields within the pack, and determine the

preferred battery pack arrangement by evaluating the cooling effectiveness and

temperature uniformity.

1.3 Thesis Outline

The thesis is organized in the following manner:

• Chapter 2 discusses the background of battery designing and development, ma-

jor problems faced in battery usage, all previous relevant work has been com-

piled. It also details about turbulence modeling and its significance in designing

of battery thermal management system, the turbulence models considered for

this study are discussed.

• Chapter 3 provides information about the numerical modelling of the battery

and the coupled simulation details, the development of the battery, used for

analysis.

• Chapter 4 includes the battery parameters, simulation setup, the importance

of external casing geometry, meshing strategy, and other details regarding the

setup.
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• Chapter 5 contains the results and conclusions from the investigations on the

prediction capabilities of turbulence models in a simulation involving multiple

bodies.

• Chapter 7 concludes the thesis with a summary and outlines scope for future

analysis of the work.



CHAPTER 2: LITERATURE REVIEW

Electric vehicles are becoming more reliable and environment friendly alternative

to internal combustion engines. Companies like Tesla, Rivian, Lucid-Motors, Zoox

which specialize in sole electric vehicle are introducing faster, more reliable vehicles,

breaking down every barrier against electric vehicles. The traditional automotive

companies are also inclining towards having an electric vehicle (EV), battery electric

vehicle (BEV), hybrid electric vehicle (HEV) or plug-in hybrid electric vehicle (PHEV)

line. With this development the focus on the battery pack has increased, every aspect

starting from chemical composition [20] to heat generation and dissipation is studied

in detail.

The biggest constrain observed in battery designing is the influence of temperature

on battery performance [21]. The batteries can ignite, rupture or even explode at

elevated temperature, thermal runaway and high degradation are also observed at

high temperature. Therefore it is essential to have a well designed battery thermal

management system (BTMS). It limits the temperature variation within the pack

and maintains a uniform temperature distribution. The battery thermal management

system investigates the following :

• The effect of fluid, utilized for forced cooling, air cooling [22]. liquid cooling

[21], heat pipe cooling [23] and phase change material cooling [24]

• Natural cooling system and forced cooling system, based on whether the system

has a cooling fan [24]

• Passive cooling or active cooling, depending on how the inlet is cooled

• Inlet air velocity and temperature [3]
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• Cooling structure of the battery pack, modeling the inlet shape [25], layout of

the batteries within the pack [26], etc

There have been several experimental and CFD analysis of the battery thermal

management system [27], [19], in which the heat generated by the battery has been

simplified and several influencing factors have been neglected while modelling the

heat generation. CFD analysis where they consider the maximum heat generated

by the battery and model it as a constant heat value [18] to give us an estimate of

the temperature of the system. Other researches involve treating the battery as a

resistance [19],in a circuit and modelling the heat generation accordingly, while these

assumptions gives us an overview of the heat generation within a battery pack a more

detailed battery will help constructing a more realistic simulation. In this thesis, we

attempt to provide a detail method of battery modelling using battery design studio

and its aero-thermal analysis, testing a range of turbulence models, comparing the

results at different rate of discharge, inlet velocity and inlet temperature.

2.1 Battery Modelling

Traditionally battery designing and testing involved manufacturing of a cell with

desired chemical and physical properties and then testing it to see if it meets the

criteria. Numerical battery modeling is the numerical generation of the thermal and

electrical response of the battery over path of a load cycle. In this study the batteries

are designed using Simcenter Battery Design Studio (BDS), it is a platform which

combines the electro-chemical properties of electrolyte and electrode material, and

accurately models their representation. By using BDS we can design the battery

with the desired specifications. The software is designed for battery development, we

are able to generate a battery cell file considering all the cell parameters, the software

accounts for all the parts of the battery such as the jelly roll, mandrel, tab-connectors,

separators, etc. Conducting a study which involves detailed battery heat generation

and turbulence modelling, to study the heat dissipation of the battery pack can be
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highly useful for electric-vehicle thermal management system development.

BDS has the ability to captures important attributes of a cell such as open circuit

voltage, nominal capacity, electrode dimensions, etc. This tool focuses on lithium-ion

chemistry and gives us the freedom to define aspects of construction of the electro-

chemical cell. Cell designers can reduce the cost of building prototype and optimizing

design by using this tool and creating a battery cell virtually.

The IET (current(I), Voltage (E), Temperature(T)) is responsible for the electronic

and thermal configuration of the battery. BDS provides three IET model for 3D

analysis of battery. The next section describes the three models in detail.

2.1.1 Distributed Model

The distributed(DIST) model is from the DUAL model family, it is a recently de-

veloped model in battery design studio. The Distributed NP and Distributed 3D

models account for multiple particles, current distribution along and cross the cur-

rent collectors as well as across the cell. A galvanostatic charge discharge of the

anode-separator-cathode (cell sandwich) is modeled. A one-dimension transport of

the lithium ion is considered from the negative electrode to separator to positive elec-

trode. The theory of this model is derived from the work of Newman and Doyle et al

[28]

The model equations are:

Liquid-phase mass balance: [29]

ε
∂c

∂t
=

∂

∂x

(
εD∂c

τ∂x

)
− 1

F

∂i2,x
∂x

∂t0+
∂x

+ (1− t0+)ajn, D = D0

(
1− ∂ ln c0

∂ ln c

)
(2.1)

Where,

ε = Porosity

c = Liquid-phase salt concentration, mol/m3

D = Salt diffusion coefficient, m2/s
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τ = Tortuosity

F = Faraday constant, Coulombs/equivalent

i2x = liquid-phase current density, A/m2

t0+ = transport number for lithium

a = Surface to volume ratio of active material, m2/m3

c0 = Solvent concentration, mol/m3

Solid-phase Ohm’s law: [29]

∂

∂x

(
σ
∂φ1

∂x

)
= Faj + aicap (2.2)

Where,

φ1 = Solid-phase potential

σ = Solid-phase electronic conductivity, S/m

icap = Capacitive current density, A/m2

F = Faraday constant, Coulombs/equivalent

Liquid-phase Ohm’s law: [29]

i2x = −κε∂φ2

τ∂x
+

2κεRT

Fτ

(
1 +

∂lnfA
∂ ln c

)(
1− t0+

) ∂ ln c

∂x
(2.3)

i2x = Liquid-phase current density, A/m2

κ = Electrolyte conductivity, S/m

fA = Activity coefficent, m3/mol

t0+ = transport number for lithium

τ = Tortuosity

Kirchoff’s law: [29]
∂i2,x
∂x

= Faj + aicap (2.4)

i2x = Liquid-phase current density, A/m2
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icap = Capacitive current density, A/m2

Solid-phase mass balance: [29]

∂cs
∂t

=
−1

r2

∂(r2N)

∂r
,N = −D̃s

∂cs
∂r

(2.5)

r = radius

cs = Solid-phase Li concentration, mol/m3

Butler-Volmer: [29]

jn,i.F = i0,i

(
cls
cl,ref

)a(
1− cs,i

cs,max,i

)b [
exp

(
αaFηi
RT

)
− exp

(
−αcFηi
RT

)]
(2.6)

ηi = φ1 − φ2 − Ueq,i − jn,iFRsei,i (2.7)

icap = −Cd(φ1 − φ2)

dt
(2.8)

jn = Local flux at active material surface, mol/(s-m2)

η = Over-potential, Volts

αa = Anodic transfer coefficient

αc = Cathodic transfer coefficient

φ1 = Solid-phase potential, Volts

φ2 = Liquid-phase potential, Volts

C = double layer capacitance, Farads/m2

The model used superposition (the ability to present at multiple states at the

same time) to simulate the insertion of lithium-ion in and out of the active electrode

material, it greatly simplifies the numerical calculations.

The driving force behind the mass transfer in the battery is the gradient in electro-

chemical potential. The equations 2.1 corresponds to this mass-transfer. The vari-

ation in potential is calculated by the current density equation (2.2, 2.3, 2.4). The

butler volmer equation is used for calculating the capacitive current density from
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the potential difference between solid and liquid phase. The Crank-Nicolson implicit

method is used for evaluating the time derivatives.

The numerical methods is designed based on the rocking chair [30] analogy studies

the shuttling of the lithium-ions oscillating between two insertion compounds.

2.1.2 The Newman Tiedemann Gu (NTG) Model

The NTG model [31] [32] [33], was developed to numerically model the constant

discharge and charge behaviour of the battery. This model has proven successful for

simulating large cell electro-thermal behaviour based on data gained from small cell

empirical tests. Mathematical models play an important role during scaling a large-

scale battery from a small scale battery as one can conduct limitless design iterations.

In the NTG model the battery is considered as a voltage source connected in series

with a resistor, as shown in the picture below. [29]

Figure 2.1: NTG Model schematic diagram

Note: Figure taken from Battery Design Studio manual guide [29]

In battery design studio, NTGP (Newman Tiedemann Gu Peukert) Table model

is supported. It predicts the temperature and potential of the battery by using a

constant current density value along the electrodes. This model also accounts for

the current variation along the breath and height of the cell electrodes and the heat

generation within the current collectors. Which makes it convenient for simulating

charge-discharge behaviour of large-scale cells.
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The equations of the NTG model are as follows: [29]

Vcell = V (SOCi, T )− i

Y (SOCi, T )
(2.9)

Vcell = Working cell voltage

SOC = state of charge

Y = Admittance term, Ohm −1 m−2

T = Temperature, K

Discharge [29]

SOCi = 1− (1− SOC)
CAh−m−2 ,0
CAh−m−2 ,i

(2.10)

CAh−m−20 = Nominal cell capacity, Ah-m−2

CAh−m−2i = Cell capacity at current density i, Ah-m−2

Charge [29]

SOCi = SOC
CAh−m−2 ,0
CAh−m−2,i

(2.11)

SOC =

∫
idt

CAh−m−2 ,0
i =

I

A
(2.12)

Where,

i = current density, A-m−2

I = Current, A

Q = I.(Uoc − Vcell − T
dU

dT
) (2.13)

Where,

Q = Electro-chemical heat generation, W

Uoc = Equilibrium voltage, V

Vcell = Working cell voltage

From experiments which conduct constant current charge-discharge cycles at dif-
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ferent rates, the parameters required for the NTG model can be obtained. The values

of V (voltage term) and Y (admittance term) can be obtained from a plot of voltage

vs current density at a fixed depth of discharge. V is the intercept with the voltage

axis, and the Y is inverse of the slope. This approach lets us form a table of V and

Y parameters as a function of discharge depth.

In Simcenter Battery Design Studio, the table values of V vs Y can be fitted to

a Bezier spline, which provides a far better representation than any possible with a

polynomial. Using this model BDS uses liner interpolation estimating values of the

intermediate temperatures.

The NTGPTable model, lets us specify data sets corresponding to charging and

discharging specifically or both charging and discharging. This model also accounts

for the Peukert effect [34] i.e loss of battery capacity at higher discharge rates. These

emphasis on details, make the NTGPTable model a favourable choice for simulat-

ing the electrothermal behavior of batteries during charge and discharge numerical

simulation.

2.1.3 RCR Model

It was developed to provide accurate information of the State of Charge on electric

vehicle batteries. The RCR model is an equivalent circuit model of the current-

voltage relationship [35], [36]. This model allows you to specify temperature for a

given parameter set. In RCR model all the parameters are dependent on the SOC

value. The figure below represents the schematic diagram of the RCR model [29].
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Figure 2.2: RCR Model

Note: Figure taken from Battery Design Studio manual guide [29]

RCR model equations are as follows: [29]

VL = VO − I −
I

C
∆T + (VL − VO + I.RO)t−∆t exp [

−∆t

τ
] (2.14)

Where,

Vo = Zero current or open circuit voltage, V

VL = Computed cell working voltage, V

Ro = Series resistance, ohm

Rp = polarization resistance, ohm

τ = Time constant, s

t = Time, s

I = Current, A

In the RCR Table models, state of charge is a function of each set of RO, RP , VO

and τ parameters for a particular temperature. You specify the evolution of each

parameter in the table. There are no generic equations to express the evolution of

these parameters as they are data measured which varies from cell to cell. A Bezier

curve or a liner interpolation is applied to calculate the evolution of the variables for

the in-between table points. This model accounts for the rate-dependent resistance

that is defined as:
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Rp = Rp,O

 1
|i|
|i1| + exp

(
− |i|
iO

)
 (2.15)

The diffusion and polarization resistance modifies the parallel resistance. They are

defined as:

Diffusion resistance

Rd = Ad

√
t

eBd − eVoc
(2.16)

Where,

t = Time, s

Ad = User-specified constant

Bd = User-specified constant

Voc = Open-circuit voltage at time t, V

Polarization resistance

Rp,1 = Rp,O

 Rp,O

|i|
|ip,1| + exp

(
− |i|
ip,O

)
 (2.17)

Where,

i = Local unit cell current density, A/m2

ip,0 = User-specified constant, A/m2

ip,1 = User-specified constant, A/m2

The algorithm used for development of RCR model is robust enough to reasonably

deliver accurate results even if there were mistakes while speechifying the initial state

of charge, however for best results is it best to base the model on empirical test

results.

2.2 CFD Modelling

Most of the fluid flows that are of engineering interest are characterized by quan-

tities that are irregularly and fluctuating. High frequency and small scale nature of
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these qualities makes it computationally expensive to resolve them in space and time.

Instead of using direct numerical simulatio (DNS) it becomes far less expensive to

solve them for filtered or average quantities and model the impact of the small fluc-

tuating structures. Turbulence modeling provides different approaches for modeling

these small structures. Reynolds-Averaged Navier-Stokes (RANS) turbulence models

provide closure relations for RANS equations. To obtain the RANS equations, the

solution variable in instantaneous NS equation is decomposed into two parts, the

mean or the averaged part and the fluctuating part.

φ = φ̄+ φ′ (2.18)

where φ represents pressure, energy, velocity, or species concentration. The equa-

tion for the mean quantities can be obtained after inserting the decomposed solution

variables into the N-S equation

The mean momentum and mass transport equations can be written as:

∂(ρv̄)

∂t
+∇.(ρv̄ ⊗ v̄) = −∇.p̄I +∇.(T + Tt) + fb (2.19)

∂ρ

∂t
+∇.(ρv̄) = 0 (2.20)

where:

I = identity tensor

T = viscous stress tensor

Tt = Reynolds sheer stress tensor
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The Reynolds sheer stress tensor is defined as

Tt = −ρ


u′u′ u′v′ u′w′

u′v′ v′v′ v′w′

u′w′ v′w′ w′w′

 (2.21)

The Reynolds stress tensor can be modelled as a function of mean flow quantities

by the Boussinesq approximation

here,

Tt = 2µtS −
2

3
(µt∇.v̄)I (2.22)

where,

S = mean strain rate tensor

S =
1

2
(∇v +∇vT ) (2.23)

v̄ = mean velocity

I = identity tensor

The eddy viscosity model are based on the relationship between the turbulent

motion and molecular gradient-diffusion. The Reynolds stress tensor is modelled

based on the concept of turbulent eddy viscosity. Some models rely on the mixing

length concept to model the turbulent viscosity, the eddy viscosity models solve for

additional transportation terms. The anisotropy of turbulence is not considered when

we assume the Reynold stress tensor is directly proportional to the mean strain, in

order to account for such anisotropy two equation models are developed.

2.2.1 Standard k-ε and realizable k-ε model

The first two-equation turbulence model considered in our study is the k-ε turbu-

lence model it solves for the transport equations for the turbulent dissipation rate ε
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and the turbulent kinetic energy so as to determine the turbulent eddy viscosity.

Is it one of the most widely used model in the industry, the original k-ε model was

developed by Jones and Launders [37] there are various forms of the k-ε turbulence

model developed, since the inception of the model there has been several modifications

to improve it’s accuracy. We are considering the standard k-ε model [38] and the

realizable k-ε [39] model in this study.

The turbulent viscosity for this model is determined by the equation below

µt = ρCµfµkT (2.24)

where:

Cµ is a Model Coefficient

fµ is a Damping Function

T is the turbulent time scale

There is a difference in the method in which the turbulent time scale is modelled

for the k-ε and the realizable k-ε model.

Transport equation:

∂(ρk)

∂t
+∇.(ρkv̄) = ∇.

[
(µ+

µt
σk

)∇k
]

+ Pk − ρ(ε− ε0) + Sk (2.25)

∂(ρε)

∂t
+∇.(ρεv̄) = ∇.

[
(µ+

µt
σε

)∇k
]

+
1

Te
Cε1Pε − Cε2f2ρ

(
ε

Te
− ε0
T0

)
+ Sε (2.26)

v̄ is the mean velocity

µ is the dynamic viscosity

σk, σε, Cε1 and Cε2 are the Model Coefficients

Pk and Pε are the Production terms

f2 is a Damping Function
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Sk and Sε are the user-specified source terms

The production terms for the k − ε model and realizable k − ε model are defined

differently.

Production term for standard k − ε two layer

Pk = Gk +Gnl +Gb + γM (2.27)

Pk = Gk +Gnl + Cε3Gb +
ρ

Cε1
γy (2.28)

Production term for realizable k − ε model two layer

Pk = fcGk +Gb + γm (2.29)

Pk = fcSk + Cε3Gb (2.30)

Gk = turbulent production

Gb = buoyancy production

Gnl = non-linear production

fc = curvature correction factor

Cε3 = model coefficient

γM = compressibility modification

γy = yap correction

2.2.2 SST k -ω model

The SST k-ω model is a modified version of the two-equation K-Omega turbulence

model, majority of the work on the standard k-omega model was done by Willcox

[40], and the SST k-omega model development was by Menter [12]. The k- ω model

determines the turbulent eddy viscosity by solving the equations for specific dissipa-
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tion rate ω and the turbulent kinetic energy, k. ω is defined as dissipation rate per

unit kinetic energy (TKE) (ω ∝ ε/k)

One of the biggest advantage of the k-omega model is its improved performance for

analyzing the boundary layer under adverse pressure gradients. The biggest disadvan-

tage of the model is the sensitivity to omega in free stream. Hence to overcome this

disadvantage Menter [12] proposed a blending function that would include a cross-

diffusion term far from the wall, but not near the boundary. this methods effectively

blends the k-omega near the wall and the k-epsilon model in the far-field region.

Turbulent eddy viscosity

µt = ρkT (2.31)

where,

ρ = density

T = turbulent time scale

Transport equations

∂(ρk)

∂t
+∇.(ρkv̄) = ∇.

[
(µ+

µt
σk

)∇k
]

+ Pk − ρβ∗fβ∗(ωk − ω0k0) + Sk (2.32)

∂(ρω)

∂t
+∇.(ρωv̄) = ∇.[(µ+ σωµt)∇ω] + Pω − ρβfβ(ω2 − ω0

2) + Sω (2.33)

where,

v̄ = mean velocity

µ = dynamic viscosity

σk, σω, Cε1, Cε2 = model coefficents
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Pk, Pω = Production terms

where,

Pk = Gk +Gnl +Gb (2.34)

Pω = Gω +Dω (2.35)

here

Gk = turbulent production

Gb = buoyancy production

Gnl = non-linear production

Gω = specific dissipation production

Dω = cross diffusion term.

2.2.3 Elliptic Blending model

The elliptic Blending model solves for eddy viscosity by considering the turbu-

lent kinetic energy, turbulent dissipation energy, elliptic blending factor, and the

wall-normal stress component. Durbin [41] in 1991 proposed the concept of elliptic

relaxation for Reynolds stress models. This lead to the development of the Elliptic

Blending model, it is considered to be an improvement on the k-epsilon model in

terms of near wall analysis and the k-omega model in terms of stability.

Turbulent viscosity

µt = ρµϕkmin

(
T,

CT√
3CµφS

)
(2.36)

where

Cµ, CT = model coefficients

T = turbulent time scale

Transport equations:
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∂(ρk)

∂t
+∇.(ρkv̄) = ∇.

[(
µ

2
+
µt
σk

)
∇k
]

+ Pk − ρ(ε− ε0) + Sk (2.37)

∂(ρε)

∂t
+∇.(ρεv̄) = ∇.

[(
µ

2
+
µt
σε

)
∇ε
]

+
1

Te
Cε1Pε − Cε2∗

(
ε

Te
− ε0
T0

)
+ Sε (2.38)

∂(ρϕ)

t
+∇.(ρϕv̄) = ∇.

[(
µ

2
+
µt
σϕ

)
∇ϕ

]
+ Pϕ + Sϕ (2.39)

∇.(L2∇α) = α− 1 (2.40)

v̄ = mean velocity

µ = dynamic viscosity

Pk, Pε, Pϕ = Production terms

σk, σε, σϕ Cε1 and C∗ε2 = Model Coefficients

Production terms are defined as

Pk = Gk +Gb + γM (2.41)

Pε = Cε3Gb +
1

Cε1
E (2.42)

Pϕ = −ϕ
k

(Gk +Gb) + ρ(1− α3)fw + ρα3fh (2.43)

Gk = turbulent production

Gb = buoyancy production

Cε3 = model coefficient

E = additional production
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As we are conducting URANS simulations a transient term an additional coordinate

of time needs to be added. The Euler implicit scheme with a first order temporal

scheme is used for approximating the transient term. The current time level is given

by "n+1" and the previous time level as "n"

d

dt
(ρϕV )0 =

(ρϕV )n+1
0 − (ρϕV )n0

∆t
(2.44)



CHAPTER 3: NUMERICAL SETUP

This chapter explains the details related to the numerical setup, for all the sim-

ulations carried out in this study. The set-up was developed after analyzing the

knowledge gathered by successive testing. Few of the settings that were constant

throughout the study are, the commercial tool used for finite volume analysis, i.e

STAR-CCM+ and the tool used for battery designing, Battery design studio.

The initial cases that were used for conducting the 2D analysis to study the domain

set-up and flow-field analysis were run using STAR-CCM+ v13.04 and the final 3D

simulations were conducted in STAR-CCM+ v15.04. All the simulations used implicit

unsteady, segregated fluid temperature and segregated flow solvers utilizing SIMPLE

algorithm.

To accelerate solver convergence an Algebraic Multi-grid (AMG) linear solver is

used with a combination of V cycle for the pressure value and F cycle for velocity is

utilized.

3.1 Battery set-up

The battery was designed using the distributed model [28] in BDS. Distributed

model is a purely empirical model, a detailed model of the battery can be designed

using this model. The model has the highest accuracy in modelling a battery in

comparison with the NTG and RCR model. The NTG [31], [33] and RCR model

[35], [36] requires values of admittance vs voltage and resistance vs state of charge

respectively to model the numerical model. The independence of the distributed

model from experimental data makes it an ideal choice for numerical analysis.

It accounts for the liquid-phase mass balance, solid-phase mass balance, kinetic
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parameters, solid and liquid state diffusion process. All these considerations allows

the Distributed model to make accurate prediction of the battery performance.

The battery considered in our study is a lithium-ion battery, they are less toxic

when compared with nickel-cadmium or lead-acid battery. The disposal of the LIB

also has less impact on the environment. A typical LIB consists of a negative lithium

electrode, an electrolyte and a positive electrode in our case it is Nickel-Manganese-

Cobalt (NCM - 811), it is commercially known as the LG INR18650 MJ1. The

specifications for this battery are as follows:

Table 3.1: Battery specification [1]

Parameter Value

Model LG INR 18650

MJI

Active Material LiNiCoMnO2

Nominal Voltage (V) 3.635

Nominal Capacity (Ah) 3.5

Minimum Capacity 3.4

Cut off voltage (V) 2.5

Operating temperature (charging) ◦C 0 - 45

Operating temperature (discharging) ◦C -20 to 60

Weight (g) 49

The battery was designed in BDS while keeping these parameters in consideration.

As battery design studio conducts detail modelling of a cell, the parameters required

for designing the cell were taken from [2]. The battery details were characterized

using calorimetry, open-circuit potential experiments and infrared thermography.
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Table 3.2: Parameterization of NMC-811/SiC electrodes [2]

Parts Silicon-graphite Separator Nickel-rich

SiC NMC-811

Thickness 86.7 µm 12 µm 66 µm

Particle Radius Rp 6.1 µm 3.8 µm

Active material % 69.4% 74.5 %

Inactive fraction 9 % 8.4 %

Buggerman coeff. β 1.5 1.5 1.85

Porosity εl 21.6 % 45 % 17.1 %

Stoichiometry 100% 0.852 0.222

Stoichiometry 0% 0.002 0.942

Density ρ 2.24 g cm−3 4.87 g cm−3

The battery pack which consists of 32 cells connected in 4p8s (four in parallel

and eight in series) arrangement. A cycler was designed to charge and discharge the

cells with a specified current value and time-period. The cycler current value for 1C

discharge was 13.4 A and for 2C discharge the current value was 26.8 A.

The configurations for which this study is conducted are, the staggered, aligned

and cross arrangement. Design parameters of the battery pack are as shown in the

table below

Table 3.3: Battery pack design parameters [1]

Parameter Aligned Staggered Cross

Distance between two cells (mm) 22 22 22

Cell diameter (mm) 18 18 18

Cell height (mm) 65 65 65

Distance between cell and wind-tunnel wall (mm) 13 13 13
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Figure 3.1: Aligned geometry

Figure 3.2: Staggered geometry

Figure 3.3: Cross geometry

The space utilization which is used for determining how densely packed the batteries

are, is determined as the ratio of the volume occupied by the battery cells to the

volume of the whole battery pack (including the air space), the percentage for the

three arrangements while keeping design parameters constant are as follows:



29

• Aligned - 49.15 %

• Staggered - 49.58 %

• Cross - 51.24 %

The cross arrangement has the highest space utilization percentage. It is the most

densely packed battery arrangement. The three battery pack arrangements are tested

to determine the most efficient way of cell packaging.

3.2 2D Analysis

2-Dimensional (2D) simulations help us in understanding the general layout of the

simulation before we move to 3-dimensional (3D) simulations, also the time required

for running a 2D simulation is substantially less compared to 3D simulations. To

design the shape and dimension of the external domain we studied the flow field

development in 2D first. The first step was constructing the wind-tunnel used in

experiment, the wind-tunnel dimensions were taken from the experimental paper [1].

A steady state 2D simulation is constructed, with holes punched in the shape of

battery cylinders, as you can see in the figure below.

Figure 3.4: 2D steady state simulation set-up

The mesh for this analysis is kept coarse, the base size selected is 12 mm. The total

mesh size is 17784 cells. The mesh near the punched holes and the wake region is
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refined. As not much turbulence is expected near the inlet the mesh is coarser there.

The meshers used are trimmed cell mesher, prism layer mesher and surface remesher.

Figure 3.5: Mesh scene for 2D set-up

After observing the velocity Figure 3.2 and pressure scalars Figure 3.3, gradients

were observed in the wake region and near the wind-tunnel outlet, these gradients

would make the simulation highly unstable.

Figure 3.6: Velocity plot for 2D set-up

The blockage ratio for our object which is defined as the ratio of the frontal area

of the object to the cross-section area of the wind-tunnel value is 0.782. The effect of

high-blockage ratio can be seen in the increase in velocity value. A jet like structure

is formed between the rows of the cells.
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Figure 3.7: Total pressure coefficient for 2D set-up

The scalar scene above shows the total pressure coefficient at the outlet, the total

pressure coefficient value varies from 0.45 to -0.2, these pressure and velocity gradients

at the outlet makes the simulation highly unstable.

A Karman vortex street is observed, it is formed due to the vortex shedding caused

by flow separation of unsteady flow near blunt bodies. The dimensions of the wind-

tunnel cannot be changed, as to maintain with the consistency of the results con-

cerning the experiment. But as we can see from the velocity Figure 3.2 and pressure

Figure 3.3, our outlet needs to be modelled in such a fashion so that it can reduce

the gradients near the outlet.

The boundary conditions for the battery numerical simulations are usually not

elaborately mentioned in literature work [19], [42], in this work we are emphasizing the

outlet condition for the wind-tunnel, a plenum is included as part of the domain in the

downstream direction. It is made to be large enough so that at the outlet boundary

condition there are no propagating disturbance waves, it also helps in relating the

numerical simulation to more realistic conditions and forms as the core for making

the simulations highly stable. The boundary condition for all the walls of the plenum

is pressure outlet.

An extension of the wind-tunnel is added in the upstream direction, the bound-

ary conditions for this extension includes wall with slip condition and velocity inlet.
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The upstream extent of the computational domain is extended for development of

a smoother boundary layer. It is a method commonly utilized in boundary flow

numerical simulations [43], [44].

Figure 3.8: Layout

3.3 3D Analysis

CFD is a compromise between cost-efficiency and accuracy, this balance plays an

important role during mesh size and time-step selection. Unless there is substantial

change in results, we do not go for a finer size mesh as it becomes computationally

expensive. To study the effect of mesh dependence on the final results we conduct

a study in which we run the simulations with ±20 % and ±10 % around the initial

value selected. A plot of number of cells vs the change in quantity to be observed

is plotted. After studying the plot a final decision of the mesh base size is done.

For our case we conducted a mesh refinement study at 2C discharge rate for an inlet

velocity of 1m/s. In the table below shows the effect of mesh base size on maximum

temperature, minimum temperature and drag coefficient, after comparing the values,

we went forward with a base size of 10.8 mm.
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Table 3.4: Mesh independence study

Mesh size (mm) Number of

cells

Drag

coefficient

Maximum

Temperature

(K)

Minimum

Temperature

(K)

8.4 56.03 million 30.1 312.45 300.99

9.6 38.74 million 30.09 312.38 300.98

10.8 28.10 million 30.07 312.43 300.84

12 20.68 million 29.55 312.3 300.87

13.2 17.63 million 28.87 312.86 301.34

The mesh specification for this study are as follows:

• The solvers used for mesh generation are surface remesher, trimmed cell mesher,

automatic surface repair and prism layer mesher

• Trimmed cell mesher is used because it is fast and high quality, gives anisotropic

refinement and is perfect for large domains

• Volume controls are used to refine the regions near the battery and to capture

the wake region, Figure 3.5 shows the mesh development with help of the volume

control. As the mesh transitions from the wind-tunnel to the plenum the volume

control make the mesh coarser. This helps in reducing the computational cost.
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Figure 3.9: Volume controls

Figure 3.10: Wake refinement

• Prism layer mesher is used to improve the precision of the prediction of flow

features for example the drag, resolving of the velocity and temperature gradient

near the wall. These gradients are much sharp at the viscous sub-layer in

comparison with rest of the flow field, a coarser mesh would be unable to capture

them properly.
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Figure 3.11: Prism Layers development around the battery

Unsteady simulation is chosen here because we have time dependent heat-source, and

it is a transient heat transfer simulation. The time step selection for the unsteady

simulation is based on the Courant−Friedrichs−Lewy or the CFL condition or CFL

number. CFL number is a dimensionless quantity. It is defined as c = u∆t/∆x where

u is the velocity, ∆t is the time-step and ∆x is mesh size. For the simulation to be

stable, a CFL number of 1 is suggested. As the total time for which we are running the

simulation is high, we conducted a time step study to determine the ideal time-step.

Initially a CFL of 2000 was chosen (time-step 2s) and we tested till CFL number of

one magnitude less, after observing the maximum and minimum temperature values,

and the drag values, it was observed there is not much change as we decrease the

time-step size below 1 second, hence the time-step size 1 second was found to be

ideal. The CFL for this time-step is 1000, it is higher than the traditionally accepted

values but as there was no change in results for lower time-steps we can assume that

the time-step size is sufficient to capture all frequencies of interest.
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Table 3.5: Time-step independence study

Time step (s) Drag

coefficient

Maximum

Temperature

(K)

Minimum

Temperature

(K)

4 30.85 311.61 300.96

2 30.84 312.81 300.89

1 30.07 312.43 300.84

0.5 30.17 312.42 300.85

0.25 30.1 312.46 300.84



CHAPTER 4: RESULTS AND DISCUSSION

The numerical analysis involves study of the k − ε, Realizable k − ε, SST and

Elliptic blending model. The battery pack consisting of 32 cells in 4p8s (4 in parallel,

8 in series) arrangement are discharged with a constant current value. The battery is

fully charged, we run the simulation from 100 % SOC to 0 % SOC for two different

discharge rates. The results from the numerical analysis conducted are compared

with experimental work [1].

The results from the turbulence models at 2C discharge rate for inlet velocities

0.6 m/s, 1 m/s, 2 m/s, 3 m/s, and 4 m/s are compared with experiment results of

Fan et.al [1]. The quantities that we are observing is the maximum temperature rise

(∆Trise,max) which is the maximum temperature rise within the whole pack from the

initial temperature and maximum temperature difference (∆Tmax) which the maxi-

mum temperature difference within the battery pack at at end of the discharge cycle.

These two quantities help us analyze the performance of the battery thermal man-

agement system. A good BTMS keeps the maximum temperature rise and maximum

temperature difference low so as to not affect the battery working efficiency.

the ∆Trise,max and ∆Tmax are defined as

∆Trise = Tmax − Tinitial (4.1)

∆Trise,max = max(∆Ti,rise) (4.2)

∆Trise,min = min(∆Ti,rise) (4.3)

∆Tmax = ∆Trise,max −∆Trise,min (4.4)
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4.1 Aligned arrangement

The aligned arrangement was used for comparing the results by the four turbulence

models. The Figure 4.1, shows the temperature plots for ∆Trise,max and ∆Tmax it was

observed that the k-ε model is the most appropriate model for modelling the aero-

thermal behaviour of the battery pack. For low velocities we can see the model is

over predicting the results, but for higher velocities the temperature predicting is in

good agreement ( 3% - 10%)

The elliptic blending and the SST model showed promising results for higher ve-

locities, but was over-predicting by 37% for low velocities. The realizable k− ε model

over-predicts with the same percentage as k − ε model (28%) for lower velocities but

for higher velocities it starts under-predicting the temperature values. Hence after

all these observations it was concluded that the k − ε model is the most appropriate

model for such simulation.

There have been several publications with similar conclusion about the k− ε model

and it’s capability to model heat transfer problems [45], [46].

There is an over-prediction of temperature observed for low inlet velocities the

reason for such behavior can be a result of the following:

As the value inlet velocity is very low, the flow can be considered as natural convec-

tion rather than forced convection. While modelling natural convection there have

been several studies conducted which show the inability of the turbulence models

chosen in our study to predict high accuracy results [47], [48]. There are treatments

recommended for increasing the accuracy of the turbulence models, the turbulent heat

flux are the algebraic flux model (AFM), differential flux model, and the generalized

gradient diffusion hypothesis (GGDH). The elliptic-blending second-moment closure

model and the elliptic-relaxation are few of the models which are recommended for

modeling natural convection [49]. The models are out of the scope of current study

and can be used in future analysis.
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(a) The maximum temperature rise

(b) The maximum temperature difference

Figure 4.1: Turbulence models comparison with experimental data

Secondly, the behaviour of batteries is influenced by the ambient temperature, as

the inlet velocity is low, the overall surrounding temperature increases which leads to

decrease in the resistance value and this impacts the heat generation rate [15], [50].
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As the heat generation (H) is directly proportional to I2R, the overall heat generation

decreases as the surrounding temperature increases.

Thirdly the flow at low velocities and having high temperature differences, becomes

a buoyancy driven flow. The models in our study run on an assumption of constant

density value, but the buoyancy driven flow is driven on density variation [51] this

could lead to over-prediction.

The key advantage of numerical simulation is the ease at which we can obtain

data for even the smallest time-step and location. There is a limit on amount of

thermocouples that can be attached to a battery along the length of the battery to

capture the temperature values, in numerical simulation we can have n number of

probes, this allows us to capture even a slightest change in temperature. Figure 4.2

and 4.3 show the ease at which data can be captured in numerical simulations.

The figure below shows the temperature distribution for an aligned arrangement at

inlet velocity of 2 m/s. This plot helps us in locating all the hot spots. The variation

in temperature values of top most row and the bottom row are the result of the von-

karman vortex street. There are a periodic fluctuations in the wake region observe

which causes this slight temperature difference.

Figure 4.2: Aligned arrangement - temperature scene, inlet V = 2 m/s

The Figure 4.3 displays the change in ∆Trise,max and ∆Tmax for the whole run time
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of the battery. The plot shows us the effect of inlet velocity on the temperature, there

is a substantial drop in temperature value (10 degrees) as we move from 0.6 m/s to

1 m/s the drop in value trend gradually weakens as we further increase the velocity

value, the temperature drop between 3 m/s and 4 m/s is not that high.

(a) The maximum temperature rise

(b) The maximum temperature difference

Figure 4.3: Comparison of the temperature profile for inlet velocity 0.6 m/s to 4 m/s

This graph helps us in choosing the optimum inlet velocity for battery cooling. The
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similar trend is observed in the other plots as well.

A second simulation was conducted this time discharge rate was 1C. The Figure

4.4 show the numerical vs experiment comparison of ∆Trise,max and ∆Tmax for inlet

velocities 0.6 m/s, 2 m/s and 4 m/s.

(a) The maximum temperature rise

(b) The maximum temperature difference

Figure 4.4: Comparison of of maximum temperature rise and max temperature
difference for 1C discharge
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The results are in good alignment with the experimental data. The maximum

temperature rise for a 1C discharge rate is significantly less than 2C discharge rate.

There is an average 3 times decrease in temperature value compared to 2C discharge

rate. As the discharge rate increases there is a near-linear trend observed in the

temperature rise value.

4.2 Staggered

The staggered arrangement has the lowest space utilization ratio. The figure below

shows the temperature distribution for staggered arrangement for an inlet velocity 2

m/s. The highest temperature value is observed in the last and second last column.

The temperature distribution within is highly uneven.

Figure 4.5: Staggered temperature scene, inlet V = 2 m/s

Figure 4.5 shows the temperature plot for staggered arrangement. The results from

the numerical simulations are compared with experimental data Figure 4.6, a similar

trend as the aligned arrangement for 2C discharge is observed. There is discrepancy

observed in result for 0.6 m/s and for higher velocities the results are aligning.
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(a) The maximum temperature rise

(b) The maximum temperature difference

Figure 4.6: Comparison of ∆Trise,max and ∆Tmax for Staggered arrangement

4.3 Cross

The cross arrangement has the highest space utilization percentage. This type of

arrangement can be used for small spaces. The Figure 4.7 shows the comparison plot

of numerical data obtained in this study with experimental data.
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(a) The maximum temperature rise

(b) The maximum temperature difference

Figure 4.7: Comparison of ∆Trise,max and ∆Tmax for cross arrangement

The temperature distribution as seen in Figure 4.8 has a less range in comparison

with staggered arrangement. As the battery pack is densely packed the effect of this

arrangement is reflected on the maximum temperature value.
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Figure 4.8: Cross arrangement temperature distribution, V = 2 m/s

4.4 Aligned, Staggered, and Cross arrangement

In this study three different arrangements of the battery pack are considered,

aligned, staggered and cross. After running all the simulations it was confirmed

that aligned arrangement has the best heat dissipation and cooling capacity. Figure

4.9 and Figure 4.10 shows the ∆Trise,max and ∆Tmax values for 0.6 m/s, 2 m/s and 4

m/s

Figure 4.9: Arrangement comparison - maximum temperature, inlet V = 2 m/s
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Figure 4.10: Arrangement comparison - maximum temperature rise, inlet V = 2 m/s

The ∆Trise,max and ∆Tmax values are less for aligned compared to staggered or cross

arrangement, this can be explained if we look at the velocity and temperature scenes.

For aligned arrangement the average velocity (8 m/s) is higher in comparison with

staggered and cross. High velocity leads to increase in heat dissipation rate. There

are few hot spots developed in the wake region of the cylinders but in comparison

with other arrangements aligned performs better.

Figure 4.11: Aligned velocity scene, inlet V = 2 m/s
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Figure 4.12: Aligned velocity scene, inlet V = 2 m/s

For the staggered arrangement the average velocity is in the lower range 4 m/s to

6 m/s. The battery cylinders acts as resistance to the air flow, which makes the heat

dissipation difficult.

Figure 4.13: Staggered velocity scene, inlet V = 2 m/s
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Figure 4.14: Staggered velocity scene, inlet V = 2 m/s

At the boundary the temperature of the cylinders is lower because of the breathing

space available but at the center this arrangement of cells lead to higher temperature

values due to congestion. In Figure 4.14 it is evident the air temperature around

the cells for near the boundary is lower for the first three rows but majority of the

heat is getting concentrated in the last 3 rows, this lead to uneven distribution of

heat which severely effects the performance of the battery pack. The temperature

difference within the pack for a staggered arrangement for an inlet velocity of 2 m/s

is 43 % higher in comparison with aligned arrangement.

In cross arrangement, the average velocity is same as the aligned but because the

cells are placed in cross the overall width of the jet-stream that is formed between

the cell rows decreases, unlike the staggered arrangement there is no breathing space

available in cross arrangement. This arrangement is the most compact one, and has

the highest drag value. The effect of this is visible on the temperature scene.
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Figure 4.15: Cross velocity scene, inlet V = 2 m/s

Figure 4.16: Cross velocity scene, inlet V = 2 m/s

The cross arrangement has the highest temperature rise among all the three config-

urations. Though the arrangement has the highest space utilization factor, a higher

inlet velocity would be required to maintain the temperature of the pack. Which

decreases the overall efficiency of the system.



CHAPTER 5: CONCLUSIONS

To study the heat transfer and thermal dissipation for 32 high energy density cylin-

drical lithium-ion batteries was conducted using simecenter starccm+ with a battery

designed with the help of battery design studio. Battery design studio provided a

platform for designing the detailed model for the lithium-ion battery while consid-

ering all the key parameters like appropriate active material, jelly roll dimensions,

internal posts and tabs, separator, electrolyte, etc. which contributed towards heat

generation within a battery.

During the set-up period study on the impact of velocity and pressure gradients

near the outlet is studied and analyzed. A pleneum in the down-stream direction

and a slip box is added in the upstream extension to facilitate proper flow field

development.

The simulation revealed the most appropriate turbulence model for modelling such

simulations is the standard k − ε model, the current study involves complex re-

circulating, rotating, jet impinging flows which is wall bounded, k − ε model and

its variation have been proven to capture these flows more accurately [52]. The re-

alizable k − ε model was the second best model, and the SST and elliptic blending

model showed high over-prediction for low velocity values. The results from the nu-

merical simulation for discharge rate 2C and 1C are validated after comparing them

with experimental results by Yuqian et. al [1]

The effect of heat generation with change in discharge rate is studied, while design-

ing a battery thermal management system we need to keep in mind the maximum

discharge rate. As the discharge rate changes from 2C to 1C the temperature values

for ∆Trise,max and ∆Tmax drop around 3 times. Different inlet velocities for differ-
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ent discharge rates can be used in order to increase efficiency of the battery thermal

management system.

The results show full alignment with experimental results for velocities 2 m/s, 3

m/s and 4 m/s. There is over-prediction observed for inlet velocities 0.6 m/s and 1

m/s. The cause of this can be related to the inability of the turbulence models in

our study to predict accurate results for natural convection simulations, secondly the

effect of ambient temperature on heat generation of the battery.

The inlet velocities have a significant impact in temperature distribution, if we

look at figure 4.2, we can see the impact in drop of maximum temperature rise on

increasing the velocity from 0.6 m/s to 1 m/s is about 10 ◦C, but as we increases

the velocity further more this trend of temperature reduction weakens. A battery

pack should not have a temperature difference of more than 5 ◦C as it affects the

proper functioning of the pack and can lead to over heating which can cause thermal

runaway [3] . Hence the velocity for this battery pack, at 2C discharge rate should

be at-least 4 m/s and 2 m/s for 1C discharge rate.

After analyzing the aligned, staggered and cross arrangement, we can say that the

aligned arrangement has the best temperature uniformity and cooling effectiveness.

The staggered arrangement though has maintained a lower temperature for the first

three rows, there is considerable temperature rise in the last four rows, which increases

the value of temperature max difference. After looking at the temperature distribution

scene we can conclude that this arrangement is not the most ideal one, it has a

low space utilization percentage and uneven temperature distribution. But for some

reason we want to use this arrangement we need to provide extra air flow inlets/ducts

for cooling the later half the pack to avoid over-heating.

The cross arrangement has the best space utilization percentage, but because of

that the temperature of the whole pack increases though it is uniform compared to

staggered arrangement the overall temperature is higher, we would need a higher inlet
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velocity for using such a configuration to prevent over-heating. It could be used in

places where we require densely packed batteries.

The difference in temperature values of aligned, cross and staggered arrangement

display the effect of wake generation behind the cylinders/battery cell on the convec-

tive heat transfer coefficient. The cells themselves acts as resistance to the flow of air,

and there are small wake region developed behind each cell, these wake regions act

as hotspots. For aligned arrangement we reduce this resistance and hence the heat

dissipation is faster and higher, for staggered arrangement we fail to provide uniform

breathing spaces hence there is less temperature uniformity. Lastly for cross, the com-

pactness and resistance by cells both are present which leads to highest temperature

values.

Lastly, a numerical analysis that provides a framework for future research on aero-

thermal simulation of electric vehicle using a popular commercial CFD code is con-

ducted. This study can act as a base in conducting full body automotive aero-thermal

analysis on one platform. It can also be used for studying thermal runaway in a bat-

tery pack. There is extensive work done on thermal runaway using finite element

method [17], [6], this study can form a base for conducting finite volume method

analysis.
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