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ABSTRACT 
 
 

NASRIN DEHBOZORGI. Sentiment Analysis on Verbal Data from Team Discussions 
As an Indicator of Individual Performance. (Under the direction of DR. MARY LOU MAHER) 

 
 

 The inherently complex nature of evaluating teamwork calls for methods to measure and 

predict students’ performance and provide timely feedback. Analyzing students’ individual 

performance, particularly in low-stake teams, is a challenge since the main goal in such team 

settings is knowledge acquisition and social skill development rather than final artifact production. 

Students’ attitude plays an important role in their cognition process and is commonly measured by 

self-report tools or asynchronous communications in textual discussion platforms. These methods 

have certain drawbacks such as distracting the learning process, demanding time and commitment 

from students or lack of emotional awareness which reduces the reliability of such tools. Research 

suggests speech is the best way to measure attitude accurately since it captures behavior directly 

rather than self-report.  This study focuses on operationalizing attitude constructs of affect, self-

efficacy, and personality and analyzing their correlation with students’ performance in order to 

identify which attitude constructs serve as performance predictor metrics. Personality and self-

efficacy are measured using standard self-report tools, and affective states are captured from 

students’ conversations as they work in low-stake teams in a CS1 active learning class and discuss 

course content with peers. The novelty of this research is its focus on students' speech in class and 

how to operationalize affective states from verbal conversations as a metric that is related to 

individual performance. We record students’ conversations during teamwork in multiple sessions 

throughout the semester. By applying Natural Language Processing (NLP) algorithms we conduct 

sentiment analysis to detect valence, polarity and multiple classes of affective states from the 

conversations. The result of data analysis shows that students with higher levels of positive 
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sentiment during the semester had higher performance scores. The result of personality and self-

efficacy self-report tools, however, does not indicate a statistically significant correlation with 

performance. This outcome supports the research argument that self-report tools are not reliable 

in capturing attitude constructs. The result of data analysis in this study helps in identifying the 

attitudinal components that are correlated with performance to be applied in developing predictive 

models. 
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CHAPTER 1: INTRODUCTION 
 

Research in how people learn reveals that in addition to the cognitive process, social constructs 

are an essential part of the learning process [1]. This highlights the importance of collaboration 

in educational settings. Considering the inherently complex nature of teamwork in active 

learning, there is a need for tools and methods to measure and predict students’ performance at 

both individual and collaborative levels [2, 3].  

Theories on team performance converge in identifying attitude components that influence 

team performance such as affective states, behavioral processes, and cognition [3,4, 5, 6, 7, 8 and 

9]. These essential components of attitude are important to measure since they promote team 

effectiveness and are associated with team performance [3, 10, and 11]. Self-efficacy is another 

attitude construct that has drawn the attention of many researchers in the field. Self-efficacy is 

defined as how individuals judge and perceive their ability to perform a specific task, which 

impacts the performance [12, 13].  There is also robust research on the impact of personality type 

on individuals’ and team’s performance [14].  In general, it is claimed that homogeneous team 

composition leads to more positive team experience which improves team performance [14].  

1.1   Motivation 
Teamwork in active learning can be categorized as low-stake and high-stake teams. Low-stake 

teams are mostly practiced in introductory-level courses where the goals of teamwork are 

learning from peers and improving students’ soft skills [15]. Students’ performance in low-stake 

teams does not contribute much to their final grade. On the other hand, high-stake teams are 

mainly practiced in upper-level courses where students apply what they have learned into practice 

to make a final product. Evaluating students’ performance in high-stake teams is basically based 
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on evaluating the final product and assessing the individual’s contribution to the product. 

However, evaluating individuals’ performance in low-stake teams where no final product is 

produced is a challenge. Existing research on evaluating teams and identifying the impact of 

attitude on team performance mainly focuses on the high-stake teams where team members 

contribute to producing a final product.  

This research takes a holistic approach to measure the impact of attitude on students’ 

individual performance in low-stake teams. We will analyze students’ affective states, self-

efficacy, and personality types, while they are assigned to work in small-sized teams and identify 

how these factors impact students’ performance.  In the following section, my thesis statement 

and the hypotheses are discussed. 

1.2 Thesis Statement 
This thesis claims that the following three constructs can characterize individual student’s 

success in the course: 1) student affect in conversations during team activities, 2) self-efficacy 

and 3) combination of personality traits in a team. 

We focus on three constructs of affect, efficacy, and personality to take a deeper look at 

students’ behavior in teamwork by analyzing their verbal conversations to identify the 

correlations with their performance in the course. For this purpose, we record verbal 

conversations in teams and utilize standard self-report tools to operationalize attitude 

components.  

1.3 Research Hypotheses 
We identify correlations between these constructs and students’ performance in low-stake 

teams. Identifying these relationships can help predict student performance and identify at-risk 

individuals. We formulate 4 Null hypotheses: 
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H10. There is no correlation between students’ positive sentiment (frequency and intensity of 

compound values) in low-stake teams and their individual performance.  

H20. There is no correlation between students’ initial self-efficacy and individual 

performance.  

H30. There is no correlation between students’ initial self-efficacy and positive sentiments 

(frequency and intensity of compound values) in low-stake teams.  

H40. There is no correlation between the combination of students’ personality types in low-

stake teams and their individual performance.  

The research question in this study is how to operationalize these constructs as metrics to be 

measured. Research shows traditionally attitude has been measured by having students fill out 

surveys and by using a Likert scale expressing their feelings [3]. The drawback of surveys is the 

lack of commitment from students to fill them out in a timely manner, not taking it so seriously 

to provide precise answers, or even not being aware of their emotional states at the moment. 

More advanced tools allow researchers to retrieve emotional information signals by capturing 

facial expressions, gestures, posture, and periods of silence [16, 17, 18, and 19]. 

In this research, we record students’ collaborative conversations in multiple active learning 

class sessions during the semester. Students’ affective states are extracted from transcribed data 

by sentiment analysis tools. For measuring self-efficacy, we employ a standard efficacy tool at 

the beginning and at the end of the semester. Finally, we identify students’ personality traits by 

a standard personality instrument that is self-reported by students at the beginning of the 

semester. The emerging patterns from data analysis show if there is a correlation between 

students’ performance with attitude, personality trait, and self-efficacy.  
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The emergent result from data analysis can serve as helpful feedback for both the instructor 

and students. Research shows that presenting detected emotions during students’ interaction to 

them makes them more conscious of their situation and serves as a prompt to change their 

behavior in the learning process [20]. The impact of this research is to enable instructors to apply 

interventions to influence students’ attitudes and behavior in teams in earlier stages of the 

semester to improve their performance. 

In chapter 2, we discuss different aspects of collaborative active learning and how it leads to 

students’ engagement and motivation in the class. We elaborate on dimensions of teamwork and 

introduce different types of teams that are practiced in educational settings. Finally, we talk about 

diverse team performance measurement techniques and attitudinal constructs that can be 

considered when evaluating the team’s performance. We demonstrate the existing gap in research 

and the need for developing measurement tools for low-stake teams in active learning.  

Chapter 3 talks about the attitude constructs of affect, self-efficacy, and personality traits that 

have been identified in a robust body of research as important factors in the cognition process. 

In Chapter 4, we present our data collection protocol and methodology to operationalize the 

attitude from conversations in low-stake active learning teams and the correlation of attitude to 

individual performance. The result of the data analysis from this study is presented in Chapter 5 

and in Chapter 6 we conclude by summarizing the study, discussing the takeaways, limitations, 

and the plan for future work. 
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CHAPTER 2: COLLABORATIVE ACTIVE LEARNING 
 

Active learning affords students the opportunity to understand and apply course topics during 

class time in the presence of the instructor and teaching assistants [21]. It requires students to 

engage in meaningful learning activities and think about what they are doing, either in the form 

of teams or individually [22]. Active learning has two primary benefits: 1) utilizing class time to 

address students’ misconceptions and help in a deeper understanding of the knowledge during 

class activities, 2) create a more engaging learning experience for students and improve their 

social skills [23]. Student engagement and collaboration are features of active learning that are 

often contrasted by traditional lecture settings where students passively receive information [23]. 

It is a challenge for students to maintain their attention for the entire class period and they tend 

to lose their focus after the halfway point of a long lecture [24]. This has been a motivation for 

integrating more activities into lectures so that students remain engaged in the class. The class 

activities are done either individually or in teams to solve a given problem. Incorporating 

activities during scheduled class time is a unique opportunity where students can work together 

without schedule conflicts under the supervision of an instructor. This indicates that active 

learning can be considered as a continuum along which varying amounts of activity can be 

included in a class period. Although there is some variation in terms of how active learning is 

defined and discussed, there are some generally accepted definitions that help to distinguish it 

from non-active learning [23]. There are many different types of pedagogy that could be 

classified as active learning, such as team-based learning (TBL) [25], cooperative learning [26, 

27], collaborative learning [23], problem-based learning [23] or studio-based learning [28]. 

Although there are instances where students may work on activities alone, most forms of active 

learning have an emphasis on collaboration, learning from peers, and social construction of 
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knowledge. Frequent application of teams in active learning highlights the importance of having 

structured protocols for team formation, adjusting the team size, and evaluating team 

performance.  

The diversity of collaborative active learning methods makes it a challenge to formalize, 

adopt, and share goal-oriented practices in a structured format. Pedagogical design patterns are 

one way to formalize pedagogical practices [21]. Pedagogical Design patterns represent known 

problems and solutions in a standardized way to enable the sharing of emerging best practices. 

They allow designers to look up a problem that they are currently facing and use practiced 

solutions which are often rooted in learning theories or empirical rationale. Mapping the 

experience and practice to the theories of learning and motivation is not easy, especially for new 

instructors. Design patterns provide a framework to formalize this connection between problems 

and existing solutions based on theories or experience [21, 29].  

Our review on 235 existing pedagogical design patterns in the literature reveals that only 5% 

of them addressed the problems related to active learning features like teamwork and 

collaborative class activities [21, 29]. In order to fill this gap and capture the best practices of 

active learning and disseminating them, we have developed a set of 18 collaborative active 

learning design patterns [30]. The patterns fall into four categories of 1) preparation design 

patterns, 2) in-class activity design patterns, 3) teamwork and collaboration design patterns, and 

4) reflection and feedback design patterns.  These patterns are formalized into an object-based 

design pattern model. This model and its attributes will be discussed in detail in section 2.1. 

In the following section, teams in education, different dimensions of teamwork in the 

educational setting, as well as the teamwork attributes of our object-based design pattern model, 

are discussed.   
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2.1. Teams in Education 
Forming teams that work well together are a hallmark of effective team-based learning. In 

Michaelsen’s seminal work, he posits that cultivating cohesion within the team is essential to the 

success of those teams [31]. But depending on the context and goal of teamwork, success in 

teams can mean several things, including good performance as well as the social construction of 

knowledge and positive teamwork experiences.  

From the performance perspective, teams are formed to maximize the performance of 

students. With this goal, there are a number of guidelines for team size, formation, and roles. 

Choosing an appropriate size for teams is task-dependent, and recommendations for optimal sizes 

vary widely in the literature [32]. Dyads are a popular choice for CS courses in the form of pair 

programming. There are two other common recommendations for team size: 3-5 and 5-7. 3-5 is 

typically recommended for activities that require less structure [32], and for more structured 

interaction, larger teams can be considered. LeJeune recommends 5-7 to ensure that the team has 

enough breadth of skills to complete the task while minimizing social loafing and promoting 

positive interdependence [33]. We refer to these two functional sizes as small and medium 

respectively. Large can be considered a catchall for other sizes; however, it is generally 

associated with class-wide activities, such as discussions. When initially forming teams, students 

can be grouped together randomly, by each individual’s preference, or by the instructor. 

Randomly formed teams are often preferred because they reduce coalitions [31] and homophily 

[34]. A compromise between randomly selected and instructor selected teams are teams that are 

chosen algorithmically. For example, CATME attempts to integrate instructor specified criteria 

while avoiding scheduling conflicts within teams [35]. Roles are one way to ensure positive 

interdependence in teams [36]. By giving students roles it is possible to ensure that they work 

collaboratively and rely on each other. The use of roles has shown to improve cohesion in 
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programming teams [37]. We identify two types of roles: task-specific and team-specific. 

Examples of task-specific roles are driver and navigator for pair programming or programmer, 

tester, and documenter in the traditional programming team. Team specific roles are designed to 

keep the team on track. Examples of team-specific roles are the timekeeper, encourager, and 

devil’s advocate [32]. Roles can be assigned by preference, personality tests, and randomly. Cruz 

et al. provide a review of personality tests in software engineering education and name Myers 

Briggs, Kersey Temperament Sorter, and Neo Five-Factor Model as the three most common tests 

for forming teams [38]. 

To achieve social and collaborative benefits from the team experience, different factors should 

be considered when forming teams. For example, there is a large and significant negative 

correlation between teams in which some members have pre-existing friendships and 

performance on a group project [39]. This is one of the reasons that self-selected teams should 

be avoided; however, these teams can also provide opportunities for students to develop their 

friendships so that they are more connected to other students in their major. Barker et al. [40] 

previously identified student-to-student interaction as one of three variables that were 

significantly correlated with the intention to major in computer science. Similarly, persistence in 

an academic program has also been correlated with a student’s sense of social support [41]. 

Although, some of these factors may not lead to high performing teams they may not necessarily 

lead to unsuccessful team-based learning experiences. 

Teams may have multiple goals and attributes, which can be emphasized depending on the 

context and the goal of pedagogical practices. As discussed in the previous section design 

patterns can help in formalizing and structuring goal-oriented pedagogical practices. For this 

purpose, we have developed an object-based design pattern model with two-level attributes 
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which captures the teamwork features in active learning [21, 29]. The team attributes of this 

model are formation, size, composition, duration, individual grade, contribution to the final 

grade, activity progression, and roles. Each of these attributes has a set of defined values based 

on the research and empirical evidence. Figure 1. illustrates this model, its components, 

attributes, and related values [21, 29].  

 

Figure 1. Object-based design pattern model with teamwork attributes [21] 

 



10 
 

 
 

In summary, teams have different dimensions of size, role, and diverse formation algorithms 

which vary depending on the context of teamwork. The goals for teams in education could be 

either collaboration that leads to a high-quality report or product, the social construction of 

knowledge or positive collaborative experience. Another important aspect is the goal of 

teamwork and how teamwork impacts students’ evaluation in the course. These differences in 

team goal and outcome lead to the next session where we introduce two main types of teams that 

are being practiced in educational settings.  

2.2. Team types 
Teamwork plays two important roles in active learning: one is peer learning or the social 

construction of knowledge which helps students to learn from each other and the second one is 

improving social and soft skills. Teamwork in active learning has been introduced by different 

terms such as cooperative learning or collaborative learning, depending on the emphasis of 

teamwork. 

Collaborative learning refers to any pedagogical technique which requires students to work 

together in small groups to accomplish a common goal [23]. Therefore, collaborative learning 

can include all group-based instructional methods, including cooperative learning [26, 42]. 

However, some researchers believe there are distinctions between collaborative and cooperative 

learning and that they have different philosophical roots [43, 44].  

Collaborative learning has more emphasis on students’ interaction rather than merely 

performance and assessment. On the other hand, cooperative learning is defined as structured 

teamwork where students pursue common goals while being assessed individually [26]. This type 

of teamwork has five specific aspects, which are individual accountability, mutual 

interdependence, face to face interaction, the appropriate practice of interpersonal skills, and 
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regular self-assessment of team functioning. While different cooperative learning models exist 

[45], the core element held in common across them is a focus on cooperative incentives rather 

than competition. Therefore, roles, applying individual skills in team product, and assessment 

are more emphasized on cooperative learning.  

Based on the given definitions, we believe collaborative learning is a form of teamwork 

mainly applied in introductory-level courses in which students need to interact with each other 

and improve their social skills while learning from peers in a socially supported environment. 

This social aspect is very important since it improves students’ communication skills and makes 

them prepared for upper-level classes and future professions. It also makes learning a fun 

experience while motivating students to be actively involved due to social pressure in teams. This 

type of teamwork best suits less challenging and sophisticated concepts where students get a 

chance to learn from peers and fill up the gaps between team members’ backgrounds. This low-

stake teamwork model is also defined as ‘lightweight’ teams in which teamwork has less 

contribution to students’ final grades [15]. In lightweight teams normally there are no assigned 

rules and students contribute equally to solve given problems without pressure for grades. 

On the other hand, cooperative learning is mainly applied in higher-level classes and capstone 

courses where a project is defined as a common goal and all team members have assigned roles 

to apply their knowledge and develop a final product. In this form of teamwork, less emphasis is 

on learning but more is on applying what has been learned to achieve a common goal. 

Cooperative learning is more structured and usually, team members have assigned tasks and 

roles. It is more suitable for advanced and challenging topics where tasks are distributed among 

the team members. We name this type of teamwork ‘high-stake’ teams since teamwork has a 

high contribution to students’ final grades.  
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Whether students work in low-stake or high-stake teams, measuring their performance is 

critical. In low-stake teams, the performance evaluation can help in providing timely feedback to 

improve students’ learning, and in the high-stake team, it helps in a fair assessment of individuals 

besides providing feedback to them.  In the following section, we introduce existing methods in 

the literature to measure team performance.  

2.3. Team performance measurement 
Effective teamwork is vital, since it creates knowledge, promotes innovation, enhances 

productivity, and ensures success [3]. A key component to good team experience is performance 

measurement. However, the dynamic nature of teams makes it a complex and challenging task. 

Researchers have proposed different tools and insight on evaluating team performance over the 

past 30 years. In measuring teamwork, we need to collect data from different resources [3]. As 

mentioned by [46], getting the necessary information from all perspectives of teamwork requires 

a group of team observers. The review on the literature of teamwork assessment shows there are 

mainly four ways to collect data on team performance which are: 1) self-report, 2) peer 

assessment, 3) observation and 4) objective outcomes. For optimal results, it is suggested to 

combine different ways of both qualitative and quantitative data collection [3]. 

Evaluating and grading teams is difficult because both individuals and the team as a whole 

need to be considered. Grading schemes for assessing individual students either have students 

share one grade that was assigned to each team member, have their individual contributions 

evaluated, take quizzes to assess individual competencies, or have a cross-validating approach 

that combines more than one of these schemes [47]. As an example, Michaelsen suggested using 

an individual readiness assurance test as a way to ensure each student was developing individual 

competency and cross-validate the individual’s contribution to the team [31]. 
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In general, it is not easy for instructors to evaluate team dynamics inside and outside the 

classroom to verify fair and successful team experience for every individual. For this reason, peer 

and self-evaluation are common methods of assessing individuals’ contributions in teamwork. 

Surveys are employed for this kind of assessment and these surveys can include Likert scales, 

partner ranking, descriptive word matching, short answers about peers, and journaling about their 

effort and experiences [48]. Finally, the weight of the grade based on each component is either 

provided by the instructor in the form of a standard rubric, or is negotiated between the instructor 

and the students [31].   

The most common way to measure success of teams is to evaluate the quality of the artifact 

generated by the teams, such as in a capstone course. Examples of these artifacts in CS education 

are group presentations, written code, documentation, and project demonstrations. These artifacts 

are one important aspect of team-based learning because in the industry these artifacts are highly 

valued.  In teams that collaborate on the final artifact(s), the artifact represents a significant 

portion of each team member’s grade. Therefore, teams should be chosen as fairly as possible. 

This can be challenging because IRAT (individual readiness assessment tests) and other 

individual performance metrics such as GPA only represent one aspect of team performance [31]. 

Positive interdependence and individual accountability, which are not accounted for in GPA, are 

also essential components of collaborative learning [36]. Finally, because teams can only deliver 

one final artifact, they must be able to come to a consensus. For this reason, conflict resolution 

styles [49], personality traits [50], and leadership styles [51] are sometimes considered when 

forming teams for CS education. 

Although a robust body of the literature talks about different methods for measuring team 

performance, it is not a perfect science and some gaps still exist [3]. As discussed, team 
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performance evaluation can be complex and even contradictory depending on the intended 

learning outcomes and the associated problems that team-based learning is attempting to address. 

In evaluating team performance, the attributes that may contribute are team types, context, the 

goal of teamwork, and the type of team outcome. The performance measurement goal may also 

differ in different team settings. Team performance measurement can be done to assign a grade 

to teams, to provide timely feedback or to modify team formation. 

In the last section of this chapter, we discuss more on the existing gap in team performance 

measurement methods and the need for more research on evaluating individuals in low-stake 

teams. 

2.4. Evaluating Performance of Individuals in Low-Stake Teams 

Teams have outcomes at both teams and individual levels, therefore measuring teamwork at 

the individual level is as important. The team-level outcome is the final product which is the 

result of the effort of all team members, while at the individual-level outcome can be the team 

member’s attitude in the teamwork process which is related to team performance [3].  

Traditionally team performance evaluation is based on the outcome rather than the process. 

Focusing on the process can identify issues that serve as a guide for feedback, while the outcome 

provides information about the bottom-line performance [3]. 

Lack of quantitative and objective measures of teamwork at the individual level has slowed 

down the knowledge of evaluating teams’ performance and assembling effective teams [52]. 

Most metrics to evaluate individuals in teams rely on experts who observe and rate teams by 

using rubrics or based on quantitatively vague dimensions like leadership and team structure [52].  

As discussed in the earlier section, in low-stake teams, there is no significant team-level final 

product to be evaluated as a team performance measure. In these types of teams, students do not 
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have assigned roles, and given that teamwork outcome has a low contribution to final grades, 

there is a high chance that team members rely on peers and don’t attend team activity as expected. 

This scenario has severe consequences in an active learning setting since students’ will not either 

learn from peers and do not use class time for learning the course material.  In such cases, the 

emphasis of the team evaluation should be at the individual level and process of teamwork, in 

order to provide timely feedback to students.  

Here the question is what data needs to be collected and what factors should be used for 

evaluating individuals in low-stake teams. There is a large body of recent research around 

attitudinal components in teamwork and how they determine team effectiveness [53]. Research 

shows the first step to evaluate team performance is identifying the characteristics that 

individuals in teams pose such as motivation, attitude, and personality traits [54]. The most 

common form of measuring attitude is having students fill out surveys and by using a Likert scale 

expressing their feelings [3]. However, the drawback of such surveys and self-report is lack of 

commitment from students to fill them out in a timely manner, not taking it so seriously to provide 

precise answers, or even not being aware of their emotional status at the moment. More advanced 

tools such as EEG technology have been applied by researchers to retrieve emotional information 

through brain signals or by observing facial expressions, gestures, posture, and periods of silence 

to capture behavioral information [55, 56, 57, 52]. Although these tools provide better results on 

capturing attitude compared to individual surveys and self-reports, still they are not error-free, 

and deploying these tools and using experts as observers requires many resources. This can make 

it less practical in real life particularly in educational settings and classrooms, because of the 

possible distractions they can cause to the learning process. 
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The existing gap in research calls for quantifying other dimensions beyond cognition in 

evaluating teamwork at the individual level. Formative evaluation of individuals in different 

team settings without direct involvement and overhead for students can determine teamwork 

effectiveness. It is best to apply evaluation methods that require minimum student involvement 

since involving students to answer surveys or even having rubrics and observers in the 

evaluation process causes either distraction or takes class time.  

In the next chapter, we explore attitudinal dimensions applied in the educational setting, 

such as affect, personality traits, and self-efficacy, and discuss how they contribute to team 

effectiveness.  
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CHAPTER 3: ATTITUDE DIMENSIONS 
 

Attitude is a complex subject that has multiple properties and dimensions [58]. Generally, it 

is defined as a tendency to have certain beliefs and feelings in diverse situations [58].  It 

involves behavior for doing what one wants to achieve and therefore defines personality 

through the quality of performance [58].   

Attitudinal attributes play an important role in students’ learning in educational settings [59]. 

It is reported that students’ attitude is observable through their behavior in class and how they 

engage in class activity [58]. Many studies have been conducted in diverse fields to identify how 

students’ attitude towards a specific subject can impact their performance in the given context 

[60, 61].  

One aspect of attitude is the emotion that can influence students’ behavior in collaborative 

environments [62]. Research shows emotional obstacles can hinder students’ learning process 

while feelings of joy, happiness, and satisfaction about the given subject positively influence 

students’ learning [63]. Recent studies claim that students who experience emotional and 

behavioral difficulties are not identified early and therefore may not receive appropriate feedback 

and intervention [64].  

Capturing attitude information and emotional awareness is important for both students and 

instructors [62]. From the students’ perspective, emotional awareness besides the cognitive 

process involves the acquisition of skills to manage emotions and establish positive relationships 

with teammates and learn how to handle challenging situations [65]. This is most important in 

collaborative active learning where the learning process occurs during teamwork [62]. Affective 

information gets even more value for instructors since by identifying students' emotional state 

they can provide effective feedback and find ways to deal with students’ negative emotions. 
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Affective information can lead to both cognitive and affective scaffolding, which will improve 

active learning and collaborative knowledge construction [62].  

Self-efficacy and personality are other components of the attitude domain [58, 12]. Self-

efficacy has been mentioned as a component of attitude which has an important role in students’ 

performance in CS education [12, 13]. Research shows personality is also one of the most 

powerful factors which influence academic performance [66]. 

As instructors are looking for ways to understand and cope with the students’ challenges 

during the learning process, theoretically supported measurement tools are required to quantify 

and analyze students’ emotions and behavior in the educational setting [63, 67]. To date, most of 

the existing tools to identify attitude components use students’ self-report instruments such as 

the Achievement Emotions Questionnaire (AEQ) tool to measure emotions or analyze students’ 

textual data and collaborative writings in the chats or asynchronous forums. [62, 67]. Others use 

self-reports to measure attitude on a more abstract level such as attitude towards computing, 

technology, etc. [68]. 

In the rest of this chapter, we introduce the attitudinal components that play an important role 

in students’ learning processes in academic settings. These components are affect, self-efficacy, 

and personality traits. Operationalizing and measuring these components can help in a better 

formative evaluation of individuals in low-stake teams. In the next sections, we discuss affect 

(emotion) and its role in the educational setting. 

3.1. Affect (emotion) 
 

Psychologists believe a person can be known based on three domains called the ABCs of 

attitude which are: Affect, Behavior, and Cognition [69]. Cognition can be measured by learning 

outcome and behavior can be observed, but affect is not directly observable and more challenging 
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to measure [70]. The affective domain shows how much a person values the learning process, his 

willingness to contribute to learning new things, his ability to make a decision, and how generally 

one behaves in different situations [70, 65]. Multiple studies have reported that affective states 

also impact the teamwork process and interpersonal relationships in the educational domain [65].  

Although there are difficulties in measuring the affective domain, however, it is an important 

factor to evaluate performance in the educational system [70]. The shortage of soft skills among 

employees in the workplace is another evidence that there is a lack of focus on individual 

affective states in the educational setting which needs to be integrated into curricula [70].  

Researchers propose diverse methods of affect recognition and measurement. The methods 

vary from psychological measures such as heart rate, diagnostic tasks, self-reports, facial 

expressions, and knowledge-based methods to derive affective state in a given context like time 

of day and length of the task and individual histories like past failures and success [71]. One of 

the standard tools which have been applied for student self-report in the educational setting is the 

AEQ tool which measures a range of achievement emotions such as enjoyment, hope, pride, 

relief, anger, anxiety, shame, hopelessness, and boredom [67] ([72] provides sample self-report 

questionnaire). Other researchers consider personality as a metric to identify the affective state 

[71].  

Fewer researchers recognize affective state by doing sentiment analysis on students’ journals 

and learning diaries or from the chat and discussions in the collaborative conversations in forums 

or other asynchronous textual data [73]. In these methods, they either identify the polarity of 

students’ emotions to see whether they are negative, positive or neutral or they identify the 

expressions most related to the six fundamental emotions of anger, trust, surprise, sadness, joy, 

fear, disgust, and anticipation [73]. Although sentiment analysis is a more promising way to 
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identify the affective domain, however, it has not been widely applied in the educational setting 

compared to the social media domain or review corpora because of limitations in existing 

educational corpus [63,73].   

A review of the effective attributes that have been applied in the educational setting is listed 

in [71] which are: anger, fear, disgust, joy, sorrow, surprise, frustration, speech tone, head 

position, facial expression, pitch intensity, body movement, nervousness, and deception. Others 

suggest different affective attributes be considered in the educational setting such as grit, mindset, 

identity, and belonging [74].  

Although more advanced tools are being introduced for affective assessment, reliable 

assessment requires concurrent use of multiple methods and not relying only on one approach [3, 

71]. The selection of a suitable method depends on the type of emotions needed to be recognized, 

the required resources to collect data, and the context and setting in which the task is performed 

[71]. For example, in some contexts using self-reports may be more appropriate than using 

sensors, since sensors can cause interference with the given task [71]. Some cases may need real-

time detection which requires computational resources for data analysis. Researchers believe 

speech is a very good source to identify affective information, however because of challenges 

such as environmental noise level it has not been much practiced [71]. Most of the existing 

research addresses certain aspects of affect sensing and recognition in the educational domain, 

however much research is required to measure students’ affect to develop interventions [70, 71].  

In summary, the most practiced method for measuring affect in existing research is using 

students’ self-report data and surveys [3, 67].  These tools may not necessarily reveal reliable 

information about the affective state of the students. More reliable methods such as recognition 

of affect in speech can help in effective affect measurement.  In the next section, we discuss the 
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role of self-efficacy, another attitude component, and its impact on students’ learning in the 

educational setting.  

3.2 Self-efficacy 
 

Studying self-efficacy in educational settings is important since it plays an important role in 

the learning process. By understanding what factors influence self-efficacy instructors can apply 

required interventions [12]. 

Self-efficacy is an attitudinal construct that is defined as the perception that one can 

successfully accomplish a given task [12]. It is inherited in self-regulation and reflects the 

motivation to apply learned skills [12, 13]. Self-efficacy is integral to social cognitive theory and 

provides a framework for analyzing human thought, motivation, and action [75].  Research 

claims that individuals’ successful performance and accomplishment are directly affected by self-

efficacy, and can also increase self-efficacy [12, 13].  

Robust findings show that high self-efficacy positively predicts the learning process in 

academic settings [12, 13, 76, 77]. Self-efficacy stems from mastery experience, vicarious 

experience, social persuasion, and physical and emotional states, therefore it can change over 

time [12]. The dynamic nature of self-efficacy highlights the importance of capturing it to 

improve performance by applying interventions. There is a two-way positive correlation between 

self-efficacy and performance, as a result, they feed each other, and improvement in one lead to 

improvement in the other one. 

Self-efficacy has been used in CS education to predict students’ performance [66, 13]. Studies 

show combinations of self-efficacy and gender show different patterns in learning computer 

programming [13]. One of the most common methods to measure self-efficacy has been having 

students fill out standard tools such as Motivated Strategies for Learning Questionnaire (MSLQ) 
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[13]. The MSLQ is a widely used self-report tool to measure student motivation and learning 

strategies [13]. In [78] the authors develop an instrument to measure students’ self-efficacy in 

STEM areas.  

In the last section of this chapter, we discuss personality as one of the important factors which 

play a big role in team effectiveness. 

3.3. Personality 
 

It is mentioned that personality is the most powerful factor which influences academic 

performance [66]. In the field of computing and programming, in particular, there are tremendous 

differences between individual’s performances [79]. Different personality traits have been 

studied as factors that can explain these differences [79]. Psychologists believe that people’s 

personality type influences their involvement in the learning process [80]. The studies also show 

the correlation between certain personality traits and computer programming performance [79]. 

For example, an extensive review of the literature concludes that internal locus of control as a 

personality trait is positively correlated with the academic performance [79], and that 

conscientiousness and extraversion lead to individual achievement and also impact project 

success in teamwork [66, 81]. Current techniques in developing personalized learning systems 

target learners’ personality traits and their effect on learning style to improve student learning 

experience [80].  

Another trait of personality is being either introvert or extrovert [79]. Many studies have been 

conducted in identifying the correlation between being an introvert and computing programming 

success. However, there are controversial results to support this hypothesis and more research 

needs to be done before any conclusions can be made in this regard [79].  
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Aside from the impact of personality on individual performance in computing, multiple 

research has been conducted about the impact of personality on team performance. As claimed 

in [66], personality is one of the elements that can influence students’ in collaborative learning. 

It impacts the way students form teams, how they behave in teams and apply their knowledge in 

practical applications [66]. Research on the impact of personality traits in teamwork shows that 

homogeneous teams have more positive teamwork experience, however, much cohesion has 

certain drawbacks too such as slowing down the critical thinking behavior [81].  

Myers-Briggs Type Indicator (MBTI) is an instrument that has been widely used by 

educational psychologists to define personality types [80]. The MBTI questionnaire defines 

personality traits in four spectrums of 1) Extraverted/Introverted, 2) Sensing/Intuitive, 3) 

Thinking/Feeling, and 4) Judging/Perceiving. Besides the popularity and vast application of 

MBTI in the educational and business domain, major criticism has been made on it. The pitfalls 

of MBTI are that it does not acknowledge that some people may have neutral preferences on 

some dimensions, and also the forced-choice ipsative response format is another drawback that 

can yield to negative correlation among items [82]. 

The “big five personality traits” is a reliable instrument, developed by Elshout and Akkerman 

(1975), which is the first published personality questionnaire that measures the 5 personality 

factors: extraversion, sociability (or agreeableness), conscientiousness, neuroticism and culture 

(or openness to experience) [83, 84]. These 5 dimensions reflect individuals’ patterns of thought, 

emotion, and behaviors which can be assessed by either self-report or other-report [84].  

In summary in this chapter, we discussed different aspects of the attitude domain and how 

they impact the learning process, teamwork, and performance in the academic setting. 
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Researchers have applied multiple methods to recognize and quantify these attributes. The pros 

and cons of existing methods in identifying the attitude constructs were discussed.  

In the next chapter, we propose our methodology to operationalize these attributes in low-

stake teams to identify how they correlate with the individual's performance. Data collection 

protocol and how we analyze the data to identify attitude components will be discussed. Finally, 

data analysis results will be presented.  
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CHAPTER 4: METHODOLOGY TO OPERATIONALIZE ATTITUDE CONSTRUCTS 
 

In this research, we analyze attitudinal components by extracting affective states from 

students’ speech during the class activities and applying standard self-report tools to measure 

self-efficacy and personality types. We further analyze the correlation between attitude 

dimensions and students’ performance.  

The rest of this chapter explains our methodology to operationalize attitude constructs and our 

data collection approach.  

4.1. Affect 
 

For measuring affect (sentiment) from speech we record students’ conversations once they 

start working on the activity during the class. The recording process is done every session that 

students work in teams. The recorded audio files are transcribed for conducting text mining and 

sentiment analysis. We employ different methods to analyze students’ sentiments in their speech 

and identify their correlation with performance. First, we measure the polarity, frequency and 

intensity of the sentiments in three classes of positive, negative, and neutral sentiments. Next, we 

extend the number of sentiment classes by multi-class sentiment analysis to determine which 

classes of sentiment can be applied as predictors of performance. Finally, we perform topic 

modeling and thematic analysis of the sentiments (aspect-based sentiment analysis) to explore 

the context and themes in which students expressed more positive sentiment as they speak in the 

class.  

Audio transcription was done on the speech corpora to perform text mining methods.  For this 

purpose, first, we filtered the audio data and reduced the noise level to improve the quality. Next, 

we transcribed the audio data by assigning a unique ID to each speaker based on voice 
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recognition. Since each team was recorded by one recorder (with a paired microphone), their 

speech utterance was stored into one file. Moreover, because the teams were sitting close to each 

other some speech from the nearby team was captured in the audio of each team. On some other 

occasions when teams had questions from the instructor or TAs, we had the speech of the third 

person in the audio. These caused transcriptions to include the speech utterances from people 

other than the team members.  In the next step, we removed the speech utterances from speakers 

other than the team members and stored the speech related to each ID (i.e. student) into a separate 

dataset. This resulted in 28 datasets each containing the transcription of speech of one individual 

in multiple sessions of the class. At this point, the textual corpora of the speech were ready for 

running text mining and sentiment analysis algorithms. 

In the next section, we elaborate our text-mining algorithm for polarity and intensity sentiment 

analysis.  

4.1.1. Intensity and polarity sentiment analysis 
 

The first step of the text mining algorithm is segmentation where we segmented the speech in 

each dataset and created vectors based on speech initiation points such that each vector in the 

dataset represents the speech of the person until it is finished or interrupted by the other 

teammate.  This means that the number of vectors in each dataset denotes the number of times a 

person initiated the talk (in both active and reactive mode). The text-mining algorithm for polarity 

and intensity sentiment analysis is shown in Figure 2.  
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Figure 2. Text-mining algorithm for polarity and intensity sentiment analysis 

Next, we applied contraction filtering on the vectors so that we do not miss any meaningful 

words while tokenizing the vectors based on the regular expression which is explained in the next 

step. In the third step of the algorithm, we tokenized the vectors based on our customized regular 

expression to clean the text and eliminate the extra characters which did not impact the sentiment 

score. Next, we applied the standard English dictionary to remove the stop words. We also 

created a custom dictionary to remove the redundant words that speakers used habitually which 

did not have any impact in the context of this study. For creating the customized dictionary, we 

measured the frequency of uni-grams in each dataset and defined a dictionary based on the most 

frequent common uni-grams and so removed those words from the text. (i.e. yeah, ok). 

In the last step of the algorithm, we did sentiment analysis on the parsed text by applying 

lexicon-based and rule-based NLP python tools; TextBlob, Natural Language Toolkit (NKLT) 
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and Valence Aware Dictionary for sEntiment Reasoning (VADER) to measure positive 

sentiments, and subjectivity score of all vectors in each dataset.  

NLTK is an open-source Natural language processing platform that provides over 50 lexicon 

resources (i.e. SentiWordNet) with a set of libraries for word frequency, classification, 

tokenization, and semantic reasoning [85]. VADER is also an open-source lexicon and rule-based 

sentiment analysis tool. While VADER has the features of traditional sentiment analysis tools 

such as LIWC (Linguistic Inquiry andWord Count) it holds gold-standard quality validated by 

humans. VADER’s advantage over LIWC is that it is more sensitive to sentiment expressions in 

social media as well as other domains [85]. We apply the VADER sentiment analysis algorithm 

due to its higher precision and accuracy in particular on short tokens at string-level compared to 

the other known sentiment analysis tools [86, 87, 88]. Most sentiment analysis tools have either 

a polarity-based or valence-based approach. Polarity determines if a part of the text is positive or 

negative, while valence-based approaches determine the intensity of each sentiment class as well. 

VADER provides both approaches to measure both the polarity and valence of text input. 

The VADER algorithm outputs sentiment scores into 4 classes of ‘Negative’, ‘Neutral’, 

‘Positive’, and ‘Compound’ with values between -1 to 1. The compound value is the normalized 

value of the sum of valence scores of each word in the lexicon, adjusted according to the rules. 

Equation (1) shows how compound value is calculated based on the normalized sum of valence 

scores [89]:  

 
(1) 

    Where sum_val is the sum of the sentiment arguments passed to the score_valence() 

function in the Vadar algorithm. 
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The compound score is a metric for a unidimensional measure of sentiment. Depending on 

the context, the threshold for classifying positive, negative, and neutral sentiments can be 

defined. The typical threshold values for each sentiment class are [2, 85]:  

Positive sentiment: compound value>=0.05 

Neutral sentiment: compound value > -0.05 and <0.05 

Negative compound: compound value <=0.05 

In this study, to determine the threshold for neutral compound value, we did a k-means 

clustering on the compound values. To find the optimum number of clusters we apply the Elbow 

method. The Elbow method explains the percentage of the variance as a function of the number 

of clusters [90]. The principle of this method is that the optimum number of clusters is such that 

adding one more cluster does not provide better modeling of the data. The best number of clusters 

is chosen based on a certain point, called the ‘Elbow criterion’, which shows an angle in the 

graph [90]. In Figure 3 the percentage of the variance based on clusters is plotted against the 

number of clusters. The Elbow criterion indicates the optimum number of clusters is 3 as marked 

in Figure 3. 

 

Figure 3. Elbow criterion for identifying the optimum number of clusters 
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The 3-means clustering of data shows we have the most density of compound values in the 

cluster where compound score equals 0 as shown in Figure 4.  

 

Figure 4. 3-Means clustering of compound values  

herefore, we consider zero as the threshold for classifying sentences into positive, neutral, and 

negative. This means any vector with a negative compound score is labeled as negative sentiment, 

vectors with positive compound scores are considered as positive sentiment, and vectors with 

zero compound scores are treated as neutral sentiment class. 

We further extract multiple classes of sentiment from individuals’ speech which is described 

in the following.  

4.1.2. Multi-class sentiment analysis 
 

We extract multiple classes of sentiments from students’ speech to identify the emotions that 

most contribute to their individual performance. For this purpose, we apply the LIWC (Linguistic 

Inquiry and Word Count) text analysis tool. LIWC is an effective and efficient tool for studying 

diverse emotional and cognitive components in verbal or written speech corpora [91].  
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The core of the LIWC tool for text analysis is the LIWC2015 dictionary. This dictionary 

includes almost 6400 word-stems and selected emotions. In this tool, a word that carries emotion 

such as “cry” can belong to different categories of emotions such as sadness, negative emotion, 

and overall affect. If the word ‘cry’ is identified in the target text the scale of each sub-dictionary 

category will increase [91]. The hierarchical structure of emotional categories and subcategories 

of the LIWC2015 is presented in Figure 5. Each category of LIWC2015 includes a list of 

dictionary words that define the relevant scale. A complete list of scales and scale words are 

presented in the LIWC2015 Development manual [91].  

 

 

 

 

 

 

 



32 
 

 
 

 

Figure 5. LIWC2015 dictionary categories 
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In this study, we focus on specific dictionary dimensions to analyze and identify which classes 

of emotions have a higher contribution to individuals’ performance. There are a total number of 

93 dimensions in all 4 sub-dictionaries of the LIWC2015, from which we have identified 63 

dimensions based on the context of the categories and how they are related to the attitude, 

affective domain, social aspects and cognition process. Table 1 presents the 63 dimensions, their 

corresponding label in the LIWC framework, and which sub-dictionaries each belong to. The list 

of sub-dictionaries we identified for this study are A) Linguistic processes, B) psychological 

processes, C) punctuation, D) other grammar. 

 
Table 1: LWIC dimensions and output labels 

 Category Output label LIWC Dimension  Category Output label LIWC Dimension  

A WC Word count B cause Causation 

A Analytic 
Analytical 

thinking 
B discrep Discrepancy 

A Clout Clout B tentat Tentative 

A Authentic Authentic B certain Certainty 

A Tone Emotional tone B differ Differentiation 

A WPS Words/sentence B percept 
Perceptual 

process 

A i 
1st person 

singular 
B see See 
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A we 1st person plural B hear Hear 

A you 2nd person B feel Feel 

A shehe 
3rd person 

singular 
B bio 

Biological 

process 

A they 3rd person plural B body Body 

A prep Prepositions B health Health 

A auxverb Auxiliary verbs B sexual Sexual 

A adverb 
Common 

adverbs 
B ingest Ingestion 

A negate Negations B drives Drives 

D verb Common verbs B affiliation affiliation 

D adj 
Common 

adjectives 
B achieve Achievement 

D number Numbers B power Power 

D quant Quantifiers B reward Reward 

B affect 
Affective 

processes 
B risk Risk 

B posemo Positive emotion B time Time 

B negemo 
Negative 

emotion 
B work Work 
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B anx Anxiety B leisure Leisure 

B anger Anger B informal 
Informal 

language 

B sad Sadness B swear Swear words 

B social Social processes B netspeak Netspeak 

B family Family B assent Assent 

B friend Friends B nonflu Nonfluencies 

B female 
Female 

references 
B filler Fillers 

B male Male C QMark Question marks 

B cogproc 
Cognitive 

processes 
C Exclam 

Exclamation 

marks 

B insight Insight    

 

The proportion of selected features for analysis is 67% psychological processes, 24% 

linguistic processes, 6% other grammar, and 3% punctuations as shown in Figure 6. 

 

Figure 6: The proportion of selected features for analysis 
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We measure the scale score of each 63 dimensions by using the LIWC framework. The 

outcome is a numerical value for each feature. 

In the next step, we conduct factor analysis by applying the Principal Component Analysis 

(PCA) technique which is an unsupervised statistical method to reduce the dimensionality of 

complex data [92]. PCA identifies the interrelation between features and by reducing the number 

of features it creates a new feature (component) which is the linear combination of initial features. 

Listed below are the main steps of performing PCA:  

1. Removing the target feature and class labels. (creating a d-dimensional matrix) 

2. Calculate the covariance matrix of the whole dataset 

3. Compute eigenvectors (e1,e2, ..., ed) and corresponding eigenvalues ( λ1,λ2, .., λd) 

4. Sort the eigenvectors by decreasing eigenvalues and choose k eighteen vectors with the 

larger eigenvalues to form a d × k dimensional matrix. In this study, we considered the threshold 

of 1 such that we choose the number of components (k) with eigenvalues higher than 1. 

5. Use this d × k eigenvector matrix to transform the samples onto the new subset.  

One important application of the PCA method is developing predictive models. After 

dimensionality reduction, the dataset is divided to test and train datasets to fit the data into the 

training algorithm. Since this is an exploratory study the goal is to identify the correlation of 

sentiment classes with performance, and the development of predictive models is not the focus 

of this study. Predictive methods will be developed in future work after identifying the 

correlations of the attitude domain with performance and generating larger corpora to validate 

the model.  
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4.1.3 Thematic Analysis and Topic Modeling 
 

The research question is whether positive sentiments have a correlation with students’ 

performance. We take a further step to identify the direction of positive sentiments to get a better 

sense of the nature of positive sentiments. In the final step of the sentiment analysis, we explore 

the themes in which students expressed more positive emotion as they spoke in teams.  

In order to do so, we apply two methods; 1) word frequency analysis and 2) topic modeling.  

In the word frequency analysis, we measure the frequency of the word tokens (unigrams and 

bi-grams) in the positive sentiment corpora. We visualize the word cloud of the most frequent 

word tokens and identify the proportion of course-related tokens.  

Another way to extract themes from a document is topic modeling. Topic modeling is an 

unsupervised machine learning technique which analyses the textual corpora and extracts word 

clusters (topics).  Specific topics can represent themes that are not easily measurable otherwise 

[93]. One of the common applications of topic modeling is in the field of sentiment analysis [93]. 

There are diverse methods to perform top modeling. Latent Dirichlet Allocation (LDA) is one of 

the algorithms which has been widely practiced in the literature [94].  

LDA algorithm considers the documents as bags of words and assumes that the collection of 

the words determines the topics. The topics are assigned to the n-grams (arrangement of words) 

based on the probability of belonging to each topic, and the list of topics are assigned to the 

documents. Basically, the learned topics are multinomial distribution over words. To identify the 

subject area by convention the top 10 topics are selected [95].  

To get a more coherent topic modeling from LDA on the corpora with shorter text, linguistic 

“cleaning” is suggested complementary to other practices [95, 96]. Mehrotra et. al. [95] suggest 

improving the performance of LDA on microblogs of tweet data, by merging relevant tweets 
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together which is called “tweet pooling” and applying LDA on them as a single document [97, 

98].  

To improve the topic modeling accuracy in our study we applied the same approach. After 

parsing the speech corpora using the text mining algorithm explained earlier in this chapter 

(Figure 2), we created vectors of speech based on the initiation point. This resulted in having 

short blocks of text in each vector.  In order to improve the performance of LDA we merged the 

vectors of each speech corpora and treated them as one document, and then fitted the data into 

the algorithm. The emergent topics from the LDA algorithm and their analysis are presented in 

detail in the data analysis section.  

4.1.4. Self-efficacy 
 

For measuring self-efficacy, we employed a standard tool named “Student Attitudes Toward 

STEM (S-STEM) Survey” [99, 100]. This is a 5-point Likert Scale tool to measures student’s 

self-efficacy in five categories of ‘Math’, ‘Science’, ‘engineering and technology’, ‘21st-century 

learning’ which includes questions about teamwork skills and ‘about yourself’ section which 

asks how well the individuals expect themselves to perform in the given domain.  

For the purpose of this study, we adopted the ‘science’, ‘the 21st-century learning’, and ‘about 

yourself’ components of the self-efficacy tool. The survey includes 23 questions attached in 

Appendix A. We conduct a pre and post self-efficacy test at the beginning and at the end of the 

semester to observe any correlation between students’ level of self-efficacy and their 

performance score. Students’ responses to two sections of ‘Computer Science’ and ‘learning and 

social skills’ are considered for analysis in this study.  

We observed that all the participants filled out the pre (initial) self-efficacy survey however 

many of them did not fill out the post-survey. As mentioned earlier this is one of the great 
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disadvantages of using self-report tools in attitude analysis, this led us to discard the post surveys 

and just consider the initial self-efficacy response for analysis. The analysis result is presented in 

the data analysis section.  

4.1.5. Personality 
 

For identifying the students' personality type in this study, we apply the “big five personality 

traits” instrument (Appendix B). This tool has 50 questions that measure the 5 personality factors: 

extraversion, sociability (or agreeableness), conscientiousness, neuroticism, and culture (or 

openness to experience). This is a 5-point Likert scale tool (1=disagree, 2=slightly disagree, 

3=neutral, 4=slightly agree, 5=agree), with the output values between 0 to 40 for each personality 

type.  

By identifying students’ personality types (i.e. being extraversion, sociability, 

conscientiousness, neuroticism, and openness to experience) we find the correlation between the 

combination of students’ personality types in a team and individual students’ performance.  

The reason that we analyze combinations of personality types rather than considering an 

individual student’s personality type is that we do not see personality as a feature that can be 

easily adjusted. Thus, identifying the effect of an individual's personality types on their 

performance may not lead to effective cognitive interventions. Nevertheless, by analyzing how 

the combination of personality types impacts students’ performance we will be able to adjust 

team formation algorithms based on personality types. 

In the following, we present our study design and data collection protocol. 

4.2. Data collection 
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The data collection process involves two main approaches: 1) recording students’ speech as 

they talk in teams during the class and 2) self-report tools. We conducted one phase of pilot data 

collection during Fall 2018 and had the second data collection phase during Spring 2019.  

During data collection we encountered multiple challenges such as protocols to organize and 

form teams, recording students’ speech, and encouraging them to participate in providing 

responses to self-report tools. The challenges during the first phase (Fall 2018) and takeaways 

helped us to have a more promising and effective data collection approach during Spring 2019.  

In order to characterize the teams for our study, we applied the teamwork dimensions of the 

object-based design pattern model (Figure 1) to structure to various teams participating in this 

study. In the following, the details of each data collection phase and the lessons learned are 

described.  

4.2.1. The First Phase of Data Collection 
 

The pilot phase of data collection was conducted during Fall 2018. The goal of this phase was 

to do a feasibility study on recording students’ talk in the class setting and to develop the research 

hypothesis based on the domain knowledge and observing how students behave in teams with 

different characteristics.  

Based on research and our empirical evidence we believe that the most challenging 

components of teamwork in active learning are team formation and evaluating students’ 

participation in teamwork. In order to come up with a promising study design, we observed teams 

with different characteristics in different courses that varied fundamentally.  

In order to observe how students, behave in diverse team settings and identify ways to evaluate 

their performance, we focused on three teamwork attributes of the object-based design pattern 

model (Figure 1). These teamwork attributes are 1) formation, 2) size, and 3) composition. 
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Next, we identified four courses in CCI College who taught CS courses at different levels 

applying diverse team settings (i.e. having different values for each team attribute) in their active 

learning classes. The information about each class and their team setting is provided in Table 2.  

Table 2: Selected classes and team settings in the first phase of data collection 

 

Sources of data collection from these classes were: 1) self-efficacy pre/post surveys: using the 

same tool at the beginning and at the end of the semester, 2) recording in-class team discourses 

by using one recorder with built-in microphone for each team, 3) weekly reflections on teamwork 

experiences on how students perceive their teamwork experience (i.e. positive, negative, and 

neutral). 

During the pilot data collection phase, we faced multiple unpredicted challenges. These 

challenges are listed below:  

1- Multiple revisions of IRB approval caused delays in the data collection process which led 

to the loss of data from multiple sessions of the classes.  

2- Encouraging students to participate in the research was a major challenge. At times students 

expressed if there was no extra credit for participation, they were not willing to participate (which 

was the case for this study). We also observed that the instructors’ interest in conducting this 

research in their class had a great impact on the rate of students’ participation.  

3- Finding the appropriate recorder device for recording the speech with minimal 

environmental noise while being cost-effective was a challenge.  
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3- Diverse classroom structures with table and chair arrangements had a great impact on the 

quality of recorded data.  

4- Many of the students who participated in the study did not fill out the self-report tools in a 

timely and committed manner.  

5- At times in capstone courses when there was no obligation to stay in the class after the 

introduction (mini-lecture), the teams chose to work outside the class which made the recording 

impossible for that whole session.  

In Table 3, we show the summary of these classes and how many sessions could be recorded 

during Fall 2018.  

Table 3: Summary of the recorded session during fall 2018 

 

As shown in Table 3, the number of teams in each class that participated in the study was so 

limited, and even among those teams, the number of recorded sessions was not sufficient to 

perform the analysis.  

The only class that had the highest number of recorded sessions was 8011, but due to the noise 

level and classroom setting, the quality of data was not acceptable for analysis.  
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The high level of environmental noise in the recorded audios for multiple sessions prompted 

us to provide additional microphones for recording the teams. However, preparing the 

appropriate microphones for our recorder devices caused a delay for the good quality recording 

of the teams during that semester. In these classes, the participants also skipped filling out the 

self-efficacy and teamwork reflection surveys.  

Another observation that we had on the collected data was that in classes where students 

worked in pairs (i.e. 6520/8520) we had better voice quality and less crosstalk. 

We further noticed the impact of team size on students’ level of involvement in teamwork 

depending on the team type. In high-stake teams regardless of the team size students are mainly 

involved in teamwork, since everyone has normally assigned roles and tasks. As opposed to low-

stake teams where students worked in teams of more than 2, we observed less engagement from 

some students in the team.  

The lessons we learned in this phase of data collection prepared us for the second phase of 

data collection during Spring 2019. In the next section, we explain the data collection procedure 

during Spring 2019.  

4.2.2. The Second Phase of Data Collection 

Based on the lessons learned during the first phase of data collection we conducted a second 

round during Spring 2019. At this point, our hypothesis was developed and the goal was to focus 

on the low-stake teams where we had higher student participation in class teamwork. Based on 

the literature [3] and our empirical evidence we decided to minimize the size of low-stake teams 

to improve students’ engagement level. The information about the selected class and team setting 

is listed below: 

Course: CS1-ITSC 1212 (introduction to Java programming) 
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Team information: 

● Team formation: Subjective  

● Team composition: Random 

● Team size: 2 

● Team diversity: Female and male 

The formation of the teams was conducted at the beginning of the semester by a gamified 

activity. The whole class was divided into three clusters. The clusters were formed based on the 

registered lab sections so that the students have the same teammate in both class and lab. In each 

cluster, we paired the students based on their month of birth. Since students were involved in the 

process of team formation, we did not have any complaints from students about their teammates. 

The target class was CS1 (introductory programming course) with 63 students. Among 63 

students 48 students participated in the study which led to having 24 participating teams. Among 

the 24 teams, we could collect the recordings of 14 teams (i.e. 28 participants) who showed a 

more consistent pattern of attendance in the class.  

In this round of data collection, we decided to add a personality type measurement tool as 

well. The resources for the data collection were: 1) self-efficacy pre/post self-report tools: by 

using the same tool at the beginning and at the end of the semester, 2) recordings in-class team 

discourses by using one recorder and a pair of microphones for each team, 3) personality type 

measurement self-report tool.  

For this active learning course every week two sessions of the class were held for 75 minutes. 

The first 15-20 minutes of the class was dedicated to the questions and answers from the prep 

work in the form of clicker quizzes. Next, we had about 15 minutes mini-lecture on students' 

misconceptions about the material. The rest 40 minutes was dedicated to class activities in the 
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form of low-stake teamwork. Students had to sit with their assigned teammates to do the class 

activity. We paired the students whose teammates were absent together so that all students had 

the chance to work in teams. However, if one student was absent that team was excluded for 

recording in that class session.  

 During the recording process, some environmental, technical, or human errors happened 

which made the data unavailable for analysis. For example, occasionally the TAs who were 

assigned to set up recorders misplaced the microphone cord that made the data of that session 

unavailable. In other cases, students accidentally pressed the stop button on the recorder which 

again led to the loss of data. On top of all these challenges, we had a high environmental noise 

level when all team members were talking at the same time while sitting close to each other in 

the classroom.  

In order to overcome these challenges, we employed some protocols such as assigning the 

tasks related to recorders only to well-trained TAs and encouraging teams to sit in certain 

locations to minimize the noise level in recordings. One of the major steps we took was 

conducting extensive research on the recording devices. The recorders we required for the study 

were expected to have bidirectional paired microphones, have built-in noise cancellation features, 

lasting battery, be user friendly, and cost-effective. After trying three different types of recorders 

we identified the one that best matched our criteria. Figure 7 shows the three different types of 

recorders we used for the study. 
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Figure 7: Three recorder types used in the study 

A sample view of the class arrangement, chair types, and how recorders were set up is 

shown in Figure 8.  

 

Figure 8: Sample view of class arrangement and recorder setup 

Table 4 shows the summary of data collected from all teams during Spring 2019. In Table 4, 

the “R/T” denotes the sessions in which we could successfully record and transcribe students’ 

speech without any technical issues (count = 160). Label “R” refers to the sessions in which we 

recorded students’ speech however the quality of the voice was not acceptable for transcription 

(count = 16). Finally, the “NR” labels refer to the session in which the recording was not 

accomplished in the class either due to technical issues or the fact that one of the team members 

was absent in that session of the class (count = 48).  
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Table 4: Overview of data during second phase of data collection 

 

As mentioned earlier one of our biggest challenges in collecting data using self-report tools 

was the lack of students’ commitment to filling out the surveys. Table 5 shows the response rate 

out of total 28 participants for each self-report tool.  

Table 5: Response rate to self-report tools during spring 2019 

 

In the next section, the result of data analysis on both students’ speech and self-report tools 

are presented and the research hypotheses are validated.  



48 
 

 
 

CHAPTER 5.  DATA ANALYSIS 
 

    We aim to identify the correlation between attitude constructs and students’ performance 

and explore which of these constructs can serve as predictive metrics. For operationalizing the 

attitude constructs we applied both quantitative algorithmic analysis as well as qualitative 

analysis methods. 

Students’ final grade in the course is considered as the performance metric. In this course, we 

have multiple milestones for individual assessments which are: three major assignments, three 

lecture tests, and three lab tests. The contribution of each milestone to the final grade is 

Assignment 20%, Lecture test 30% and Lab test 30% of the final grade. 

The grade distribution of participants is presented in Figure 9.  

 

Figure 9: Grade distribution of the participants  

Based on the linear regression analysis of the performance scores over the course of the 

semester we measure the slope of trendlines. The slope shows the ratio of grade change over 

time. Based on the trends we categorized the students into three groups as follow:  

Upward trend (U): The trend shows increasing grades over time (Slope >0) 

Downward (D): The trend shows increasing grades over time (Slope <0)  

Same (S): No significant changes observed in trendline (Slope = 0) 
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Data shows 57% of the participants had an upward trend in their performance, 28% of the 

students had downward trends while 14% of the students did not have any significant change of 

performance during the semester. Figure 10 plots the breakdown of grades in each trend category. 

 

Figure 10: Trends of grades during the semester 

The rest of this section is dedicated to the analysis of three attitude constructs of affect, self-

efficacy, and personality to identify their correlation with students’ performance and testing the 

research hypothesis.  

5.1. Affect (Polarity and Intensity Sentiment Analysis) 
 

To measure the intensity and frequency of affective states we do sentiment analysis by 

applying NLTK and VADER algorithms on speech segments [107]. The NLTK/VADER outputs 

the segments into vectors with a trouble of values (i.e. sentiment classes) as shown in Figure 11.  

Each vector contains four features of Positive (Pos), Neutral (Neu). Negative (Neg) and 

Compound (Comp).  In Figure 12, R is the total recorded speech of each participant during the 

semester and S is part of speech segmented based on the initiation of talks, and V is the speech 

vectors including four features of Pos, Nue, Neg, and Comp, where: 
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Corpora of all participants = {R1, R2, R2 … R28}   

Total speech of each participant= {S1, S2, S3, S4 … Sn} 

n = number of vectors in corpus 

 

Figure 11: Applying NLTK/VADER to create vector features 

We have 28 datasets each containing the speech of individual participants during the semester. 

Figure 12 is a sample representation of each dataset. Each dataset denotes total speech of a 

participant, segmented based on the part of speech (i.e. segments).   

 

Figure 12: Dataset representation sample 
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 As described in chapter 4, the vectors with compound values greater than zero are considered 

positive sentiment. We normalize the intensity and frequency of positive sentiments based on the 

amount of speech. Frequency refers to the number of vectors that have positive compound value 

(Comp>0) and intensity refers to the actual value of compound scores of each vector.  

Equations (2) and (3) shows how the mean frequency and intensity values for each participant 

is calculated.  

 
(2) 

 

(3) 

      Where: 

n= total number of vectors in each dataset 

Vectors with positive comp_value= {1, 2, …m} 

Linear regression analysis of frequency and intensity of positive compound values shows a 

homogeneous pattern such that students with a higher frequency of positive sentiment had higher 

levels of intensity in positive sentiments in their speech. Figure 13 shows the regression plot of 

the frequency and intensity of positive sentiments for the 28 participants.  
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Figure 13: Regression plot of frequency and intensity of positive sentiments 

In Figure 14 we present the scatter plot of frequency and intensity of positive sentiments 

with the normalized value of students’ performance.  

 

Figure 14: Frequency, intensity, and performance scatter plot of the participants  

The trend of all compound values (not just positive compound scores) of the four performance 

categories (i.e. A, B, C, DFW) is analyzed by measuring the kernel density of compound values 

for each grade category as shown in Figure 15. In these plots, the horizontal axis shows the 

compound value and the vertical axis denotes the density of each value.  
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Grade A Grade B 

 
 

Grade C Grade DFW 

Figure 15: Kernel density plots of compound values of different grade categories  

The plots show more density of positive compound values for students with higher grades, 

and as the students’ grades decrease the density of positive compound values decrease. In the 

plot of grade A, we can see the most density is related to compound values between 0 to 0.5, but 

in grade B plot we observe the density shift from positive sentiments towards zero and we observe 

more density in negative values compared to grade A. Accordingly in the plot of grade C, we 

observe a significant decrease in the density of positive compound values as the density of neutral 

compound values increases compared to the A and B grades. Finally, for the DFW grade 

category, the density of positive sentiment decreases compared to the grade categories of A, B, 
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and C, and the neutral values increase. In summary, the general trend in the kernel density plots 

shows we have less density in positive compound values as the grades decrease.  

To answer the research question, we measure if there is any positive relationship between 

positive sentiments (intensity and frequency) and the performance score by applying Spearman’s 

rank correlation coefficient. Spearman’s rank correlation coefficient is a nonparametric 

(distribution-free) rank statistic for measuring the strength of an association between two 

variables [101]. It assesses how well the relationship between two variables can be described 

using a monotonic function, without making any assumptions about the frequency distribution 

of the variables [101]. The coefficient value is signified by rs where rs can be anywhere between 

-1 and 1. The interpretation is that the closer is rs to +1 and -1, the stronger the monotonic 

relationship is between the two variables. The strength of the correlation can be described using 

the following guide for the absolute value of rs [102]; rs = 00-.19 “very weak”, rs =.20-.39 “weak”, 

rs = .40-.59 “moderate”, rs = .60-.79 “strong”, rs = .80-1.0 “very strong”.  

The rs value is calculated using equation (4): (n = number of cases) 

 

 (4) 

 Where di is the difference in ranks for variables 

By using Spearman’s rank correlation coefficient equation, we measured the correlation 

between positive compound values (intensity and frequency) with the performance scores. The 

coefficient values (rs) are presented in Table 6. 
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Table 6: Coefficient values of positive sentiment, subjectivity, and performance 

 

 The coefficient values (rs) related to intensity of positive sentiments and frequency of positive 

sentiments shows that both have a strong positive correlation with performance.   

Figures 16 and 17 visualize the linear regression analysis of intensity and frequency of positive 

sentiments vs performance score. In these plots, the horizontal axis specifies the intensity and 

frequency of positive sentiments and the vertical axis shows the performance score of each 

participant. 

 

Figure 16: Intensity of positive sentiment vs performance regression plot 
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Figure 17: Frequency of positive sentiment vs performance regression plot 

To test the first hypothesis (H1), we applied a chi-square test and evaluated the two-tailed p 

value with the confidence level of 0.05. 

The Null hypothesis states that: There is no correlation between students’ positive sentiment 

(frequency and intensity of compound values) in low-stake teams and their individual 

performance (grade).  

The calculated p value is compared to the confidence level of 0.05. If the p value is less than 

0.05 the null hypothesis is rejected which indicates there is a statistically significant relationship 

between positive sentiments and students' individual performance. The two-tailed p value is 

presented in Table 7.  

Table 7: p values of frequency and intensity of positive sentiment, and performance 

 

The calculated p value for the intensity of positive compound value is 0.002 and the frequency 

of compound value is 0.001. Since the p value for both the intensity and frequency of positive 
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sentiments are less than the confidence level, therefore the null hypothesis is rejected which 

confirms that there is a statistically significant correlation between students’ positive sentiment 

(frequency and intensity) and their performance. 

By answering the research question, which confirms the positive correlation between students’ 

sentiment and their performance, we take one step further and classify students’ sentiments into 

multiple classes beyond positive, negative and neutral to capture more psychological constructs 

such as affect, cognition, drives, etc. and investigate which classes can be used as predictive 

metrics for performance as the target value. In the following, we present our results on multiclass 

sentiment analysis.  

5.1.1. Multiclass Sentiment Analysis Using LIWC Dimensions 
 

We applied the LIWC text analysis tool to extract sentiment class from the corpora.  

As explained in chapter 4, 63 features out of 93 features were chosen for this study. The 

selected features are in psychological, affective, and cognitive domains.  

The output features in the LIWC platform scale differently depending on the variable. For 

example, the range of word count (WC) is greater than the affective variables such as negative 

emotion (negemo). To standardize the distribution of the data for analysis we applied the 

StandardScaler() algorithm from the SKLEARN library. This algorithm standardizes the features 

by removing the mean and scaling to the unit variance [103].  

The standard score of sample x is calculated with equation (5): 

z = (x-u)/s (5) 

Where u is the mean and s is the standard deviation of the training sample. Figure 18 plots the 

distribution of scaled features for the 28 participants.  
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Figure 18: The distribution of scaled features 

One common practice when having a high dimension of data is dimensionality reduction. 

With high dimensionality of the data it is challenging to interpret the features and use them for 

developing predictive models. tIn order to reduce the feature space dimension to most critical 

ones, we use the Principal Component Analysis (PCA) method to minimize the dimensionality 

while preserving as much ‘variability’ (i.e. statistical information) as possible. 

Here the question is identifying the best number of components to maintain the originality of 

the dataset. For this purpose, there are two approaches to find the optimum number of 

components. We used both methods to ensure we get consistency in the number of principal 

components. The steps of the first approach described in Figure 19.  
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Figure 19: Component identification process 

The eigenvalues in descending order (step 3 in Figure 19) are presented in figure 20. As 

highlighted in Figure 20, the last eigenvalue with a score higher than 1 conjunct with the PC-14 

which implies we need 14 components to represent the sample data. 

 

Figure 20:  Eigenvalues of the principal components 

Another way to determine the minimum number of principal components is to calculate the 

cumulative proportion of variance that the components explain. The acceptance level depending 

on the application can vary from 80% to 95%. For descriptive purposes, 80% would be sufficient. 

With the 14 principal components retained from the previous method, we have 92% variance 

which is an acceptable number to represent data. The Scree plot of the LIWC features is presented 

in Figure 21.  
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Figure 21: Scree plot of LIWC dimensions 

The following heatmap (Figure 22) visualizes 14 principal components and the 63 LIWC 

features. The color bar represents the correlation between the original features and the principal 

components. The lighter is the color the more positive correlation exists between the features and 

the principal component whereas the darker colors represent the negative correlation.  

 

Figure 22: The heatmap visualization of principal components vs. features 

The 14 principal components corresponding to combinations of original features are stored as 

the attributes of the fitted PCA object which are not easy to interpret and understand. In order to 
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interpret each principal component in terms of the original variables, we examine the magnitude 

of the coefficients for the original variables. Larger absolute values of coefficients show that 

corresponding variables have more importance in calculating the component. Table 8. maps the 

maximum absolute values of the coefficients with the original LIWC features. In other words, it 

lists the most relevant features in terms of principal components that have higher levels of 

importance in determining the target value which is students’ performance.  

Table 8: Mapping of principal components to the original LIWC features 

 

The result of this analysis helps to train the predictive algorithms on larger samples to predict 

student’s performance based on their psychological, affective, and cognitive behaviors. This is 

beyond the scope of this study to fit the sample data into predictive models. This will be 

considered in future work.  

In the next section, we explain our approach to thematic analysis (aspect analysis) and topic 

modeling on students’ positive sentiments.  

5.1.2. Thematic analysis (word frequency and topic modeling) 
 

The analysis of the data so far shows there is a correlation between students’ positive 

sentiments and their performance. The question here is what is the subject or context of positive 
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emotion in students’ speech? Their positive emotion could be about the course content, which is 

what we expect it to be, or can be about their friends, or any other experience.  

To answer this question, we dig more into the positive sentiments to identify themes by 

applying word frequency and topic modeling algorithms.  

First, we adopt the word frequency approach in which the positive sentiment vectors are 

parsed to extract unigrams and bigrams. The frequency of unigrams and bi-grams are measured 

to decide the dominant theme in students’ positive sentiments.  

The normalized frequency of the top 30 unigrams and bi-grams of positive sentiment vectors 

(Comp > 0) are plotted in the following graphs (Figures 23 and 24). 

 

Figure 23: Frequency of Uni-grams in positive sentiment vectors (comp>0) 
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Figure 24: Frequency of Bi-Grams in positive sentiment vectors (comp>0) 

By using “wordcloud” and “sklearn” libraries in python the word cloud visualization of 

positive sentiments vectors is presented in Figure 25.  

 

Figure 25: Word cloud visualization of positive sentiment vectors  

The plots in figures 23 and 24 as well as the word cloud (Figure 25) show that the most 

dominant theme of word tokens frequently used in the positive sentiment vectors are specifically 

about the course content (i.e. Array, random number).  
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In the following pie charts (Figures 26 and 27), the proportion of course-specific unigrams 

and bi-grams in the positive sentiment vectors are presented.  

 

Figure 26: Proportion of course-specific uni-grams in the positive sentiment vectors  

 

 

 Figure 27: The proportion of course-specific bi-grams in the positive sentiment vectors 

In summary, the result of frequency analysis shows top frequent unigrams and bi-grams in the 

positive sentiment vectors (Comp > 0) are specifically in the context of the course. This implies 

students’ positive sentiments were mainly centered on the course topic.  

Another evidence of this is that the class activities were designed in such a way that students 

who were well prepared could finish them within 35-40 minutes. This means they did not have 

extra time to discuss the topics outside the course content.  
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Next, we apply a topic modeling approach by using the LDA algorithm on the positive 

sentiments vectors to extract the top 10 dominant topics in the positive sentiment samples. In this 

algorithm, a list of words from the document are mapped to the topics. In Table 9. the list of ten 

topics and the top 3 keywords related to each topic is presented:  

Table 9: Extracted topics and keywords by LDA algorithm 

 

By applying the pyLDAvis library visualization of topics and the inter-topic distance map is 

presented in Figure 28. Figure 28 shows the overall term frequency of all topics. The estimated 

term frequency within each topic is presented in the Appendix C. In figure 28 the topics 

marked by green color are the ones that include at least one course specific keyword and the 

red ones are those that contain general words or action verbs.  
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Figure 28: Inter-topic distance map 

  Based on the inter-topic distance map shown in Figure 28 we visualize the topics into 5 

clusters such that the topics that are overlapped or have relatively closer distance are located 

into one cluster as shown in Figure 29. We observe in all clusters except the one highlighted in 

red color, there is at least one keyword [bolded] that is highly related to the course content. 

 

Figure 29: Topic clusters based on the inter-topic distance map 
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In summary, the thematic analysis and topic modeling of the positive sentiment vectors 

confirm that students’ positive sentiment was mostly about the course content. In the next 

section, we present an analysis of the self-efficacy self-report tool.  

5.2. Self-efficacy 
We measure students’ self-efficacy with a standard tool called “Motivated Strategies for 

Learning Questionnaire” (MSLQ). For this, we asked the participants to self-report on a 5-point 

Likert-scaled survey including 20 questions. The answers ranged from strongly disagree= 1 to 

strongly agree = 5). These 20 questions are grouped into 2 main categories of computer science, 

land earning/social skills. The questionnaire is provided in Appendix A. 

There are some debates in the literature on whether we can apply parametric or nonparametric 

methods to the ordinal data. Multiple studies such as the research conducted by Norman G. 

(2010) supports both parametric and non-parametric tests are applicable to the Likert scaled data 

[104]. By running Spearman’s rank correlation coefficient, the calculated value of rs = 0.11 which 

denotes a positive but very weak correlation between the two variables of self-efficacy and 

performance. Figure 30, Shows the regression plot of self-efficacy and performance. In this plot, 

the horizontal axis is the sum of the 20 data points of the self-efficacy tool for each participant.  

 

Figures 30: Regression plot of self-efficacy vs performance score  
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In the H2 Null hypothesis states, there is no correlation between students’ initial self-efficacy 

and individual performance. The alternative hypothesis occurs when there is a correlation 

between students’ initial self-efficacy and their individual performance. The calculated p value 

is .61 which is higher than the confidence level of 0.05, and the Null value cannot be rejected. 

The p-value confirms that there is no statistically significant correlation between the initial self-

efficacy and the performance.  

In H3 the Null hypothesis states that there is no correlation between students’ initial self-

efficacy and positive sentiments (frequency and intensity of vectors with Comp > 0) in low-stake 

teams. By running Spearman’s rank correlation coefficient, the rs and p values indicate there is a 

weak positive correlation between the self-efficacy and positive sentiment however the 

correlation is not statistically significant. Therefore, the Null hypothesis cannot be rejected. The 

calculated rs and p values of frequency and intensity of positive sentiments with self-efficacy are 

presented in Table 10.  

Table 10: The result of spearman’s correlation coefficient test  

 

Next, we investigate which category of self-efficacy questions have more impact on students’ 

performance. (i.e. computer science or learning and social skills).  

For this purpose, we applied Principal Component Analysis (PCA) method to identify the 

main components that better represent the dataset with students’ performance as the target value.   
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We determine the number of components based on the value of eigenvalues such that the 

components that have eigenvalues higher than 1 are retained. The plot of eighteen values (Figure 

31) determines we need only 7 component values (highlighted in red color) to represent the 

sample.  

 

Figure 31: Scatter plot of the eigenvalues of the principal components  

To interpret each principal component in terms of the original variables, we examine the 

magnitude of the coefficients for the original variables. Larger absolute values of coefficients 

show that corresponding variables have more importance in calculating the component. Table 11 

shows the self-efficacy questions related to each principal component. The maximum coefficient 

values of the two PCs were related to one question therefore the total number of 6 questions is 

listed based on the 7 principal components.  

Table 11: Self-efficacy questions with highest coefficient values 

 



70 
 

 
 

As shown in Table 11, out of 6 questions (each represented by a principal component), 5 of 

them are explicitly about learning and social skills. This shows that students' level of self-efficacy 

about their learning and social skills plays an important role in their performance. We further 

investigated the range of responses in these 6 self-efficacy questions and plot the divergent 

stacked bar chart in Figure 32.  

 

Figure 32. Divergent stacked bar of the self-efficacy questions 

As shown the question which has the most negative score (disagree and strongly disagree) is 

the Q4, which asks if students can manage their time when they work on their own. This implies 

that teamwork can help students manage their time wisely and reduce the procrastination rate. 

We argue that lack of correlation between self-efficacy and students’ performance can be due 

to multiple reasons. One is that students’ self-efficacy can be changed over time and thus the 

initial self-efficacy might not be a good metric to predict performance. Moreover, we only 

considered the initial self-efficacy for analysis since we have a very low response rate in the post 

self-efficacy tool. The other reason could be that since sample data is from a CS1 course which 

is the first course the students take in the major, they might not have much domain knowledge 
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about the CS to provide precise answers to the self-efficacy tool. Finally, self-report tools 

generally cannot be as reliable as methods that observe the behavior directly.  

In the following, we present the analysis of the personality test.  

5.3. Personality 
 

In this study in order to identify students’ personality types, the “big five personality traits” 

instrument was applied. Students were asked to self-report on the personality tool. From the total 

number of 28 participants, 24 students provided answers to the questionnaire.  

This tool measures the five personality factors of Extraversion (E), Agreeableness (A) (aka 

sociability), Conscientiousness(C), Neuroticism (N), and Openness to experience (O). The 

factors reflect individuals’ patterns of thought, emotion, and behaviors. The quantified measure 

of each of these factors is a number between 0 to 40 which are presented in Figure 33. In this 

figure, only the dominant trait of personality for each individual (i.e. the maximum value) is 

plotted.  

 

Figure 33: Dominant personality traits of the participants 

Since 4 out of 24 participants in this study did not provide answers to the personality test it 

caused excluding 4 teams out of a total of 14 teams for the analysis.  
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The goal of this analysis is to identify if combinations of personality types in teams impact 

the individuals' performance. For this purpose, we create a 5D contingency matrix (A) to 

quantify unique combinations of personality types as shown in Figure 34.  

 

Figure 34: Contingency matrix of the combination of personality types 

To validate H4 we need to identify the correlation between the combination of personality 

types and performance. Each unique combination of personality type is coded with an integer 

value.   Figure 35 shows the mean of performance for each unique combination of personality 

type, as well as the code of each personality combination.  

 

Figure 35: The combination of personality vs performance  

By applying the Spearman’s rank correlation coefficient, we calculated the rs and p value for 

personality pairs and the performance of the individuals as well as the team. The result is 

presented in table 12.  
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The rs values show a very weak positive correlation between personality types and the 

performance. The p value which is greater than .05 (confidence level) does not show a 

statistically significant correlation. Thus, in H4, the Null hypothesis cannot be rejected which 

means there is not a statically significant correlation between personality types and 

performance.   

Table 12: Spearman’s rank correlation coefficient test result 

 

In the following section, we discuss the results and present more findings from data analysis. 

5.4. Discussion 
In this section, we present further analysis on students’ speech. We identify the correlation of 

the neutral sentiments and the level of subjectivity in individuals’ speech with their performance. 

We also conduct a thematic analysis of students' negative sentiments to identify the themes in 

which students expressed more negative emotions. Finally, we investigate if the combination of 

personality types impacts the team experience in terms of students’ positive sentiments. The 

finding of these analyses can cue the development of new research questions and identifying 

ways to address them.  

First is identifying the correlation between the frequency of neutral sentiments and students' 

performance. As discussed earlier in Chapter 4 by applying the VADER tool we extracted the 

sentiments in four classes of positive, neutral, negative, and compound. The calculated threshold 

for this study is zero meaning any vector with the compound value of zero is considered to be 

neutral.  
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Figure 36 plots the mean frequency of neutral sentiments vectors vs students’ individual 

performance. The data points show a homogeneous pattern such that by decreasing the 

performance the frequency of neutral sentiments increases.  

 

Figure 36: Regression plot of the frequency of neural sentiments vs performance score 

By applying the Spearman’s rank correlation coefficient test the calculated rs value for the two 

variables is rs = -0.61. This shows the association between variables is statistically significant. 

We conclude there is a strong negative correlation between the variables and there is a tendency 

for high-performance scores to go with a low frequency of neutral score and vice versa.  

Next, we analyze the correlation between students’ level of subjectivity in their speech and 

their performance. For extracting the subjectivity metric, we apply TextBlob which is a rule-

based sentiment analysis tool that has the essential component for the basics of natural-language 

processing to analyze the subjectivity level in the speech [105]. The output subjectivity level is 

a float number within the range [0.0, 1.0] where 0.0 is very objective and 1.0 is very subjective 

[106]. The subjectivity score of each participant is calculated with equation (4)  



75 
 

 
 

 

(4) 

Where, Sx is the subjectivity score of each vector (0<=Sx<=1), and n is the total number of 

vectors in each dataset. Figure 37 plots the subjectivity score vs. performance score.  

 

Figure 37. The regression plot of Subjectivity vs Performance Score 

The result of the Spearman’s rank correlation coefficient shows rs = -.02, which means 

technically very weak negative correlation exists between the level of subjectivity and students’ 

performance.   

Next is the thematic analysis of negative sentiment vectors (Comp < 0). By running the 

wordcloud library in Python the wordcloud of the negative sentiment corpora is presented in 

Figure 38. It shows that students expressed more negative sentiments when they made mistakes 

and faced a problem.  

For the purpose of this study, we have replaced the swear words to “shift” and “freak”. 
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Figure 38. The word cloud of the negative sentiments 

Figure 39. visualizes the frequency of the unigrams in the negative sentiment vectors. It shows 

the most frequent word token expressed in negative emotions is the word “wrong”.  

 

Figure 39: Frequency of negative sentiment unigrams 

It's worth noting that we did not find any correlation between students’ negative sentiments 

and their performance in this study.  

Finally, we analyze the correlation between the combination of personality types in teams and 

the positive sentiments (sum of positive compound scores). The result of Spearman’s rank 

correlation coefficient shows rs = .91 which means there is a strong positive correlation between 

the combination of personality types and students’ positive sentiments in teams. Figure 40 plots 

the bar chart of positive sentiment scores in each team vs their personality types.  



77 
 

 
 

 

Figure 40: Positive sentiment scores vs. personality combinations 

It is worth noting that since 4 participants did not provide a response to the personality test it 

caused the elimination of 4 teams from this analysis. In order to generate more concrete 

conclusions, more samples should be analyzed.  

In the next chapter, we conclude this study by discussing the contribution of this study, 

takeaways and the path towards future work.  
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CHAPTER 6: CONCLUSION AND FUTURE WORK 
 

In this chapter, we summarize the research question, methodology, and data analysis result.  

We discuss the limitations we faced in this research, the takeaways, and finally, we present 

the future research plan.  

6.1. Summary 
 

Teamwork and collaboration are important aspects of cognition and learning. However, 

evaluating the performance of students in low-stake teams is a challenge due to low grade 

contribution of teamwork which causes some students to undergo the load of teamwork more 

than their peers.  

Research suggests attitudinal components are indicators of students’ learning in educational 

settings. Measuring and quantifying attitude is mainly done in the form of surveys and self-

reports which do not always provide accurate and consistent results. Another main drawback of 

self-report tool is the lack of commitment from participants to provide responses. One approach 

that has been practiced for measuring attitude constructs is applying text analysis methods on 

students’ textual conversations on discussion forums or blogs. The drawback of these approaches 

is that they are conducted on asynchronous conversations and make it hard to assess students’ 

affect in real-time situations. Studies show speech is the best source to capture the attitude and 

affective states. However, recording and analyzing speech is not cost-effective in terms of time, 

effort, and resources. Due to the environmental noise level and the distraction caused by setting 

up equipment this method of data collection has been less practical in educational settings.   

In this research, we propose a novel approach to capture and operationalize students’ affects 

in teams by recording their real-time speech and conducting sentiment analysis on them. Finding 
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the correlation between the affective components and students’ performance can help in 

developing models to predict students’ performance at earlier stages of the semester and provide 

timely feedback to at-risk students. 

In this study, we analyze three attitude components of affect, self-efficacy, and personality. 

The research question is to examine whether these constructs have any correlation with students’ 

final grades as the performance metric. If the correlation exists, we claim some interventions can 

be made earlier in the course to predict students’ performance and provide timely feedback to 

them based on their behaviors in teams and the attitudes they express.  

The novelty of our research is capturing students’ affective states based on their speech in the 

teams. This method has minimum distraction for students and does not require them to spend 

extra time in providing data. Furthermore, we operationalize self-efficacy and personality 

constructs by using standard self-report tools.  

We experimented this method in a CS1 class during one semester with 28 participants. By 

implementing our text mining algorithms and using NLP methods we analyze the speech corpus 

to extract the frequency and intensity of students’ emotions as well as diverse psychometric and 

language features. We asked students to self-report on Self-efficacy and Personality tools at the 

beginning of the semester.  

The result of our analysis shows a strong positive correlation exists between students’ positive 

emotions and their performance. It means the students who had higher scores in frequency and 

intensity in their positive sentiments earned higher grades in the course. On the other hand, the 

students who had more frequency in their neutral sentiments had lower performance scores in 

the course. However, we did not identify a statistically significant correlation between negative 

sentiments and students’ performance.  
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The result of thematic analysis of the positive sentiments shows the subject areas and topics 

in which students showed positive emotions were the course-related keywords.  

Analysis of the self-efficacy self-report tool does not reveal a statistically significant 

correlation with students’ performance. We argue this can be due to limitations of self-report 

tools which is elaborated in this research such as lack of awareness or commitment to provide a 

precise answer.  

The principal component analysis on the self-efficacy survey reveals the questions about 

‘learning and social skills’ have more contribution in determining the target value which is 

performance rather than the ‘computer science’ questions. We argue the reason can lie in the fact 

that freshmen might not have much domain knowledge about computer science to rate their self-

efficacy in the field.  

Team formation has many challenges and includes diverse factors that can impact team 

experience. In this study, we analyze the combination of personality types in a team to see if 

collaboration between specific personality types can result in a better teamwork experience. The 

result of the analysis did not show a statistically significant correlation between the combination 

of personality types and individual performances in the team. However, our findings show a 

positive correlation between the combination of personality types and the intensity and frequency 

score of positive sentiments. It means certain combinations of personality types led to happier 

teamwork experience. It is worth mentioning that this result cannot be generalized science other 

than the mentioned shortcomings of self-reports tools, for the personality test 4 students did not 

participate which causes loss of data of four teams in the analysis.  
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In the personality analysis, out of 25 possible combinations we had 5 unique pairs of 

personality types. In the future, we need to have more diverse pairs of personalities to conduct a 

more in-depth analysis of this.  

This study was conducted on a limited sample size of 28 participants. The results are based on the 

data collected and there needs to be more robust data collection to substantiate the conclusions 

from the data. Furthermore, the outcome of this study may not be generalized to other courses or 

the population of students. However, the early result encourages future research to collect more 

samples to develop generic conclusions.  

One major contribution of this research is demonstrating that the novel method of recording 

students’ in class, besides its many challenges, is practical and is an ideal way to observe their 

behavior and analyze students’ affective states without causing distraction in the learning 

process.  Another takeaway is that direct observation of students’ behavior in teams is a better 

indicator of the attitude components than using self-report tools. The finding of the research also 

confirms that the team formation protocol impacts teamwork experience. This calls for 

implementing well-studied team formation strategies.  

6.2. Limitations 
 

The major limitation of this study was the data collection. The available data in the educational 

domain is very limited and since we analyzed human subjects it has specific challenges. Given 

the novelty of this research method (i.e. recording students in every class session), one of the 

challenges was the IRB approval process which was very time-consuming. We had so many 

iterations to come up with a study design that was aligned with the IRB protocol. Moreover, we 

were not able to collect data unless all participants signed and returned the consent forms, which 

caused delays in the data collection process.  
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The study design and team formation were other challenges that we faced. Since we formed 

teams at the beginning of the semester, after add/drop period some team formations had to be 

adjusted which caused the loss of some recorded sessions. Moreover, since we studied teams, the 

absence of one participant led to the elimination of that team in the recording of that class session.  

Besides these challenges, we had technical limitations as well. Some students randomly 

pressed the stop button on the device during the teamwork which made the audio unavailable. 

Some TA’s misplaced the microphone cords which caused the loss of data. For transcribing the 

speech, we used a human service for more accuracy. Due to some noise level and lack of voice 

quality some audios could not be transcribed. Finally, the process of providing recorders, 

ensuring they all are fully charged for every class session, the recording process in class, and 

unloading the audio from all recorders was very time consuming and required human resources. 

All these limitations led to the loss of some data in our study.  

6.3. Future Work 
 

Future research includes in-depth exploration of the role of peer communication in cognitive 

processes by collecting more samples to analyze data and come up with generic conclusions 

about the correlation of affective states with performance. In the current study, we identified the 

principal components from multiple sentiment classes that determine the performance. We will 

fit the principal components into a machine-learning algorithm to predict students’ performance 

as we run the algorithms on the new samples.  

The next step would be applying interventions based on the prediction result. One possible 

intervention would be the development of a system that provides emotional feedback to instructors 

and students as they work in teams. This would help students adjust their behavior and interaction 



83 
 

 
 

with peers. The emotional feedback system can cue the instructor to provide learning opportunities 

and timely feedback to students. 

 

By collecting more samples, we consider studying the impact of personality combinations in 

teamwork experience and students’ happiness. The findings will help in incorporating the 

identified correlations into team formation strategies to optimize team performance and 

generating algorithms for team formation.  

We will investigate the possibility of developing models to automate the transcriptions of the 

audio so that we can provide real-time analysis as students work in class. This would provide 

real-time feedback to instructors to observe the climate of different teams and provide help when 

needed. Tone analysis directly on the audio files is another research path we will consider in the 

future work. Finally, we will apply AI to design intelligent systems that support our 

understanding of team behavior beyond educational settings by studying teams in industry. 

In summary, the result of this research has the potential to benefit both students and 

instructors. Instructors can adjust team settings and also identify at-risk students in earlier stages 

of the semester and help them to collaborate more effectively and learn better by applying 

cognitive interventions. The real-time analysis platform in particular has the potential to provide 

effective feedback and help improve students’ learning and social skills.  
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APPENDIX A: SELF-EFFICACY SURVEY 
 

“Student Attitudes Toward STEM (S-STEM) Survey” 

In the questions below, for each statement mark how much you agree with on the scale 1-5, 

where 1=Strongly disagree, 2= disagree, 3=neutral, 4= agree and 5= Strongly agree 

 

CS-1: I am sure of myself when I do computer science. 

CS-2: I would consider a career in computer science. 

CS-3: I expect to use computer science when I get out of College. 

CS-4: Knowing computer science will help me earn a living. 

CS-5: I will need computer science for my future work. 

CS-6: I know I can do well in computer science. 

CS-7: Computer science will be important to me in my life’s work. 

CS-8: I can handle most subjects well, but I cannot do a good job with computer science. 

CS-9: I am sure I could do advanced work in computer science 

L&S-1: I am confident I can lead others to accomplish a goal. 

L&S-2: I am confident I can encourage others to do their best. 

L&S-3: I am confident I can produce high-quality work. 

L&S-4: I am confident I can respect the differences of my peers. 

L&S-5: I am confident I can help my peers. 

L&S-6: I am confident I can include others’ perspectives when making decisions. 

L&S-7: I am confident I can make changes when things do not go as planned. 

L&S-8: I am confident I can set my own learning goals. 

L&S-9: I am confident I can manage my time wisely when working on my own. 
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L&S-10: When I have many assignments, I can choose which ones need to be done first. 

L&S-11: I am confident I can work well with students from different backgrounds. 

A-1: How well do you expect to do in this course? 

A-2: In the future do you plan to take advanced computer science classes? 

A-3: What best describes you? 
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APPENDIX B: PERSONALITY TYPE SURVEY “BIG FIVE PERSONALITY TRAITS” 
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APPEMDIX C: INTER TOPIC DISTANCE MAP 
 

The estimated term frequency within 10 topics based on LDA topic modeling. 

 

Figure C1: Estimated term frequency within topic 1 

 

 

Figure C2: Estimated term frequency within topic 2 
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Figure C3: Estimated term frequency within topic 3 

 

 

Figure C4: Estimated term frequency within topic 4 
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Figure C5: Estimated term frequency within topic 5 

 

 

Figure C6: Estimated term frequency within topic 6 
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Figure C7: Estimated term frequency within topic 7 

 

 

 

Figure C8: Estimated term frequency within topic 8 
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Figure C9: Estimated term frequency within topic 9 

 

 

Figure C10: Estimated term frequency within topic 10 

 

 


