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ABSTRACT

SEYED ARMIN SEYEDITABARI. DETECTING DISCRETE EMOTIONS IN
TEXT USING NEURAL NETWORKS. (Under the direction of DR. WLODEK

ZADROZNY)

In recent years, emotion detection in text has become increasingly popular because

of its many potential applications in a range of areas, such as marketing, political

science, psychology, human-computer interaction, artificial intelligence. Access to

huge amounts of textual data, especially opinionated and self-expression text, has

also contributed to bringing attention to this field.

Here, we first review work that has already been done in identifying emotion ex-

pressions in text and then proceed to argue that existing techniques, methodologies,

and models are incapable of capturing the nuance of emotional language. This is

mostly because by using handcrafted features and lexicons, they lose the sequential

information inherent in the text and are unable to capture the context. Because exist-

ing methods cannot grasp the intricacy of emotional expressions, they are insufficient

for creating a reliable and generalizable methodology for emotion detection.

Understanding these limitations, we developed a deep neural network model with

bidirectional Gated Recurrent Units (GRUs) and an attention mechanism that does

consider the sequential information of text and that can capture the contextual mean-

ing of words. Because our emotion detection model captures a more informative repre-

sentation of the text, its performance is significantly better than conventional machine

learning models. Specifically, our model increases the F-measure on the test data by

26.8 points, and by 38.6 points on a dataset never seen before. We also compared

our model to fine-tuned transformer model (BERT), and found that the performance

was slightly better specially using emotional embeddings, and importantly, required
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only a fraction of the computational power. In addition to this model, we also devel-

oped a new methodology for creating emotionally fitted embeddings, and showed that

they can perform up to 11 percent better compared to standard embedding models

in cosine similarity metrics, and furthermore, can improve performance of emotion

detection models.
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CHAPTER 1: INTRODUCTION

1.1 Problem Statement and Proposed Approach

In computational linguistics, emotion detection is the process of distinguishing dis-

crete emotions that are present in the text. It can be seen as an evolution of sentiment

analysis for finding more fine-grained affective information. However, this field is still

young and will need more research before it can match the success and ubiquity of

sentiment analysis. With thousands of articles written about its methods and appli-

cations, sentiment analysis is a well-established field in natural language processing.

It has proven very useful in several applications such as marketing, advertising [2, 3],

question answering systems [4, 5, 6], summarization[7], as part of recommendation

systems [8] and improving information extraction [9], and many more.

As successful as sentiment analysis has been at classifying text as being positive or

negative, it is limited because a far wider range of emotions are present in all text.

Being able to identify these more fine-grained emotions could improve many of the

applications that sentiment analysis is currently used for and open a path to new

applications. For instance, the two emotions Anger and Fear both express a negative

sentiment towards something, but Anger is more relevant in assessing responses to a

marketing campaign or in sociopolitical monitoring of the public sentiment towards

an event or incident. This is because "fearful people tend to have a pessimistic view

of the future, while angry people tend to have a more optimistic view" [10]. Moreover,

"fear generally is a passive emotion, while anger is more likely to lead to action" [11].

With the capability to detect more precise types of human emotions that emotion
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detection makes possible, and its potential applications, there has been a recent surge

of research papers in this field. Emotion detection can be used used for understanding

emotions in all manner of fields, from political science [12, 13] and psychology [14], to

marketing [15] and human-computer interaction [16]. As an example in marketing,

emotion detection can be used to analyze consumer reaction to products and services,

allowing marketers to better decide which aspect of the product should be changed,

which in turn creates a better relationship with customers and increases customer

satisfaction [17]. Emotion detection can be used to improve recommender systems

and human-computer interactions [18], so that they better reflect and incorporate

a user’s emotional state [19]. Further, emotion detection systems can be used as a

sub-task or input to other NLP systems, like we see in Rangel et al. [20], who created

author profiles by analyzing the presence of various emotions in their writings.

With the importance of assessing emotional states when making decisions [21],

better monitoring of user reactions can profit any organization that needs to assess

the effect of their services, products, or actions on their customer base. This gives

them the power to respond to user reactions in a more nuanced and appropriate

manner than is possible when classifying emotions as only positive or negative, besides

being a benefit to any entity or organization (commercial, political, or governmental

institutes, etc.). It is arguable that capturing and analyzing emotional responses

may also be imperative for creating better artificial intelligence tools, such as smart

assistants or chatbots.

It is clear from the literature that detecting emotions, especially in text, is a hard

task. Besides the complexity of human emotions, two other factors contribute to this

difficulty. First, identifying emotions in the text is a multi-class classification task

which combines various problems we face in machine learning and natural language

processing; second, the expression and representation of emotions in text is elusive,
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which comes from the vague and context-sensitive nature of the emotional language

(e.g., implicit expression of emotions, context-dependency, etc.)

While research into emotion detection has seen a surge in recent years, it still is

not a standard tool in natural language processing. Recent work either lacks models

elaborate enough to capture the nuances of emotional language, or there is not dataset

large enough to train a complex model with a huge number of parameters.

1.2 Psychological Models of Emotion

The prerequisite for talking about extracting emotions is having a general idea

about the emotion models and theories in psychology. This body of research provides

us with definitions, terminology, models, and theories. Here we introduce the most

general and well-accepted theories in a short section to give the reader the basic

information needed for the rest of this document.

In psychology, and based on the appraisal theory, emotions are viewed as states that

reflect evaluative judgments (appraisal) of the environment, the self, and other social

agents, in light of the organism’s goals and beliefs, which motivate and coordinate

adaptive behavior [22]. In psychology, emotions are categorized into basic emotions

and complex emotions (i.e., emotions that are hard to classify under a single term

such as guilt, pride, shame, etc.). In this document, when we talk about emotions,

we mostly mean basic emotions.

Although there is no universally accepted model of emotions, some of the most

widely accepted models that have been used in emotion detection literature can be

divided based on two viewpoints: emotions as discrete categories, and dimensional

models of emotions. According to Discrete Emotion Theory, some emotions are dis-

tinguishable based on neural, physiological, behavioral, and expressive features re-

gardless of culture [23]. A well known and most used example is Ekman’s six basic
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Figure 1.1: Plutchik wheel of emotions.(Source Wikipedia)

emotions [24]. Ekman et al., in a cross-cultural study, found six basic emotions of

sadness, happiness, anger, fear, disgust, and surprise. Most papers in emotion de-

tection used this model for detecting emotions as a multi-class classification problem,

along with some that are based on Plutchik’s wheel of emotions [25] in which he

categorized eight basic emotions (joy, trust, fear, surprise, sadness, disgust, anger,

and anticipation) as pairs of opposite emotions (see Figure 1.1). Shaver et al. [1], in

his layered categorization of basic emotion, considered six primary emotions of love.

joy, surprise, anger, sadness, and fear as the basic emotional categories in the first

layer, followed by 25 finer emotions in the second layer. And then he assigned more

fine-grained emotions in the third layer. This model was also presented in [26](Table

1.1).
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Figure 1.2: Russell’s Circumplex model of affect. (Source Wikipedia)

As opposed to discrete emotion models, which consider emotions as to correspond

to separate neurological subsystems in the brain, the dimensional models of emotion

are based on the hypothesis that all emotions result from a heavily interconnected

neurophysiological system. Dimensional model of emotions, see emotions from a

different perspective. They define emotions in an n-dimensional space. One such

model is the Circumplex model, developed in the early 80s by Russell [27]. This

model suggests that "emotions can be shown in a two-dimensional circular space,

with one dimension for arousal, i.e., intensity, and one for valance, i.e., pleasantness"

(See Figure 1.2). Although these models have been utilized very scarcely in the

emotion detection literature, in cases that they were used, they have been shown to

be promising as a model to represent emotions [28].
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1.3 Complexity of Emotional Expressions

Emotional expression in humans is very context-sensitive and complex, with many

nuances. Ben-Ze’ev [29] associates these subtleties to three points: first, "its sensi-

tivity to multiple personal and contextual circumstances"; second, "to the fact that

these expressions often consist of a cluster of emotions rather than merely a single

one"; and finally, "the confusing linguistic use of emotional terms." In his work, Baz-

zanella [30] states that the complexity of emotional expressions can be seen in various

levels: "the nested interplay with mind/language/behavior/culture, the lexical and

semantic problem, the number of correlated physiological and neurological features,

their universality or relativity, etc.". As one can even notice in everyday life, it is

sometimes tough to distinguish between emotions, especially facing only with a piece

of text.

Also, in emotional text, the context is of utmost importance and is crucial in dis-

tinguishing emotions [31]. Most recent textual emotion detection studies in NLP are

based on the explicit expression of emotion using emotion-bearing words. However,

emotion expression is mostly done by expressing the emotion-provoking situation,

which can be interpreted in an affective manner [32, 33]. This fact has greatly re-

stricted the ability to identify emotions as a considerable portion of emotional expres-

sions is implicit. Therefore more emphasis should be placed on methodologies that

can capture implicit expressions of emotions [34].

There are limited works in the literature that tackle the problem of detecting

the implicit emotional expressions, but there have been some attempts in sentiment

analysis literature. For instance, Greene et al. [35] utilized syntactic packaging for

ideas to analyze the implicit sentiment in text, and was able to improve the state of the

art techniques in sentiment analysis. Cambria et al.’s [36] approach were to overcome
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the issue by constructing a knowledge-base that merges affective knowledge with

Common Sense. Their goal was to move past the reliance on explicit expressions, i.e.,

verbs, adjectives, and adverbs of emotion. Their reasoning for taking this approach

was based on this notion that emotions are mostly expressed through concepts with

emotional valence. For instance, ’be laid off’ or ’go on a first date’ contain emotional

wights without having any emotional lexicon.

In a case study about Anger Lakoff [37], talks about "conceptual content behind

emotions". He emphasized that emotions have complex conceptual structures, and

these structures "could be studied by systematic investigation of expression that is

understood metaphorically." He stated that expressions of anger are metaphorical in

many cases, therefore, could not be considered by their literal meaning (e.g. ’You

make my blood boil.’ or ’He lost his cool.’). This makes it even more difficult to

build a lexical or a conventional machine learning method to detect emotions in text,

without first considering the problem of understanding metaphorical expressions.

The importance of context, the complexity of human emotions and emotional ex-

pressions, along with frequent use of metaphors and implicit expressions in emotional

language, not to mention cross-cultural and intra-cultural variations of emotions,

raises the emotion detection problem above a simple multi-class classification prob-

lem as has been the default approach in the most research that has been done in the

field.

1.4 Thesis summary

In the next chapter, we will begin by introducing some of the most prominent

and publicly available data sources, which can be divided into two groups: labeled

texts and emotion lexicons. We will also briefly cover vector space models as another

potential resource, and review the literature for current supervised and unsupervised
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methodologies in emotion detection. In the third chapter, we present an approach

for incorporating emotional information of words into these models. This is made

possible by adding a second training stage, which uses an emotional lexicon and a

psychological model of basic emotions. Next, we show that a neural network we

designed based on a bidirectional GRU model with attention mechanism performs

better than widely used fine-tuned transformer model (BERT) in capturing emotion

from text. In the final chapter, we present a summary of our findings and future

directions.

The major contributions of this work to the field of emotion detection can be

summarized as follows. First, we designed and built a reliable and generalizable

methodology that can capture language complexities inherent in emotional expression.

Second, we provided a publicly available dataset, that is large enough to train such a

model1.

Specifically, we show that a bidirectional Gated Recurrent Unit (GRU) model with

an attention mechanism can better capture the emotional context and composition

of text, and that its performance is significantly improved. We show this by design-

ing a deep neural network model with these elements that creates a better latent

representation of the target text as a whole. We also show that by creating a better

representation, the model’s performance is significantly improved. The improvements

in the quality of these latent representations were accomplished by adding two layers

specifically designed to do so. The first layer improves the quality of sequential in-

formation in the latent representation, and the second layer improves its contextual

information quality.

1Available at https://github.com/armintabari/Emotion-Detection-RNN/tree/master/data
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Table 1.1: Three layered emotion classification. (Shaver et al. 1987)

Primary Secondary Tertiary

Liking
Affection

Adoration · Fondness · Liking · Attractive-
ness · Caring · Tenderness · Compassion ·
Sentimentality

Lust/Sexual desire Desire · Passion · Infatuation
Longing Longing

Joy

Cheerfulness

Amusement · Bliss · Gaiety · Glee · Jolli-
ness · Joviality · Joy · De-light · Enjoyment
· Gladness · Happiness · Jubilation · Ela-
tion · Satisfaction · Ecstasy · Euphoria

Zest Enthusiasm · Zeal · Excitement · Thrill · Exhilaration
Contentment Pleasure
Pride Triumph
Optimism Eagerness · Hope
Enthrallment Enthrallment · Rapture
Relief Relief

Surprise Surprise Amazement · Astonishment

Anger

Irritability Aggravation · Agitation · Annoyance ·
Grouchy · Grumpy · Crosspatch

Exasperation Frustration

Rage
Anger · Outrage · Fury · Wrath · Hostility
· Ferocity · Bitter · Hatred · Scorn · Spite
· Vengefulness · Dislike · Resentment

Disgust Revulsion · Contempt · Loathing
Envy Jealousy
Torment Torment

Sadness

Suffering Agony · Anguish · Hurt

Sadness
Depression · Despair · Gloom · Glumness ·
Unhappy · Grief · Sor-row · Woe · Misery
· Melancholy

Disappointment Dismay · Displeasure
Shame Guilt · Regret · Remorse

Neglect

Alienation · Defeatism · Dejection · Em-
barrassment · Homesickness · Humiliation
· Insecurity · Insult · Isolation · Loneliness
· Rejection

Sympathy Pity · Mono no aware · Sympathy

Fear Horror Alarm · Shock · Fear · Fright · Horror ·
Terror · Panic · Hysteria · Mortification

Nervousness
Anxiety · Suspense · Uneasiness · Appre-
hension (fear) · Worry · Distress · Dread



CHAPTER 2: LITERATURE REVIEW

As opposed to sentiment analysis, textual datasets annotated with markers of emo-

tional content are scarce. Any new methodology for emotion detection in text, based

on conventional supervised classifiers or neural networks, requires a vast amount of

annotated data for training and development. However, as a relatively new field in

natural language processing, emotion detection as a multi-class classification problem

faces a lack of available annotated data. In this chapter, we first introduce some of the

most prominent and publicly available resources. These resources can be separated

into two groups: labeled texts and emotion lexicons. We also briefly cover vector

space models as another potential resource. Later, we review current supervised and

unsupervised methodologies in emotion detection.

2.1 Labeled Text

Having a standard, free, and generalized annotated data makes it easier to train

and test any new method, and is an important factor in any classification task. One

of the most prominent and well-known sources for emotionally labeled text is the

Swiss Center for Affective Sciences [38]. The most used resource they provide is

ISEAR, International Survey On Emotion Antecedents And Reactions. It consists

of responses from about 3000 people around the world who were asked to report

situations in which they experienced each of the seven major emotions (joy, fear,

anger, sadness, disgust, shame, and guilt) and how they reacted to them. The result

was a promising dataset to be used to test many methods for emotion extraction and

classification. This dataset consists of about 7600 records of emotion-provoking text.
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SCAS has many more resources that can be useful, especially in languages other than

English.

EmotiNet knowledge base [39] tackled the emotion detection problem from another

perspective. Balahur et al. showed that attempts to detect emotion based on Bag of

Words models would lead to a low-performance methodology because "expressions of

emotions are most of the time not presented in text in specific words" rather from

the "interpretation of the situation presented" in the text. Their insight was based

on Appraisal Theory in psychology [40] . The authors create a new knowledge base

containing action chains and their corresponding emotional label. They started from

around a thousand samples from the ISEAR database and clustered the examples

within each emotion category based on language similarity. Then they extracted the

agent, the verb, and the object from a selected subset of examples. Furthermore,

they expanded the ontology created using VerbOcean [41] to increase the number

of actions in their knowledge base and reduce the degree of dependency between

the initial set of examples and the resources. Although their methodology showed

promise, especially their attempt at concept extraction from text, it could not present

itself as a viable and generalizable approach in its current form, because of the small

size of the knowledge-base and the limited structure of information they used (the

four-tuple of actor, action, object, and emotion).

On the other hand, Vu et al. [42] focused on the discovery and aggregation of

emotion-provoking events. The authors created a dataset of emotional events by

surveying 30 subjects and utilized that to aggregate events similar to those from the

web by applying bootstrapping algorithms and Espresso pattern expansion [43]. One

dataset that has been used frequently is the SemEval-2007 [44], which consists of

1250 news headlines extracted from news websites and annotated with six Ekman’s

emotions. The other example is Alm’s annotated fairy tale dataset [45], consisting of
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Table 2.1: Available emotion annotated datasets. [V]:valence, [A]: arousal, [D]: domi-
nance [No]: no emotions, [Mi]: mixed emotions, [CF]: enthusiasm, fun, hate, neutral,
love, boredom, relief, empty, [D]: disgust, [LT]: love, thankfulness, [DS]: disgust, sur-
prise.

Datset Topic Annotation Size Source
AffectiveText News (headlines) Ekman + V 1,250 Strapparava (2007)[47]
SemEval Conversational Happy,Sad,Anger 30160 Chatterjee (2019)[48]
Blogs Blogs (sentences) Ekman + No + Mi 5,025 Aman (2007)[49]
CrowdFlower General (tweets) Ekman + CF 40,000 CrowdFlower (2016)1
EmotionalTweets General (tweets) Ekman - D + LT 2,488,982 Wang et al. (2012)[50]
DailyDialogs Multiple (dialogues) Ekman 13,118 Li et al. (2017)[51]
Electoral-Tweets Elections (tweets) Plutchik 4,058 Mohammad (2015)[52]
EmoBank Multiple (sentences) V,A,D 10,548 Buechel (2017)[53]
EmoInt General (tweets) Ekman - DS 7,097 Mohammad (2017)[54]
Emotion-Stimulus General (sentences) Ekman + shame 2,414 Ghazi et al. (2015)[55]
fb-VA Questionnaire (posts) V,A 2,895 Preotiuc (2016)[56]
Grounded-Emotions Weather/event (sentences) Happy,Sad 2,585 Liu et al. (2017)[57]
ISEAR Event (descriptions) Ekman + shame+ Guilt 7,665 Scherer (1994)[58]
Tales Fairytales (sentences) Ekman 15,302 Alm et al. (2005) [45]
SSEC General (tweets) Plutchik 4,868 Schuff et al. (2017)[59]
TEC General (tweets) Ekman + ± Surprise 21,051 Mohammad (2012)[60]

1580 sentences from children fairy tales, also annotated with six of Ekman’s emotions.

These datasets have been mostly used as a benchmark in the literature. As emotion

detection gets more attention, there will be a need for more datasets that could be

used in different tests of models and methods for emotion detection. A list of all

available datasets can be seen in Table 2.1 [46].

The lack of standard benchmark datasets with proper generalized language and

accepted annotations, especially ones which are large enough to train more modern

machine learning models, pushes the community of researchers to utilize text from

micro-blogs, like Twitter, in which self-expression using methods like hashtags, and

emoticons are used as labels. An attempt to create an emotionally labeled dataset

was presented by Wang et al. [50], which consisted of 2.5 million tweets annotated

with hash-tags presented at the end of each tweet.

2.2 Emotional Lexicons

Although having access to expressive emotional text such as ISEAR is of utmost

importance, especially for comparison among various emotion detection methodolo-
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gies, there are many instances in which having access to an annotated emotional

lexicon could be useful, especially for cases in which a more word-based analysis is

required. And although considerable datasets are available on words sentiment polar-

ity going back a few years [61], the lack of a large emotional lexicon led Mohammad

et al. [62] to create an emotion word lexicon in 2010. In that paper, and later on, in

[63] the authors utilized Amazon Mechanical Turk to annotate about 14000 English

words along with lexicons in various other languages. (These are available on their

website2).

Another popular lexicon for emotions that has been used a lot in literature is

WordNet-Affect. Strapparava et al. [64] started from WordNet [65] (a well known lex-

ical database) as their base and created a lexical representation of affective knowledge.

The authors used the selection and tagging of a subset of synsets, which represented

affective concepts, to introduce "affective domain labels" to WordNet’s hierarchical

structure. WordNet-Affect, despite its small size (containing 2874 synsets and 4787

words), was a great attempt to extract emotional relations of words from WordNet

and was used in many early applications of sentiment analysis, opinion mining [66],

and detecting emotions, specifically in order to extend affective word sets from the

basic set of emotions.

DepecheMood, created by Staiano et al. [67], is another attempt to curate an

emotional lexicon. In their work, the authors utilized crowd-sourcing to annotate

thirty-five thousand English words. They showed that lexicons could be used in

several approaches in sentiment analysis, as features for classification in machine

learning methods [68], or to generate an affect score for each sentence, based on

the scores of the words which are higher in the parse tree [69]. Other emotional
2NRC word-emotion association lexicon: http://saifmohammad.com/WebPages/NRC-Emotion-

Lexicon.htm
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lexicons frequently used in the literature are LIWC lexicon [70] consisting of 6400

English words annotated for various emotions, and also ANEW (Affective Norm for

English Words) developed by Bradley et al. [71]. This dataset consists of nearly two

thousand words annotated for emotions based on dimensional models of emotions,

for three dimensions of arousal, valance, and dominance.

2.3 Word Embedding

Word embeddings is a technique based on distributional semantic modeling. It is

rooted in the idea that words that frequently co-occur in a relatively large corpus are

similar in some semantic criteria. In these methods, each word is represented as a

vector in an n-dimensional space, called the vector space, and in a way, the distance

between vectors corresponds to the semantic similarity of the words they represent.

These vector space models have been shown to be useful in many natural language

processing tasks, such as named entity recognition [72], machine translation [73], and

parsing [74]. Many embedding models have been created in the past decade or so,

all of which show similar performances, as demonstrated by Levy et al. [75]. Some

of most frequently used and well-established vector space models in the literature are

latent semantic analysis or LSA (an older methodology based on matrix factoriza-

tion), Word2Vec [76, 77], GloVe [78], and ConceptNet [79]. It has been shown that

these models, just by utilizing the statistical information of word co-occurrences, can

incorporate a variety of information about words [78] such as closeness in meaning,

gender, types, capital of countries, etc., and in the arithmetic of word vectors shown

in such overused examples as v(king)− v(queen) ≈ v(man)− v(woman).

There also have been many attempts to increase their performance, and incorpo-

rate more information in these models such as retrofitting [80], and counter-fitting

[81] external word ontologies or lexicons [79, 82]. Some work is available in the lit-
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Figure 2.1: Neural network design used for sentiment specific word embedding (Tang
et al. 2014)

erature on creating word embeddings for sentiment analysis. For instance, Tang et

al. [83] who created a sentiment-specific word embeddings using neural networks,

to classify tweets based on sentiments [84] Figure 2.1. Such approaches, designed

specifically for creating emotional word embeddings from scratch, or incorporating

emotional information into pre-trained word vectors after the fact, might lead to bet-

ter performances in emotion detection tasks, either in unsupervised methods or as

features for classification tasks using conventional machine learning, or deep learning

[69].

2.4 Supervised Approaches

Due to the lack of large datasets labeled for emotion, many supervised approaches

for detecting emotions have been performed on data gathered from microblogs (e.g.,

Twitter), using emoticons or hashtags as the emotion labels for the data, with the

assumption that hashtags and emoticons show the writer’s emotional state. For in-

stance, such an attempt can be seen in Suttles et al. [85], in which the authors used

the four pairs of opposite emotions in the Plutchik’s wheel to build four binary clas-
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sification models. They used hashtags, emoticons, and emoji as labels for their text

and could reach between 75% to 91% accuracy on a secondary hand-labeled dataset.

Purver et al. [86] also used Twitter data and an SVM classifier to reached 82%

accuracy for classifying the emotion of Happiness in 10-fold cross-validation, and 67%

accuracy in classifying over the whole dataset for the same emotion. The authors

used emoticons as labels for their training set, and hashtags as labels on the test

dataset. They then tested their trained models for each emotion to check if they

can distinguish emotion classes from each other rather than just discriminating one

class from a general class of Other. The results varied from as low as 13% up to

76% accuracy for various emotions. They also created a human-annotated dataset of

1000 tweets and used it to evaluate the quality of using emoticons and hashtags as

labels for the data. The reported F-score for various emotions varied from 0.10 up to

0.77. This study showed that the conventional classifiers performed well on emotions

like happiness, sadness, and anger, but not well for less clear-cut emotions. They

concluded that utilizing emoticons and hashtags as labels is a promising strategy and

can be used as an alternative to manual human labeling.

Saif Mohammad [60] also utilized hashtags as labels for tweets and trained support

vector machines as binary classifiers for the emotions in Ekman’s model of basic

emotions. He first showed that hashtags as labels perform at least better than random

classification. He utilized Daumé’s domain adaptation method [87] to assess the

classification power of his data in a new domain. Roberts et al. [88] recognized

14 topics that "would frequently evoke emotion" and collected tweets representing

those topics and created a dataset in which seven emotions (Ekman + Love) were

represented. The authors then used seven SVM binary classifiers to classify emotions

in the dataset, with an average of 0.66 in F1-score. The design can be seen in Figure

2.2
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Figure 2.2: Roberts et al. 2012, classifier design for detecting emotions.

Hasan et al. [89] also utilized hashtags as the labels for their data and generated

their features with the unigram model. The authors removed any word from the tweets

which were not present in their emotion lexicon (created based on 28 basic emotion

words presented in the Circumplex model and then extended using WordNet synsets).

They used four classifiers (SVM, Decision Tree, Naive Bayes, and KNN), achieving

accuracy close to 90% for four main emotion category classes in the Circumplex model.

In another paper[90], they created an automatic emotion classification system to

detect emotions in streams of tweets. This approach consisted of two tasks: training

an offline emotion classifier based on the model presented in the 2014 paper, and

a two-step classification method that first identified tweets containing emotions and

then classified these tweets using soft classification techniques into more fine-grained

labels.

Faced with the lack of emotionally labeled text, Wang et al. [50] gathered a large

dataset (around 2.5 million tweets) using emotional hashtags and compared two ma-
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Table 2.2: Results of Wang et al., for different emotions.

Emotion Precision(%) Recall(%) F-measure(%)
joy (28.5%) 67.6 77.3 72.1
sadness (24.6%) 62.6 66.8 64.7
anger (23.0%) 69.8 73.3 71.5
love (12.1%) 58.1 46.2 51.5
fear (5.6%) 59.7 34.7 43.9
thankfulness (5.3%) 66.6 50.0 57.1
surprise (1.0%) 44.7 8.2 13.9

chine learning models for emotion identification. The authors used Shaver et al.’s

model [1] to map hashtags to emotions. They extended the number of hashtag words

to 131 in total for the seven basic emotions. They then tried to increase the quality of

the dataset by keeping more informative tweets (i.e., tweets with the emotional hash-

tags at the end, ones with at least 5 word, and ones which contain no quotations or

URLs, in English, and have three hashtags or less), and tried different combinations of

features (e.g., different n-grams, the position of n-grams, multiple lexica, POS) with

250k of the training data to find the best set of features, with the best result for the

combination of n-gram(n=1,2), LIWC lexicon, MPQA lexicon, WordNet-Affect, and

POS. After finding the best feature set, they increased the size of training data from

1000 tweets to full training set to see the effect of training size in the classification

(Figure 2.3). The final classifier reached the F-Measure as high as 0.72 for joy, and

as low as 0.13 for surprise (See Table 2.2). They justified the varying result for dif-

ferent emotions because the training dataset had an unbalanced distribution. Also,

based on the confusion matrix, they reported that a high number of misclassified

tweets between class pairs like anger and sadness, or joy and love, were because these

emotions are "naturally related," and "different people might have different emotions

when facing similar events."

In another emotion classification task on tweets done by Balabantaray et al. [91],
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Figure 2.3: Accuracies of LIBNEAR and Multinomial NB with varied sizes of training
data. (Wang et al.)

the authors labeled around 8000 tweets manually for Ekman’s six basic emotions.

They used a SVM multi-class classifier and extracted 11 features: Unigrams, Bi-

grams, Dependency-Parsing, and Emoticons, Word-net Affect lexicon, Word-net Af-

fect lexicon with left/right context, Word-net Affect emotion POS, POS, POS-bigrams,

Personal-pronouns, Adjectives, which resulted in an accuracy of 73.24%.

We can see a combination of two methods for detecting emotion in work by Wen et

al. [92]. In their paper, the authors utilized a combination of machine learning (SVM)

and lexicon-based methods to generate two emotional labels for each microblog text.

They then use CRS mining (Class Sequential Rules)[93] to generate sequences for

each post based on the two labeling for each sentence in the text and the conjunc-

tions between them. You can see an example in Figures 2.4 and 2.5. Using the

resulting dataset and adding extra features of lexicon counts and punctuation and

using an SVM model, they could reach 0.44 in F-measure, which showed significant

improvement over other methods based solely on emotion lexicons or simple SVM.

Li et al. [94] proposed an "emotion cause detection technique" to extract features

that are "meaningful" to emotions instead of choosing words with a high co-occurrence
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Figure 2.4: CSR sample microblog post.
(Wen et al. 2014)

Figure 2.5: Sample sequence generated.
(Wen et al. 2014)

degree. Their method is based on Lee et al.’s work on rule-based emotion cause detec-

tion [95]. After utilizing predefined linguistic patterns to extract causes for emotions

and adding it as extra features, they used Support Vector Regression (SVR) to build

the classifier and reach a higher F-score than previous works for some emotions such

as anger, happiness, and disgust. Overall, their approach had higher precision but

low recall.

In their work, Li et al. [96] tried sentence level emotion classification instead of

document level. The authors recognized the two biggest problems in sentence-level

emotion detection: firstly, it is a multi-label classification, understanding that each

sentence could have more than one emotional label, and secondly, at the sentence level,

the short length of the text provides less content for feature extraction. Considering

these two challenges, they built a Dependence Factor Graph (DFG) based on two

pieces of information, label dependence, i.e., multiple labels assigned to one sentence

would be correlated to each other, like Love and Joy compared to Joy and Hate, and

context dependence, i.e., two consecutive sentences, or sentences presented in the same

document (paragraph) might share one or more emotion labels. After training, using

the DFG model, they reached 63.4% accuracy with an F1-measure of 0.37, showing

a significant improvement over previous methods [97, 98].

In a work done by Seyeditabari et al. [99], the authors classified social media com-

ments posted about a social crisis event for the emotion of anger. They used a short
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survey, in which the participants were asked to "comment under a news headline as

though they are commenting on social media", and gathered 1192 response. They

used these 1192 data points as their training dataset. They then used logistic regres-

sion coefficients for feature selection (words) and random forest as the main classifier,

and could reached 90% accuracy in detecting anger in a dataset created by the same

survey from a different population.

The current state of the art methodologies for emotion detection are mostly based

on conventional supervised approaches. Small and imbalanced datasets, especially

for emotion classification as a multi-class problem, are obstacles to overcome for su-

pervised learning. This imbalance leads to an increasing number of misclassifications

for underrepresented classes [100, 101, 50]. There are various approaches proposed

in the literature [100] to overcome this issue. There are three ways to tackle this

problem; First, by manipulating the learning algorithm so that it could adapt to this

imbalance [102], second by adding some cost to the class with the majority during

training [103], or third, by sampling from the training dataset to make the classes

balanced [104]. Xu et al. [105] proposed an over-sampling methodology that is based

on word vector spaces [77] and recursive neural tensor network [69] which showed

a substantial improvement over previous sampling methods, especially for emotion

detection as a multi-class multi-label task.

The principal question is if building emotion detection models based on conven-

tional machine learning methods can move past the mediocre results presented through-

out the literature. To emphasize the value of a deeper analysis, compared to what

conventional machine learning methods can accomplish, we can point to the result of

the comparative analysis done by Balahur et al. [106]. The authors assessed multi-

ple feature sets and compared them to EmotiNet. They concluded that the task of

emotion classification could be best tackled using methodologies based on common-
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sense knowledge. Their results showed that EmotiNet, even with the small size of

its knowledge base, could produce a comparative outcome to conventional supervised

learning methodologies with a large training dataset.

2.5 Unsupervised Approaches

Kim et al. [107] used a lexicon-based unsupervised method to detect emotions in

text. The authors used both categorical (sadness, anger, joy, and fear) and dimen-

sional models of emotions. They utilized three datasets: ISEAR, children’s fairy tales,

and SemEval-2007 "Affective Text." For the categorical emotion model, they adopt

WordNet-Affect as their lexicon and evaluated three dimensionality reduction meth-

ods: Non-negative Matrix Factorization (NMF), Latent Semantic Analysis (LSA),

and Probabilistic Latent Semantic Analysis (PLSA). Moreover, for the dimensional

emotion models, they utilized ANEW (Affective Norm for English Words) and used

WordNet-Affect to extend the ANEW lexicon. They assigned the target text’s emo-

tional label based on its vector’s similarity (cosine distance) to the corresponding

vectors for each emotion category or emotional dimension. Their results showed that

NMF-based categorical classification outperformed other categorical approaches, and

the dimensional model could produce the second-best results with F-measure as high

as 0.73.

Another approach based on unsupervised learning for emotion detection is pre-

sented in the paper by Agrawal et al. [108]. The authors start by extracting what

they call NAVA terms (i.e., Nouns, Adjectives, Verbs, and Adverbs) from the sen-

tences. They then extract syntactic dependencies among extracted terms in each

sentence to represent the contextual information in their model. They then used

semantic closeness to generate emotion vectors for words based on the assumption

that the NAVA words (affect words), which co-occur in the same context more often,



23

tend to be more related semantically. They utilized Point-wise Mutual Information

(PMI) as the measure of semantic relatedness of two terms (Equation 2.1) and gen-

erated a vector for each term using the PMI of the term with all terms related to

each emotion. They then adjust the generated vectors by considering the contextual

information presented in syntactic dependency of terms. After generating vectors

for each term, they compute a vector for each sentence by averaging all the NAVA

terms’ emotional vectors. They evaluated their method on multiple data sources

and showed that compared to other unsupervised approaches, this method performed

more accurately and even performed on par with some supervised methods.

PMI(x, y) =
cooccurrence(x, y)

occurrence(x) ∗ occurrence(y)
(2.1)

Mohammad, in another lexicon base approach, [109] showed how emotion detection

in text can be utilized to organize a collection of documents for emotion-based search,

and how books portray various characters through co-occurring affect terms by an-

alyzing books and emails. The author utilized the NRC lexicon to analyze which of

the emotion terms occur in the available text by counting, and calculated ratios such

as the number of terms associated with a particular emotion as opposed to another

emotion, to see if a document has a more pronounced expressed emotions compared

to others in the same corpus. He gathered three datasets for emotional emails: hate

mails, love letters, and suicide notes. Figure 2.6 shows the various emotions which

are present in these categories. The higher presence of emotions such as Trust and

Joy compared to others can be seen in these diagrams. Furthermore, he analyzed

and compared various emotions in different corpora, such as emails written by men

to women vs. men, workplace emails, and emails written by women/men. Using

the same lexical approach, he also performed some fascinating analysis of books and



24

Love letters Hate mails

Suicide notes

Figure 2.6: Percentage of emotions in various text (Mohammad 2012).

works of literature.

In another example of unsupervised approaches, Rey-Villamizar et al. [110] used

a lexicon-based method to recognize language patterns associated with anxiety in

online health-oriented forums. The authors define user behavioral dimension (BD)

based on the anxious word list available in the LIWC lexicon. They define BD for

each user as a measure of the average fraction of terms from the anxious list BDi

across all posts from that user, Equation 2.2:

BDi(u) = log

(
1

|posts(u)|
∑

p∈posts(u)

|wordsBDi
(p)|

|words(p)|

)
(2.2)

Then they tracked these values for each user (or groups of users) through time, and

the correlation of this BD values with other behavioral dimensions, and showed that

the anxiety level in patients participating in a support group lowers over time. Tromp

et al. [111] introduced the RBEM-Emo method for emotion detection in text as a rule-

based approach and an extension of their previous study in polarity detection [112]
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called Rule-Based Emission Model. They showed that rule-based emotion detection

techniques could perform on par with the current state of the art conventional machine

learning methods, such as recursive auto-encoder and SVM classifier.

Bandhakavi et al. [113] utilized a domain-specific lexicon that they previously

created based on unigram mixture models [114, 115] to extract features from text

and showed that their lexicon performs better than other methods such as supervised

Latent Dirichlet Allocation and Point-wise Mutual Information.

2.6 Conclusion

Going through the literature, we can see the hard task of detecting expressed

emotions. The difficulties can be attributed to many problems from complex nature

of emotion expression in text, to inefficiency of current emotion detection models, and

lack of high quality data to be utilized by those models.

On one hand, complex nature of emotion in human, and on the other hand, the

intricacy of emotional language, resulting from the context dependency of emotion

expression, and implicit nature of such expressions, makes emotion detection a hard

task. In order to address this issues, it is important to pay attention to the complex-

ity of emotional language when building emotion detection systems. These systems

should be designed based on the linguistic complexities of emotion expression to be

able to grasp the implicit expression of emotions. It is also crucial to consider the

contextual information in which the expression is occurring.

In addition, in any machine learning task, the quality and quantity of data has a

huge effect on the performance of classification algorithms. Although huge amount

of textual data is currently available, for any supervised model, a large amount of

annotated data is required. A great body of work has already been dedicated to

overcome this problem by using self annotated microblog data, but it has not yet
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possesses qualities which are required for an applicable system. Additionally, the

niche nature of the language used in microblog text, prevents the systems trained on

these texts to be used to classify other types of text (e.g. tweets vs. news comments).

Therefore, any attempt to create a large, balanced dataset, with high quality labels

could provide a brighter future for the field.

Furthermore, creating a multi-class classification methodology based on the nature

of the data and the task at hand, is another front that could be considered to in-

crease the performance of emotion detection systems. Some suggestions that were

less present in the literature, are to develop methods that go above BOW represen-

tations and consider the flow and composition of language. As we will see in this

work, recurrent neural networks, along with attention mechanism, perform very well

by capturing sequential nature of the text and preserving contextual information. or

their future decision making processes.



CHAPTER 3: METHODOLOGY

3.1 Creating Emotional Word Embeddings

Word embeddings are one of the most useful tools in any modern natural language

processing expert’s toolkit. They contain various types of information such as seman-

tic relatedness and similarity about each word. Although they are one of the best

ways to represent words in many NLP tasks, there are some types of information

that cannot be learned by these models. Emotional information of words is one of

those. In this paper, we present an approach to incorporate emotional information

of words into these models. We accomplish this by adding a second training stage,

which uses an emotional lexicon and a psychological model of basic emotions. We

show that fitting an emotional model into pre-trained word vectors can increase the

performance of these models and emotion classification task using neural networks.

We measure performance of these models by the cosine similarity of emotions in the

same category and in opposite categories. This is the first such model presented in

the literature, and they can open the way to increase performance in a variety of

emotion detection techniques.

3.1.1 Introduction

There is an abundant volume of textual data available online about a variety of

subjects through social media. This availability of a large amount of data led to fast

growth in information extraction using natural language processing. One of the most

important types of information that can be captured is the emotional reaction of the

population to a specific event, product, etc. We have seen a vast improvement in
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extracting the sentiment from text to the point that sentiment analysis has become

one of the standard tools in any NLP expert’s toolkit and has been used in various

applications [116].

As discussed in section 1.1, emotion detection, as a more fine-grained affective

information extraction technique, is just recently making a larger appearance in the

literature. The amount of useful information that can be gained by moving past

the negative and positive sentiments and towards identifying discrete emotions can

help improve many applications. For example, the two emotions Fear and Anger

both express a person’s negative sentiment. However, it has been shown that fearful

people tend to have a pessimistic view of the future, while angry people tend to have

a more optimistic view [10]. Moreover, fear generally is a passive emotion, while

anger is more likely to lead to action [11]. The usefulness of understanding emotions

in political science [12], psychology, marketing [15], human-computer interaction [16],

and many more, gave the field of emotion detection in natural language processing

life of its own, resulting in a surge of research papers in recent years.

Word embeddings, as one of the best methods to create representation for each

word in the corpus, are mostly used as features in any neural network-based classifiers.

These word vectors are created so that various types of information are coded in the

shape of the vector space and the angular distance between them. For example,

the distance between the two words cat and feline should be less than the distance

between cat and book, as cat is semantically closer to feline.

You can find a verity of similarity or categorical information in the shape of these

vector spaces that make them one of the best tools we have in natural language

processing. However, due to the nature of their training methods, these embeddings

do not contain the emotional similarity information[117]. In this work, we present

and analyze a methodology to incorporate emotional information into these models
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Figure 3.1: Plutchik’s Wheel of Emotions. Opposite emotions are placed on opposite
petals. (Source Wikipedia)

after the fact. We accomplish this by utilizing an emotion model and an emotion

lexicon, in this case, Plutchik’s wheel of emotions [118], and NRC emotion lexicon

[119]. We have also used a secondary emotion model to create an emotional similarity

metric to compare the models’ performance before and after training.

This result is an important step to show the potential that these models can improve

emotion detection systems in different ways. Emotion sensitive embeddings can be

used in various emotion detection methodologies, such as recurrent neural network

classifiers, to improve the model performance in learning, and classifying emotions.

It can also be used in attention networks [120] to calculate feature weights for each

term in the corpus to potentially improve the classification accuracy by giving more

weights to the emotionally charged terms.
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3.1.2 Related Works

In the past decade, word embeddings have been one of the most useful tools in nat-

ural language processing, especially by increasing neural network usage. Word2Vec,

created by Mikolov et al., and presented in two papers [77, 76] has shown that these

vectors could perform reliably in a variety of tasks. GloVe [78] took a different ap-

proach for creating word embeddings, which performed on par with Word2Vec.

After these models’ success, many studies have been done to figure out the short-

comings of these models and try to make them better. Speer et al. used an ensemble

method to integrate Word2Vec and GloVe with ConceptNet knowledge base [79] and

created ConceptNet NumberBatch model [82] and showed that their model outper-

forms either of those models in a verity of tasks. [80] also presented a method to

refine these vectors base on an external semantic lexicon by encouraging vectors for

similar words to move closer to each other.

Understanding that these embedding models do not perform well for semantically

opposite words, Nikola et al. in their paper [81], created a methodology that not only

brought the vectors for similar words close to each other but also moved vectors for

opposite words farther apart. Mikolov et al. [121] created an improved model fastText

in which they used a combination of known tricks to make the vectors perform better

in different tasks. Nevertheless, as shown in [117], these models do not perform well

in emotional similarity tasks.

There have also been various attempts to create sentiment embeddings that would

perform better in sentiment analysis tasks than standard vector spaces [83, 122, 123].

Moving past sentiments, in this paper, we present a method to incorporate emotional

information of words into some of these models mentioned above.
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Table 3.1: Three layered emotion classification [1].

Primary Emotion Secondary Emotion Tertiary Emotion

Liking
Affection Adoration · Fondness · Liking · Attractiveness · Caring · Tenderness · Com-

passion · Sentimentality
Lust/Sexual desire Desire · Passion · Infatuation
Longing Longing

Joy

Cheerfulness
Amusement · Bliss · Gaiety · Glee · Jolliness · Joviality · Joy · De-light ·
Enjoyment · Gladness · Happiness · Jubilation · Elation · Satisfaction · Ecstasy
· Euphoria

Zest Enthusiasm · Zeal · Excitement · Thrill · Exhilaration
Contentment Pleasure
Pride Triumph
Optimism Eagerness · Hope
Enthrallment Enthrallment · Rapture
Relief Relief

Surprise Surprise Amazement · Astonishment

Anger

Irritability Aggravation · Agitation · Annoyance · Grouchy · Grumpy · Crosspatch
Exasperation Frustration

Rage Anger · Outrage · Fury · Wrath · Hostility · Ferocity · Bitter · Hatred · Scorn
· Spite · Vengefulness · Dislike · Resentment

Disgust Revulsion · Contempt · Loathing
Envy Jealousy
Torment Torment

Sadness

Suffering Agony · Anguish · Hurt
Sadness Depression · Despair · Gloom · Glumness · Unhappy · Grief · Sor-row · Woe ·

Misery · Melancholy
Disappointment Dismay · Displeasure
Shame Guilt · Regret · Remorse

Neglect Alienation · Defeatism · Dejection · Embarrassment · Homesickness · Humili-
ation · Insecurity · Insult · Isolation · Loneliness · Rejection

Sympathy Pity · Mono no aware · Sympathy

Fear Horror Alarm · Shock · Fear · Fright · Horror · Terror · Panic · Hysteria · Mortification
Nervousness Anxiety · Suspense · Uneasiness · Apprehension (fear) · Worry · Distress ·

Dread

3.1.3 Fitting Emotional Constraints in Word Vectors

We use a methodology similar to what [81] used to incorporate additional linguistic

constraints in word vector spaces for fitting emotional information into pre-trained

word vectors. Our goal here, is to change the vector space V = {v1, v2, . . . , vn}

to V ′ = {v′1, v′2, . . . , v′n} in a careful manner to add emotional constraints to the

vector space without losing too much information already present during the original

learning step. To perform this task, we create two sets of constraints based on the

NRC emotion lexicon, one for words which have a positive relation to an emotion such

as (abduction, sadness), and one to keep track of each word related to the opposite

of that emotion (abduction, joy), joy being the opposite of sadness. In the NRC

lexicon, Mohammad et al. annotated over 14k English words for eight emotions from

Plutchik’s model of basic emotions(See Figure 3.1).

To create our two constraint sets, we extract all (word,emotion) relations indicated

in the lexicon so that in our first set, we have ordered pairs, each indicating a word
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and the emotion it is associated with.

S = {(w1, e1), (w1, e3), (w2, e2), . . .}

And for each emotion ei, we add its opposite e′i to our second set in which e′i is the

opposite emotion to ei based on Plutchik’s model.

O = {(w1, e
′
1), (w1, e

′
3), (w2, e

′
2), . . .}

For example, in the NRC lexicon, the word abandon is related to the emotion

sadness. In this case we add the pair (abandon, sadness) to our positive relation set

S and also add the order pair (abandon, joy) to our negative relation set O. We have

extracted over 8k such pairs of (word, emotion) constraints from NRC lexicon for

each of the positive and negative relation sets.

We define our objective functions so that we decrease the angular distance between

words with their associated emotion in the set S, and at the same time, increase

their distance with their opposite emotions in the set O. We want the pairs of words

in positive relation set to get closer together, so the objective function for positive

relations would be:

PR(V ′) =
∑

(u,w)∈S

max(0, d(v′u, v
′
w)) (3.1)

c

where d(v′u, v′w) is the cosine distance between the two vectors. Moreover, we want

to increase the distance between pairs of words in our negative relation set. As

value 1.0 represents dissimilarity we want to minimize 1.0 minus the distance, so the

objective function for the negative relations would be:

NR(V ′) =
∑

(u,w)∈O

max(0, 1− d(v′u, v
′
w)) (3.2)

We also need to make sure we lose as little information as possible by preserving the
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Table 3.2: Left: Average similarity between opposite emotion groups. We want the
similarity of opposite emotions to be as close to zero as possible. After training, the
average similarities decrease for all models. Right: Average of in-category mutual
similarity in three layered categorization of emotions before and after emotional fit-
ting. We want the similarity of close emotions to be as close to one as possible. After
training, the average similarity of in-category emotions increases for all models.

Sadness vs. Joy Anger vs. Fear
Before After Before After

Word2Vec 0.32 0.16 0.31 0.09
GloVe 0.23 0.11 0.19 0.04
fastText 0.38 0.17 0.33 0.12

Numberbatch 0.23 0.10 0.19 0.05

In-category Similarity
Before After
0.45 0.51
0.38 0.49
0.44 0.50
0.47 0.57

shape of our original vector space. In order to do this, we add a third part to our

objective function to make sure we are not changing the overall shape of the space

by much:

V SP (V, V ′) =
N∑

u=1

∑
w∈N(u)

|d(v′u, v′w)− d(vu, vw)| (3.3)

For efficiency purposes, we only calculate the distance for a neighborhood of each

word N(i), which includes all words within the radius distance r = 0.2 of the word.

So our final objective function is the sum of all three together:

Obj(V ′) = PR(V ′) +NR(V ′) + V SP (V, V ′) (3.4)

Stochastic gradient descent was used for 20 epochs to train the vector space V and

generate the new space V ′.

3.1.4 Emotion Similarity Experiments

In our experiment, we compared various word embeddings with their emotionally

fitted counterparts for various metrics based on emotional models. As we trained the

model on Plutchik’s model, we decided to use another emotion model for testing. In
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the first experiment, we assess the average in-category mutual similarity of secondary

and tertiary emotions in the three-level categorization of emotions described by [1].

In this model, Shaver et al. defined six basic emotions of Liking, Joy, Surprise,

Anger, Sadness, and Fear, and categorized around 140 sub-emotions under these six

emotions in two layers (See Table 3.1). The reported numbers are the average cosine

similarity of all mutual in-category emotions words and can be seen in Table 3.2. The

vector spaces used here are:

• Word2Vec trained full English Wikipedia dump

• GloVe from their own website

• fastText trained with subword information on Common Crawl

• ConceptNet Numberbatch

It is clear that each emotionally fitted vector space is preforming much better than

its original counterpart from 13% improvement for the Word2Vec model to 29% for

GloVe vectors. Overall best performance belongs to emotionally fitted ConceptNet

Numberbatch by average similarity score of 0.57 up from 0.47 (See Table 3.2).

In the second experiment, we assessed the performance of the model for the sim-

ilarity between opposite emotions. Again we used Shaver et al.’s categorization [1]

as our testing emotion model and calculated the mutual similarity between opposite

emotion groups. In this test we chose two pairs of opposite emotions, Joy vs. Sadness

and Anger vs. Fear. The reported numbers are average cosine similarity between each

member of the opposite emotion categories.

As shown in Table 3.2 the models perform significantly better after training with

best performance for the retrained Numberbatch in distinguishing between Anger vs.

Fear and retrained Glove for Joy vs. Sadness (with Numberbatch following closely).



35

3.1.5 Emotion Detection Experiments

To analyze emotional embeddings’ performance in the emotion detection task, we

have decided to use a simple neural network architecture to classify emotion anger

in a large dataset. Here we compare the performance of emotional embedding with

various training parameters with standard embeddings.

3.1.5.1 Distribution of Our Dataset

Not many datasets are labeled for emotions and large enough to train deep neural

networks. For our classification experiment, a dataset of emotionally labeled tweets,

created by [50], was used. This dataset consists of over 1.3 million tweets annotated

for seven emotions. More detail about the data can be seen in Table 3.3.

Table 3.3: Number of tweets for each emotion.

Emotion Count
joy 393,631
sadness 338,015
anger 298,480
love 169,267
fear 73,575
thankfulness 79,341
surprise 13,535
Total 1,387,787

3.1.5.2 The Model Used for the Experiment

To understand and compare different embeddings’ impact on emotion detection

classifiers, we decided to choose a simpler neural network model because simple models

would be more sensitive to the embedding layer’s changes. Our goal was not to build

the best model for detecting emotion but to use a basic architecture to show the

difference of using emotional vs. non-emotional word vectors in our embedding layer.

The model consists of an embedding layer, loaded with one of the embedding
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Figure 3.2: The architecture of the model used for all experiments.

models, with 35 inputs. Then, we used a dense layer of length 35 with a dropout

layer with a rate of 0.5. The output layer is a sigmoid node for classification. We

used the same model architecture for all of the experiments. Binary cross-entropy and

Adam optimizer were used as our loss function and learning algorithm. The model

was run using early stopping with a batch size of 350 for 10 epochs.

3.1.5.3 Experiment and Results

To analyze the effect retraining has on the emotion classification task’s performance,

we used our retrained embeddings to initialize the embedding layer in our detection

model. We also trained various versions of the emotional embeddings and compared

their performances using two different approaches:
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First, we increased the effect of the two parts of our objective function that in-

corporate emotional relations, PR (positive relations), and NR (negative relations).

At the beginning the value of k1 and k2 are equal in equation 3.5. Then we increase

the value of the k1 from 2 to 10 times the value of k2. This is to see how much we

can change the vector space’s shape without losing the consistency of the original

embeddings.

Obj(V ′) = k1PR(V ′) + k1NR(V ′) + k2V SP (V, V ′) (3.5)

Second, we extend the NRC lexicon using WordNet [65]. We added the synonyms

and derivatives of the word to our dictionary for each word-emotion pair and used

the resulting lexicon during retraining. Two embedding models, FastText and Num-

berBatch, were used for these experiments. The results can be seen in Figure 3.3.

By looking at the results in Figure 3.3, we can see that the performance of all

embedding models increases as the value of k1 increases up to when it is two or three

times k2 and after that, the F-measures show no consistent trend. This shows that

as the strength of retraining increases, the embedding model’s emotional information

increases, resulting in better performance in our classification model up to a point.

After that, the vector space model changes become too severe, and the structure of the

model changes too much to get any consistent results. We can also see that extending

the lexicon, which results in more word vectors being effected during retraining, does

not make any meaningful difference in our classification task. Both of these takeaways

show us that when we are retraining the embedding models, subtlety is an important

factor, meaning that we should find the minimal changes we can perform on the model

toward our retraining goal that does not change the structure of the vector space.
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Figure 3.3: F-measure values for classifying anger for all embedding models. This
chart shows how the F-measure reacts to an increase of k2. On the X-axis shows the
the relation between k1 and k@ (e.g. 2 means k2 is double the k1 value). Zero value
shows the results for the original embedding model without any retraining. ’Ext’
indicates that the embedding was retrained using the extended lexicon.

3.1.6 Conclusion

Embedding models are important for word representation in various natural lan-

guage processing tasks. Although information such as semantic similarity and re-

latedness can be captured from the statistical information in the corpus, emotional

information cannot. In this chapter, we described an approach that incorporates the

emotional information of the words during the second stage of model training. We

showed that this approach increases the performance of the embedding models, as

measured by the cosine similarity of emotions in the same category and in oppo-

site categories. For cosine similarity within the same category, Glove improved the

most (0.11) and Word2Vec the least (0.06); for the cosine similarity between opposite
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categories, Word2Vec improved the most (-0.22) and Glove the least (-0.12). The

model with the best average performance across both metrics was Glove. In addition,

we showed that these emotional embeddings can improve the performance of a sim-

ple neural network for emotion detection. Next, we investigated how increasing the

strength of emotional retraining influences the emotion detection model. We found

that by increasing the magnitude of the objective function’s emotional relation seg-

ments, we could increase the performance of the model to a stable point, but beyond

that, the performance became too erratic, likely because making much change in the

structure of the vector space leads to loss of too much information. Therefore, by

carefully retraining the word embedding models, we showed that we could successfully

refine them to contain emotional information about words, leading to better emotion

detection classifiers.
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3.2 Emotion Detection In Text

In recent years, emotion detection in text has become more popular due to its vast

potential applications in marketing, political science, psychology, human-computer

interaction, artificial intelligence, etc. In this work, we argue that current methods

based on conventional machine learning models cannot grasp the intricacy of emo-

tional language by ignoring the text’s sequential nature and context. These meth-

ods, therefore, are not sufficient to create an applicable and generalizable emotion

detection methodology. Understanding these limitations, we move toward method-

ologies that can utilize the information in the text’s sequential nature and context.

We present results from a network based on a bidirectional GRU model and atten-

tion mechanism along with the fine-tuned transformer model (BERT) to show that

capturing more meaningful information from the text can significantly improve the

performance of emotion detection models. The results show significant improvement

over the conventional method on the same dataset with an average of 26.8 point in-

crease in F-measure on our test data and 38.6 increase on the totally new dataset.

We show that a bidirectional-GRU with attention could perform better than BERT.

3.2.1 Introduction

There have been many advances in machine learning methods to help machines

understand human behavior better than ever. One of the most important aspects of

human behavior is emotion. If machines could detect human emotional expressions,

it could be used to improve verity of applications in marketing [15], human-computer

interactions [16], political science [12] etc. For example, understanding the emotional

response of a customer to a product (rather than just positive/negative feedback)

can be used to plan the marketing strategies in response to those emotions. This will

then result in better customer satisfaction and more useful products. Also, customer
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service efficiency in a company can be assessed based on the emotional reactions of

customers during their contact with support staff.

Emotion in humans is complex and hard to distinguish. There have been many

emotional models in psychology which tried to classify and point out basic human

emotions such as Ekman’s 6 basic emotions [24], Plutchik’s wheel of emotions [118],

or Parrott’s three-level categorization of emotions [26]. These varieties show that

emotions are hard to define, distinguish, and categorize even for human experts.

Adding the complexity of language and the fact that emotion expressions are

very complex and context dependant [29, 30, 31], we can see why detecting emo-

tions in textual data is a challenging task. This difficulty can be seen when human

annotators[124]. Tafreshi et al. observed that, in the annotation process, the anno-

tators tend to get confused when they have to select one emotion in each of these

categories: anger, disgust, fear or trust, joy, anticipation.

Until a few years ago, most emotion detection techniques used conventional machine

learning to classify a given text into one or more emotional categories [125, 126].

However, these methods were not very successful in detecting and classifying emotions

in text because emotion detection requires context and understanding the sequence

of words in a sentence. For these reasons, recurrent neural networks (RNNs) seem to

be a great candidate to tackle such problems.

In this paper, we propose and compare three different methodologies based on

recurrent neural networks and compare them to the previous state of the art model

PAPER that is now our baseline. We first proposed a bidirectional GRU model, which

has improved the baseline by 26.8%. In the second section, we added an attention

mechanism to improve the contextual understanding of our model. This improved

our results by almost 1%. In the last approach, we fine-tuned BERT to classify the

emotions. Our GRU with attention mechanism performed on par with the BERT
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model with a higher average performance of 1% in F-measure.

In the rest of this paper, we first start with a brief literature review of emotion

detection methodologies and research. In Section 3, we explain our choice of data and

its preparation process. Section 4 splits into four subsections. In each subsection, we

explain a different methodology, model specification, and results compared to the

previous state of the art model. Section 5 is the conclusion.

3.2.2 Related Works

Much work has been done on detecting emotion in speech or visual data [127, 128,

129, 130]. However, detecting emotions in textual data is a relatively new area that

demands more research. There have been many attempts to detect emotions in text

using conventional machine learning techniques and handcrafted features [85, 86, 60,

87, 88, 89, 90, 50, 91, 92, 94, 96, 99]. During the process of creating the feature set,

in these methods, some of the most important information in the text, such as the

sequential nature of the data, and the context will be lost. These attempts lead to

methods that are not scalable and generalizable.

Due to the sequential nature of textual data, recurrent and convolutional neural

networks have been used in many NLP tasks and improved the performance in a

variety of classification tasks [131, 132, 133, 134]. However, emotion detection has

gotten less attention. In recent years there have been some works in using deep neural

network for emotion detection in text [135, 136, 137, 138, 139, 140, 141, 142, 143, 144].

Although achieving good results, all these papers have been trained on relatively

small datasets (SemEval dataset has about 30k of records in training data for 4 labels).

The small training data leads to models that are not scalable or generalizable, so they

tend not to be useful for real-world applications—besides, the small size of data limits

model choices. Our dataset, compared to most of the datasets used, has over 1.3M
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number of data (for seven labels), which allows us to use state-of-the-art models used

in other NLP tasks, such as BERT [145], and attention models [146, 120]. Complex

models trained and fine-tuned on larger datasets achieve more valuable results than

when fine-tuned on smaller datasets.

These models can better capture the complexity and context of the language by

keeping the sequential information of text and creating latent representation for the

text as a whole and by learning the important features without any additional (and

often incomplete) human-designed features. In [48], as part of a summary of the

SemEval 2019 competition, the authors show that the winning teams have used con-

textual embeddings or models to achieve the best performances.

In this work, we use a larger dataset compared to most research in this area and

compare different deep neural network architectures. To the best of our knowledge,

our proposed GRU with attention model achieved the state of the art result and

performed slightly better than BERT on the task of emotion detection.

3.2.3 Data and Preparation

There are not many free datasets available for emotion classification. Most datasets

are subject-specific (i.e., news headlines, fairy tails, etc.) and not big enough to

train deep neural networks. Here we use the tweet dataset created by Wang et al.

mentioned in the previous section (See Table 3.4).

Wang et al. [50] downloaded over 5M tweets, which included one of 131 emotional

hashtags based on Parrott’s three-level categorization of emotions in seven categories:

joy, sadness, anger, love, fear, thankfulness, surprise. After comparing human anno-

tations by hashtag labels on a sample of the data, the authors came up with simple

heuristics to increase labeling quality by ignoring tweets with quotations and URLs

and only keeping tweets with 5 terms or more that have the emotional hashtags at
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Table 3.4: Statistics in the original dataset from Wang et al. (2012)

Emotion Hashtags Original Ours
joy 36 706,182 393,631
sadness 36 616,471 338,015
anger 23 574,170 298,480
love 7 301,759 169,267
fear 22 135,154 73,575
thankfulness 2 131,340 79,341
surprise 5 23,906 13,535
Total 131 2,488,982 1,387,787

the end of the tweets. Using these rules, they extracted around 2.5M tweets. After

sampling another 400 random tweets and comparing it to human annotation, they

saw that hashtags could classify the tweets with 95% precision.

As Twitter is against publishing this many tweets, Wang et al. provided the tweet

ids along with their label. For our experiment, we retrieved the tweets in Wang et

al.’s dataset by tweet IDs. We could only download over 1.3 million tweets from

around 2.5M tweet IDs in the dataset, as not all the tweets on the list of tweet IDs

were available. The distribution of the data can be seen in Table 3.4.

In our experiment, we used simpler pre-processing steps, which will be explained

later on in section 3.2.4.

3.2.4 Experiments

In this section, we have tried various models with different complexities. In 3.2.4.1,

we explain the baseline approach published in [50]. We use their published results

as the baseline to compare our model improvements. Our first proposed model is

explained in 3.2.4.2 is a bidirectional GRU model trained on the same dataset. This

model had significant improvement compared to baseline, with an average increase of

26.8% in F-measure. We also showed that this model works great on a new unseen

dataset. The next model, in 3.2.4.3, is a bidirectional GRU with an additional at-
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tention layer with various architectural designs. Using only attention on top of GRU

improved our previous results in almost every emotion category except for Surprise.

In our last model, in 3.2.4.5 we fine tuned BERT on our dataset. Compared to our

model, BERT has performed better on some of the emotion categories and performed

worst on others. On average, our GRU with attention model performed slightly better

compared to BERT.

Bellow, we will explain all the experiments in more detail.

3.2.4.1 Baseline Approaches

We used the Wang et al. model all through this paper as our baseline model. All of

our training was performed on their dataset. Wang et al. used two different classifiers

(multinomial Naive Bayes and LIBLINEAR) and 12 different feature sets. Their best

results were achieved using LIBLINEAR classifier and a feature set containing n-gram

(n=1,2), LIWC and MPQA lexicons, WordNet-Affect, and POS tags can be seen in

Table 3.5. It can be seen that their best results were for high count emotions like joy

and sadness for as high as 72.1 in F-measure. Their model did not perform well for

low count emotion labels ( surprise with F-measure of 13.9).

To understand our trained models’ generalization capability, we used the Crowd-

Flower dataset as a secondary test set. We downloaded this dataset from a paper by

[46]. In the paper, the authors used a maximum entropy classifier with the bag of

words model to classify various emotional datasets. The CrowdFlower dataset had

12 different emotion labels. We only used the part of the dataset that the emotions

could be mapped to one of our seven labels.

The result of the baseline is presented in the following sections when compared to

our different models.
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Figure 3.4: Bidirectional GRU architecture used in our experiment.

3.2.4.2 Experiment 1: Bidirectional GRU

Model Architecture This section introduces the deep neural network architecture

that we used to classify emotions in the tweets dataset. Emotional expressions are

more complex and context-dependent even compared to other forms of expressions

based mostly on the complexity and ambiguity of human emotions and emotional

expressions and the huge impact of context on understanding the expressed emotion.

These complexities lead us to believe lexicon-based features normally used in conven-

tional machine learning approaches are unable to capture the intricacy of emotional

expressions.

Our first proposed architecture was designed to show that using a model that

captures better information about the text’s context and sequential nature can out-

perform lexicon-based methods commonly used in the literature. As mentioned in

the ??, Recurrent Neural Networks (RNNs) have been shown to perform well for the

verity of tasks in NLP, especially classification tasks. We decided to use a model
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based on bidirectional RNN, specifically a bidirectional GRU network, to analyze the

tweets. GRU has one hidden state less than LSTM, which results in faster perfor-

mance. LSTMs are better for longer sequences as they can contain more sequential

information; however, as our tweets are fairly short, we opted for GRU for computa-

tional performance reasons. 1

For building the emotion classifier, we have decided to use 7 binary classifiers -one

for each emotion- each of which uses the same architecture for detecting a specific

emotion. You can see the plot diagram of the model in Figure 3.4. The first layer con-

sists of an embedding lookup layer initialized with a specific word embedding model

and will be used to convert each term to its corresponding embedding vector. In

our experiments, we tried various word embedding models but saw little difference

in their performance. Here we report the results for two, which had the best perfor-

mance among all, ConceptNet Numberbatch [147] and fastText [148] both had 300

dimensions. All of our models used fastText.

As none of our tweets had more than 35 terms, we set the embedding layer’s size to

35 and added padding to shorter tweets. This layer’s output goes to a bidirectional

GRU layer selected to capture the entirety of each tweet before passing its output

forward. The goal is to create an intermediate representation for the tweets that cap-

ture the data’s sequential nature. We use a concatenation of global max-pooling and

average-pooling layers (with a window size of two) for the next step. Then a max-

pooling was used to extract the most important features form the GRU output, and

an average-pooling layer was used to considers all features to create a representation

for the text as a whole. These partial representations are then were concatenated to

create our final latent representation. For classification, the output of the concate-

nation is passed to a dense classification layer with 70 nodes along with a dropout
1Code available at: https://github.com/armintabari/Emotion-Detection-RNN
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layer with a rate of 50% to prevent over-fitting. The final layer is a Sigmoid layer

that generates the classifier’s final output, returning the class probability.

Table 3.5: Results of classification using bidirectional GRU. Reported numbers are
F1-measures.

Emotion Wang%. Ours% Diff%
joy 72.1 82.1 10.0
sadness 64.7 79.2 14.5
anger 71.5 83.7 12.2
love 51.5 80.3 28.8
fear 43.9 78.1 34.2
thankfulness 57.1 83.6 26.5
surprise 13.9 75.6 61.7
Average 53.5 80.4 26.8

Results Minimal pre-processing was done by converting text to lower case, remov-

ing the hashtags at the end of tweets, and separating each punctuation from the

connected token (e.g., awesome!! → awesome !!) and replacing comma and new-line

characters with white space. The text, then, was tokenized using the TensorFlow-

Keras tokenizer. Top N terms were selected and added to our dictionary where

N=100k for higher count emotions joy, sadness, anger, love and N=50k for thankful-

ness and fear and N=25k for surprise. Seven binary classifiers were trained for the

seven emotions with a batch size of 250 and 20 epochs with binary cross-entropy as

the objective function and Adam optimizer. The architecture of the model can be

seen in Figure 3.4. For training each classifier, a balanced dataset was created with

selecting all tweets from the target set as class 1 and a random sample of the same

size from other classes as class 0. For each classifier, 80% of the data was randomly

selected as the training set, and 10% for the validation set, and 10% as the test set.

As mentioned before, we used the two embedding models, ConceptNet Numberbatch
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and fastText, as the two more modern pre-trained word vector spaces to see how

changing the embedding layer can affect the performance. The result of comparison

among different embeddings can be seen in Table 3.6. It can be seen that the best

performance was divided between the two embedding models with minor performance

variations.

The comparison of our result with Wang et al. can be seen in Table 3.5. Our

model’s results show significant improvement from 10% increase in F-measure for a

high count emotion joy to up to 61.7 point increase in F-measure for a low count

emotion surprise. On average, we see a 26.8 point increase in F-measure for all cate-

gories, and more interestingly, our result shows a minimal variance between different

emotions compare to results reported by Wang et al.

Model Performances on CrowdFlower To assess these models’ performance on

a totally unseen data, we tried to classify the CrowdFlower emotional tweets dataset.

The CrowdFlower dataset consists of 40k tweets annotated via crowd-sourcing, each

with a single emotional label. This dataset is considered a hard dataset to classify

with many noise [46]. The labeling on this dataset is non-standard, so we used the

following mapping for labels:

• sadness → sadness

• worry → fear

• happiness → joy

• love → love

• surprise → surprise
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• anger → anger

We then classified emotions using the pre-trained models and fastText embedding.

The result can be seen in Table 3.7. The baseline results are from [46] done using

the BOW model and maximum entropy classifier. We saw a huge improvement from

a 26 point increase in F-measure for the emotion joy (happiness) up to 57 point

increase for surprise with a total average increase of 38.6 points. Bostan and Klinger

did not report classification results for the emotion love, so we did not include it in

the average. These results show that our trained models perform exceptionally on a

totally new dataset with different annotation methods.

Table 3.6: Results of classification using two embedding models and bidirectional
GRU. No meaningful differences were seen between the two models. Reported num-
bers are F1-measures.

Emotion Numberbatch fastText
joy 82.11 81.90
sadness 79.17 78.71
anger 83.44 83.74
love 79.83 80.29
fear 77.61 78.11
thankfulness 83.64 83.58
surprise 75.40 75.58

Table 3.7: Results from classifying CrowdFlower data using pre-trained model. Re-
ported numbers are F1-measure.

Emotion Baseline% Ours% Difference
joy (happiness) 38 64 26
sadness 27 65 38
anger 24 62 38
love - 66 -
fear (worry) 31 65 34
surprise 9 66 57
Average 25.8 63.2 38.6
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Figure 3.5: An attention Layer has been used to generate the latent representations.

Figure 3.6: Concatenation of outputs from attention layer and average-pooling has
been used to generate the latent representation.
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Figure 3.7: Concatenation of attention and max-pooling has been used to build the
latent representation.

Figure 3.8: Concatenation of attention layer with both average and max-pooling
layers has been used to generate the representation.
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3.2.4.3 Experiment 2: Using Attention Mechanism

Attention mechanism has been shown to improve the performance of various NLP

tasks by allowing the network to create a more context dependant latent represen-

tation for the terms in the text. In this section, we assess the effect of adding an

attention layer for generating our latent representation.

The attention mechanism is responsible for understanding the interdependence

among elements in the model (inputs and output words). The attention layer learns

to add extra weight to words that carry important and relevant information from

input words, enhancing the quality of the representation and, as a result, the model’s

performance.

Model Architeture The model used in this experiment incorporates attention

mechanism in various combinations with max-pooling and average-pooling. We have

used the base model from experiment 3.2.4.2 and added an attention layer either

alone or along with max-pooling and average-pooling layers (Figure 3.5).

Four different models were used to assess the best use of the attention layer in

our network. In the first model, we passed the output of the bidirectional GRU

to an attention layer and used the output from the attention layer as our latent

representations. In the second and third models, we used concatenation of the output

from the attention layer with average-pooling and max-pooling, respectively, to build

our latent representations. Furthermore, in the last model, we concatenated the

output from all three (attention, max-pooling, and average-pooling) as the latent

representations.

Other model parameters were set the same as the experiment 3.2.4.2. The dataset

was partitioned to train, validation, and test set randomly with the same ratio, and
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Table 3.8: Results of classification using two embedding models and bidirectional
GRU with attention layer to generate latent representations. Reported numbers are
F1-measures. FT: fastText, NB: NumberBatch, max: Max-pooling, avg: Average-
pooling, att: Attention layer

Model joy sadness anger love fear thankfulness surprise
NB FT NB FT NB FT NB FT NB FT NB FT NB FT

GRU(max+avg) 78.99 80.94 75.56 78.23 81.56 82.76 74.96 79.3 75.71 81.32 83.02 84.71 64.11 76.75
GRU(att) 79.08 81.67 76.28 78.88 80.75 83.25 74.72 79.71 75.94 81.68 83 85.17 67.01 75.76
GRU(att+avg) 79.17 81.36 75.96 77.71 81.5 82.78 75.39 79.34 76.23 80.1 82.97 85.16 65.35 75.95
GRU(att+max) 78.68 81.08 75.6 78.34 81.5 83.06 75.49 78.87 75.58 81.47 82.87 84.73 64.12 75.64
GRU(att+both) 78.89 81.31 75.44 78.67 81.35 83.04 75.36 79.47 76.72 81.33 83.07 84.71 66.29 76.38

the same partitioning has been used through all experiments.

Two different embedding models were used to compare a standard embedding

model, fastText, and a model that has gone through an extra stage of training, num-

berBatch.

Results The full results can be seen in Table 3.8. As shown in Table 3.8, fastText

outperformed numberBatch through all four detection models significantly. We be-

lieve the extra training stage in creating Numberbatch representation caused some

loss in information learned in the first stage of training.

For six emotions of joy, sadness, anger, love, fear and thankfulness, the model that

only used the attention layer to generate the representation out-performed the other

models. The only exception was the emotion surprise for which the original model

in experiment 3.2.4.2 out-performed all others. This can be due to the significant

decrease in the size of the training data for this emotion, making learning harder for

the more complex models.

3.2.4.4 Experiment 3: Using Emotional Embeddings for Emotion Detection

In section 3.1 we introduced emotional word embeddings, and showed that they

can improve the performance in emotion detection using a simpler neural network

model. In this experiment, we intend to assess the performance of these embedings
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Table 3.9: Results of classification using emotional embedding models and bidirec-
tional GRU with attention mechanism. Reported numbers are F1-measures.

Emotion fastText Emotional fT
joy 81.67 83.62
sadness 78.88 80.81
anger 83.25 84.16
love 79.71 82.22
fear 81.68 83.23
thankfulness 85.17 86.29
Surprise 75.76 76.83

in a more complex emotion detection model.

Here we use the best performing emotional embedings, generated by retraining a

fastText model as described in section 3.1.5.3. We also choose our best perform-

ing emotion detection model that only uses attention mechanism to create the text

representation. By keeping all the training parameters the same as before, and just

changing the embedding layer to emotional embedding, we want to assess the effect

of using emotional embeddings. You can see the results in Table 3.9. These results

show that using emotional embeddings can improve the performance of our emotion

detection model significantly.

3.2.4.5 Experiment 4: Using Transformers

Transformers are based on encoder/decoder models and attention mechanisms

trained as a language model on a huge corpus. These models have outperformed

many previous deep neural network models in various NLP tasks.

In this section, we fine-tune a transformer model, BERT, with our dataset and

compare it with our previous models. BERT (Bidirectional Encoder Representations

from Transformers) is a multi-layer multi-head Transformer model with attention and

self-attention mechanism. The key innovation of BERT is to apply bidirectional train-

ing of Transformers with the Masked Language Model mechanism. This has resulted
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in BERT to outperform all previous models in various NLP tasks.

Model Architecture BERT (Bidirectional Encoder Representations from Trans-

formers) is a transformer model developed by Google and achieves state-of-the-art

performance in various NLP tasks. Standard embeddings are context-free and gener-

ate a representation for each term in the corpus, while BERT, like attention models,

considers the context in which the term has appeared. As one of the most used trans-

former models in the literature, we decided to use it to assess its performance in our

emotion detection task.

For this experiment, we have used HuggingFace2 to fine-tune and run the BERT

model. We have chosen to use the BERT-base model and fine-tune it with our data.

The same proportions of 80%, 10%, 10% for the train, validation, and test datasets

were used, and the tweets were undergone the same minimal pre-processing (e.g.,

making the text lowercased, and separating punctuation from words). Due to a lack

of memory, a smaller batch size of 32 was used, and the model was run for 5 epochs.

We fine-tuned on a single GPU (Nvidia Tesla K80) with 2GB memory.

Results A comparison of the GRU model’s best results to the BERT outcomes can

be seen in Table 3.10. The best performance for different emotions was split between

the two models, with GRU having a slightly higher average F-measure. Also, it is

important to mention that the GRU model has the advantage of being substantially

faster to train over BERT. For comparison, the highest number of trainable parameter

in any of our GRU models were around 30 million, while the BERT model had more

than 108 million trainable parameters.
2https://github.com/huggingface
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Table 3.10: Comparison of results between our model with standard (fT) and emo-
tional (Emo-fT) embeddings with the fine-tuned BERT. Reported numbers are F1-
measures.

Emotion GRU+fT GRU+Emo-fT BERT
joy 81.67 83.62 81.69
sadness 78.88 80.81 77.86
anger 83.25 84.16 84.76
love 79.71 82.22 80.72
fear 81.68 83.23 78.48
thankfulness 85.17 86.29 86.35
surprise 76.75 76.83 74.53
Average 81.01 82.45 80.62

3.2.5 Conclusion

In this chapter, we designed a network based on a bidirectional GRU with attention

mechanism and found that it dramatically improved classification performance. We

showed that by taking advantage of the sequential nature of the data, this model

can detect complex attributes of textual data such as emotions. We also showed

that it creates a more informative latent representation of text by incorporating a

recurrent network that capture the sequential nature of the text, a max-pooling layer

that captures the most relevant features, and an average pooling layer that captures

the text as a whole.

We also showed that the added attention mechanism improves the performance

of the model by creating a more contextual representation of the text. This is best

observed by comparing our model to a transformer model, BERT. We found that

our results using standard embedding are on par with a fine-tuned BERT model,

but requires only a fraction of the computational power. Also we could significantly

increase the performance by using emotional embedding model, and, on average,

could acheived 1.83 point increase in F-measure compared to the BERT model. These

results show that with the availability of large enough labeled datasets for training,
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the task of emotion detection can move from conventional machine learning toward

deep neural networks with results that can encourage wide usage in many high-end

applications or as subtasks in a variety of natural language processing activities.



CHAPTER 4: Summary and Future Direction

Emotion detection in text has been on the sideline for a long while, owing largely

to the complexity of human emotions and emotional expression, and the inability

of conventional methodologies to capture them. Most techniques developed were

unreliable and dataset-specific, and this stymied research in this field. The last few

years, however, has seen a small surge in published literature on this topic.

In this work, we first reviewed various emotional models found in the psychology

literature, especially those also used in computer science literature. For example,

discrete models of emotions, such as Ekman’s or Plutchik’s, and dimensional rep-

resentation of emotions. We also argued that complexity of emotional expression,

like vague language and context-dependency, makes it harder to capture the emotion

present in the text.

Emotion detection is a relatively young field, and as such, the available resources

and methodologies are mostly inadequate, and are mostly designed for use with con-

ventional machine learning methodologies. For instance, the largest standard dataset

labeled for emotions is SemEval-2019, which only contains around 30,000 data points

has labels for only four categories of emotion. In Chapter 2, we discussed all the

datasets that are available.

In Chapter 2.4, we presented the current methodologies from the literature that are

used for classifying emotions. In general these techniques do not perform well, but

when they do, it is because they are fine-tuned for a specific dataset, making it difficult

or impossible that they can be transferred and scaled for use with a new dataset.
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These models suffer from their inability to capture the general complexity of language

and the context-dependency of emotional language. To address the shortcomings

of current emotion detection models, we argued that a more complex model was

necessary, and that it was essential that this model be able to capture the sequential

nature of textual data and to understand the contextual meaning of words. Therefore,

we decided that Deep Neural Networks were the best candidate to build such a model.

We first showed that word embeddings, as one of the essential tools in modern

natural language processing, could not capture the emotional meanings of words. To

address this shortcoming, we devised a secondary stage of training that incorporates

emotional weights of words into these models after the fact and can be used for any

word embedding model. These models showed significant improvement, as measured

by emotional similarity metrics and by their performance in emotion classification

tasks using Deep Neural Networks after retraining.

For our main task of emotion detection, we tried several architectures before finding

the best model. We decided to use a Bidirectional-GRU (Bi-GRU) to capture the

inter-dependencies of words to generate the first-level latent representation for our

data, and then tried various layers on top of it to see which one (or ones) perform

better in generating our final latent representation. We tried all combinations of max-

pooling, average-pooling, and attention layers, and found that the model performed

best when using only an attention layer. Attention layers are designed to capture the

contextual meaning of words and can take care of various subtleties in the text, such as

negations, words with multiple meanings, and contextual meaning of words, proving

our hypothesis that understanding the context of words is important in emotion

detection. Attention also takes takes into account the sequential information in long

sequences, which is lost with conventional methods.

Because Transformer models have been shown to outperform other NLP models in
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various tasks, we also fine-tuned a BERT model using our data and compared the

results with our Bi-GRU with the attention model. The results of the BERT model

were on par with our model, showing only a slight decrease in F-measure (less than

1%) averaged across all emotions.

In this work, we showed that emotion detection can be:

1. Reliable so long as a model can capture all the complexities of emotional lan-

guage.

2. Transferable and generalizable, given a large and diverse dataset is used to train

such a model.

From the advances presented in this work, two directions for future work present

themselves. First, it is clear that large datasets, specifically annotated for emotions,

are essential, and creating such datasets will help to move emotion detection in text

forward and lead to more generalizable models. Secondly, having access to such

datasets, we can expand these models to detect finer information such as the intensity

of emotions.
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