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ABSTRACT

TING LI. Scalable Privacy-Preserving Participant Selection with Appropriate
Incentive in Mobile Crowdsensing Systems. (Under the direction of DR. YU WANG)

Mobile crowdsensing (MCS) has been emerging as a new sensing paradigm where vast

numbers of mobile devices are used for sensing and collecting data in various applica-

tions. Unlike traditional sensor networks (or the static sensing paradigm), which use

pre-deployed sensors to collect specific information at fixed locations, MCS leverages

a large number of participants (smart mobile device users) to jointly perform sensing

and other crowd sourcing tasks. The MCS solution brings several advantages, includ-

ing low infrastructure cost, real-time and wide coverage, and potential integration

with human intelligence. However, it also faces several research challenges. These in-

clude participant selection, incentive mechanisms, and privacy protection and so on.

In this work, we mainly focus on designing scalable privacy-preserving participant

selection with appropriate incentive for mobile crowdsensing system.

Auction based participant selection has been widely used for current MCS systems

to achieve user incentive and task assignment optimization. However, participant se-

lection problems solved with auction-based approaches usually involve participants’

privacy concerns because a participant’s bids may contain her private information,

and disclosure of participants’ bids may disclose their private information as well.

Following the classical VCG auction, we carefully design a scalable grouping based

privacy-preserving participant selection scheme, which uses Lagrange polynomial in-

terpolation (LPI) to perturb participants? bids within groups. The proposed solution,

which built on the current MCS platform, can protect such bid privacy in a tempo-

rally and spatially dynamic MCS system. Later, we analyze the bidding game of our

proposed solution with three implications to prove the security.

To address the participant grouping problem with the constraint of communication
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cost during participant bidding process, we propose two algorithms: sorting and

dynamic programming (DP). We prove that sorting algorithm could efficiently achieve

a feasible solution with a certain approximation ratio for different problems, while

dynamic programming algorithm is proved to provide the optimal solution.

However, the selection scheme with cloud-based MCS platform suffers from high

overheads, poor scalability and more important. To address this issue and to enhance

the protection of user privacy, we further propose a set of novel privacy-preserving

grouping methods, which place participants into small groups over hierarchical edge

clouds. Our design goal is to group participants in a way that minimizes the com-

munication cost during secure sharing/bidding, while satisfying each participant’s

requirement for privacy preservation. For different scenarios and optimization func-

tions, we propose a set of grouping schemes to fulfill this goal.

For all of above work, extensive simulations over both synthetic and real-life datasets

are conducted to verify the efficiency and security, and confirm the effectiveness of

proposed mechanisms.
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CHAPTER 1: INTRODUCTION

Over the past decades, there has been a proliferation of smart mobile devices (in-

cluding smart phones, smart watches, tablets, smart shared bikes, and connected vehi-

cles), which are capable of sensing, computing, and communicating information. This

has lead to the development of the Mobile Crowd Sensing (MCS) [1, 2] paradigm for

data collection. Unlike traditional sensor networks (or the static sensing paradigm),

which use pre-deployed sensors to collect specific information at fixed locations, MCS

leverages a large number of participants (smart mobile device users) to jointly per-

form sensing and other crowd sourcing tasks. Large-scale MCS systems have been

used for many applications, including traffic monitoring [3], noise pollution assess-

ment [4], trajectory recovery [5], environment monitoring [6], and on-street parking

space tracking [7, 8]. For more MCS applications, please refer to [1, 2].

The MCS solution brings several advantages, including low infrastructure cost, real-

time and wide coverage, and potential integration with human intelligence. However,

it also faces several research challenges. These include participant selection [9–14],

incentive mechanisms [15–20], and privacy protection [21–24].

Participant selection aims to find the optimal set of participants for a given sensing

task with the goal of maximizing the coverage or minimizing the cost. While the cov-

erage determines the degree of task completion, the cost often affects the platform’s

utility. participant selection can be formulated as an optimization problem in several

ways. One approach is to maximize the coverage, while ensuring that the cost sat-

isfies a budget constraint (e.g. the number of participants). Another approach is to

maximize the overall utility, while ensuring that the coverage is larger than a certain

threshold. Recently, several studies addressed this important and challenging aspect
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of MCS [9–11,11–14,25–28].

Another issue is motivating participants to perform the required sensing tasks, as

it may consume resources from the participants’ devices [25, 28, 29] or compromise

their privacy [19, 21, 30]. Though voluntary participation played an important role,

most of current MCS systems are incentive/payment based. To ensure adequate

participation, different incentive mechanisms have be used, including reward-based

incentives, quality-based incentives, and privacy-based incentives.

Finally, privacy protection is essential for MCS systems [31], as MCS platforms need

to access private user information such as location [21, 32–39], payment information

[32–34], sensing data [36–42], and mobility traces [5]. A number of privacy preserving

mechanisms have been developed, which includes using a trusted third party [32, 36,

38], a blind signature, differential privacy [23,43–45], the blockchain technical [46], or

cloaked locations [21].

In summary, participant selection is one of the key challenges in MCS systems, and

it is tightly coupled with incentive mechanisms and privacy protection.

Auction based participant selection is a common solution, where participants sub-

mit their bids (reflecting their sensing costs) over different sensing tasks to the MCS

system and the platform selects the winners (usually with the lowest bids) among all

the bidders to perform the tasks. Here we assume that various sensing tasks may

request sensing data at different locations and time. Further, different mobile partic-

ipants may have their own mobility patterns, as a result, they perform these sensing

tasks at various costs. The optimal goal is to pick the appropriate participants who

can perform the tasks with the minimum cost. In addition, to guarantee the truthful-

ness of participants on their bids, a Vickrey-Clarke-Groves(VCG)-based auction [79]

can be applied. Notice that the platform in an auction-based MCS system (Fig. 3.1)

has the bid information and can easily conjecture the bid patterns of each participant

through a long time learning process because the bids are temporally and spatially
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correlated in MCS auctions. Furthermore, the bidding value (i.e., the private sensing

cost value) may also reflect certain level of privacy information, such as the likeness

of visiting that place or the distance to the task location. Therefore, exposing the bid

information to the platform brings privacy concerns of users and may hurt the users’

enthusiasm to participate. Further, this may result in insufficient participants for the

completeness of sensing tasks. Therefore, it is a critical issue for the MCS system.

In first work, we focus on a new solution to protect the bid privacy of participants

while still guarantee the truthfulness property of auction and the efficient operation

of the MCS system. For potential participants, bid privacy is preserved unless they

win the competition and perform the assigned sensing tasks. Our contribution is

made by taking care of those challenges. First, we focus on a temporally and spa-

tially dynamic MCS system, where both sensing tasks and mobile participants have

dynamic characteristics in both spatial and temporal domains. Second, the users in

the bidding system are dynamic. Mobile devices can join and leave, thus the bidder

pool keeps changing over different tasks. Third, we aim to achieve accurate sensing

results. Fourth, we target at protecting bid privacy without a trusted third party

(TTP) participating in every round of auctions, considering that such a party ca-

pable of coordinating every single auction hardly exists. Finally, we hope that the

proposed solution is built on the existing MCS system and does not affect the oper-

ation of current platform. By leveraging Lagrange polynomial interpolation (LPI),

minimization approximation and several additional semi-honest parties, bid informa-

tion is protected during the group bidding and the final platform bidding. Notably,

our theoretical analysis shows that no statistical information about bids is disclosed

from the ciphers generated by our solution (semantic security), implying that even

the temporally and spatially correlated bids can be protected by our approach.

In second work, we mainly deal with how to group participant together for the se-

cret sharing [72] and grouping bidding [73], which have been proposed for participant
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selection recently. To protect the participants privacy during participation selection,

both of them adopt the idea from k-anonymity, which the information of each individ-

uals is contained in the release cannot be distinguished from at least k−1 individuals

whose information also exist in the release, to perform our participant grouping. We

first model participant grouping into multiple optimization problems, Min-Max of

group size (or its square) and Min-Sum of group size (or its square) under the cir-

cumstance of considering the communication cost for group members exchanging their

ID or not. Then we propose Sorting and prove that Sorting is 2 − approximation

comparing to optimal solution with complexity O(N logN) for Min-Max problem.

We also apply Dynamic Programming (DP) to solve both Min-Max and Min-Sum

problem with optimal solution and complexity O(N2).

Existing MCS systems are mainly cloud-based, and participant selection is per-

formed by the platform, which is located on a remote cloud sever. Thus, participants

must upload their bids and sensing quality to the cloud in order to take part in the

selection procedure. However, this not only leads to privacy concerns, but also causes

long communication delays, which are not tolerable for time-sensitive tasks. To miti-

gate these issues, we propose to use edge computing, which places small-scale servers

at the edge of the network and performs data processing closer to the users. This

way, in addition to shorter communication latency, sensitive information will only be

submitted to nearby edge servers instead of to the remote platform.

In the last piece of work, we carefully study the privacy-preserving participant

grouping problem for MCS, where participant groups must satisfy the privacy re-

quirements of each user and its challenges are shown as follows. First, there is an

important trade-off in finding an optimal location on the edge cloud. On the one

hand, to minimize communication latency, it is preferable for a mobile user’s group

to be located on a server close to the user, but on the other hand, to ensure greater

privacy, one may need to pool users from several locations and thus host their in-
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formation further away. Second, not only the location, but the size of the group

matters. This also requires a trade-off since larger groups provide more privacy, but

they require larger computation costs when performing the secret sharing/bidding

procedure. Third, the overall costs and loads among edge servers and groups need to

be optimized or balanced.

To the best of our knowledge, this is the first work tackling the privacy preserving

participant grouping problem for MCS over hierarchical edge clouds. Our contribu-

tions can be summarized as follows: We model participant grouping into multiple

optimization problems.Considering the communication cost between edge servers, we

propose two heuristic algorithms Top-Down and Bottom-Up with O(N logN) to solve

the grouping problem.

Last but not least, we conduct the simulation with two real-life datasets to confirm

that the method is efficient compared with other existing methods for participant se-

lection, participant grouping and grouping over hierarchical edge clouds, respectively.

Experiments results validate the proposed approaches are efficient for the scalable

privacy preserving participant selection with grouping over hierarchical edge clouds.



CHAPTER 2: RESEARCH BACKGROUND AND RELATED WORK

2.1 Architecture of MCS Mobile Crowdsensing System

MCS is a system for solving various sensing tasks, where individuals with smart

mobile devices collect and contribute data to complete a given task [1]. This can be

implemented in several ways: a cloud-based system or a distributed system.

A cloud-based MCS system is comprised of three main components: the task own-

ers, the MCS platform, and the participants. These are illustrated in Figure 2.1.

The task owners start the process by initiating tasks, and they end it by collecting

sensed data from and making payments to either the selected participants or the MCS

platform. The MCS platform is in charge of participant modeling, participant selec-

tion, incentive mechanisms, privacy protection, data retrieval, and truth discovery.

The participants are the mobile device users who can perform various sensing tasks.

Participation in a particular task can be either voluntary or motivated by incentives.

In MCS systems, these three main components (task owners, MCS platform, and

mobile participants) are inter-connected with sensing tasks, sensing data, payments,

and rewards as illustrated in Figure 2.1.

A distributed MCS system has the same component as the cloud-based MCS one

but with multiple platforms. Here, the task owners can send their tasks to multiple

platforms, and a mobile participant may fulfill tasks for more than one platform.

In addition, each individual device could be a task owner (having its own sensing

tasks which need to be performed by others), an agent of distributed platform (se-

lecting participants and sensing out sensing tasks, later collecting sensed data from

assigned participants), and a mobile participant (accepting sensing tasks from others

and performing them). Without a centralized controller, the platforms may not share
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Figure 2.1: The framework of a cloud-based MCS system.

information with each other. In such a distributed system, due to the lack of global

information and the limited resources at local devices, the overall performance of MCS

may be less optimal. However, the interactions among multiple agents (platforms and

users) make participant selection more interesting and challenging.

2.2 Challenges in Mobile Crowdsensing

To perform an efficient participant selection and to optimize performance, an MCS

platform/system must deal with a number of issues. These include participant mod-

eling, participant selection, data retrieval, incentive mechanism, privacy protection,

and truth discovery, see Figure 2.1. These issues are often tangled with each other

and cannot be solved separately. We now briefly discuss these.

2.2.1 Participant Modeling

To select the optimal set of participants to perform the given sensing tasks, the

MCS platform must acquire participant information, such as mobility patterns and

sensing qualities. However, due to privacy concerns, this information may not be

available. In this case, the MCS platform constructs a model to predict the unknown

information of participants. When a participant’s capability (either mobility patterns

or sensing qualities) is unknown or difficult to retrieve due to privacy concerns [21,

22,36], learning techniques [47–50] can be used.



8

2.2.1.1 Modeling Sensing Quality

A number of methods have been used to model a user’s sensing quality. [47] used an

online learning approach to acquire statistical information about the sensing values

from participants throughout the selection process with the assumption that the qual-

ity of sensing data is random. [48] modeled the situation as an online labeling problem

e.g. labeling task with 0 or 1, where the true label is unknown. They proposed an

online algorithm, which used the majority voting rule to differentiate high and low

quality participants over time and proved that their method has a bounded regret

under mild assumptions on the collective quality of the crowd. [49] also considered

expertise-aware task allocation and truth analysis in MCS, where user expertise is

estimated via a general online learning framework. [50] modeled a cumulative partici-

pant selection problem as a combinational multi-armed bandit problem and presented

an online selection algorithm, which leverages the historical performance records of

participants to learn the different capabilities (both sensing probability and uploading

time delay) of participants.

2.2.1.2 Mobility Model

Many MCS tasks aim to collect sensing data at a particular location and time. For

such problems, knowledge of a participant’s mobility patterns allows the platform

to select either better or fewer participants [51]. For this reason, the modeling of

participant mobility is important for MCS. In some cases, a participant’s mobility

patterns are known by using Global Positioning Systems (GPS) or other localization

schemes as in [52]. In other cases, the participant’s mobility patterns are unknown

and need to be predicted, as in [26, 28, 53, 54]. [54] suggested that user mobility can

be predicted by combining Bayesian inference with Markov models. Similarly, [53]

applied what they call a semi-Markov process model to calculate the probability that

a user will be at a certain location during a predefined time slots. Beside, the mobility
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trace could be obtained based on information retrieval from the route scheduling or

the navigator of vehicles [55] to achieve high quality sensing with a limited budget.

Another type of mobility is for task-oriented participants, when either the participant

routes are unknown, including their historical data, to the platform, the participants’

travel plan is determined by their assigned tasks. Since, in this case, the mobility

patterns are unknown to the system, participant selection/task assignment is mostly

used to help each participant to make their own travel plan as in.

2.2.2 Participant Selection

Participant selection aims to effectively select appropriate participants from a huge

participants pool to perform various sensing tasks while satisfying certain constraints

or achieving certain goals. The goals or the constraints are often related to three

aspects, which include the sensing cost (e.g. the energy consumption or the rewards

to selected participants), the task coverage, and the quality of the sensed data. The

ultimate goal of participant selection can be minimizing the overall cost while achiev-

ing the required degree of coverage or quality level of the sensed data; or it can be

maximizing the coverage or quality of the fulfilled tasks within a fixed cost budget.

Participant selection is the key function of an MCS system. Based on MCS system’s

architecture, centralized and distributed solutions can be applied. We now briefly

illustrate possible solutions over the centralized and distributed architectures.

2.2.2.1 Participant Selection over Centralized Architecture

The centralized method, generally uses a cloud-based platform to hold all the can-

didate information and selects the participants for every task, see, e.g., [25,28]. Using

knowledge of each candidate’s information (e.g. their mobility patterns and bid infor-

mation), the platform aims to select the participants to optimize performance. Many

MCS systems formulate the selection problem as either a coverage problem (covering

the sensing tasks with minimal cost) or an auction problem (where the platform is
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the auctioneer and the sensing tasks are auction items). We will see many examples

in next section. In order to select participants with the lowest cost, [56] used the

insights of group buying to aggregate the tasks first and then recruit participants

by auction. Since the platform has all the information, the optimization of partic-

ipant selection can usually be solved more effectively and efficiently than over the

distributed architecture. Nevertheless, the centralized architecture suffers from high

computation, communication overheads, and privacy concerns. In addition to offline

solutions (where the sensing tasks are known), some works [57, 58] have proposed

online/real-time mechanisms with budget constraints or using cache [12] to store the

sensing results in order to select fewer participants.

2.2.2.2 Participant Selection over Distributed Architecture

In the distributed architecture, several task requesters/platforms [20, 59–61] can

receive information from the participants as long as they are within the participants’

range, make the selection decision locally, and then may synchronize the outcome

of each requester. For example, [60] applied the distributed auction on each crowd

sourcer (e.g. platform) and selected the user with the lowest cost. Similarly, in [20],

multiple distributed platforms published heterogeneous tasks within their communi-

cation range and each participant could submit only one bid for all of the tasks. The

platform could choose only one participant for each task. In addition to being chosen

passively, the participants could also select and schedule the tasks individually. For

instance, [62] proposed a distributed algorithm, where each participant receives a set

of tasks and she or he then selects an individual or a subset of the tasks.

2.2.3 Data Retrieval

After performing sensing tasks, the selected participants need to send the collected

data to the task owners (directly or via the platform). There are several data retrieval

methods in MCS. In most systems, the participants hold on the collected data and
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upload it until they have access to the platform. If they have cellular data service,

they can upload the data at any time with certain cost. One possible improvement is

piggyback-style retrieval [26, 28], where the selected participants upload the collected

data while they make a phone call or access cellular data. This saves energy since

the on/off cellular transmission process can consume a significant amount of energy.

Another method is gateway-aided retrieval [9, 63], where the selected participants

upload the data through WiFi or Bluetooth gateways. Such solutions are cheaper

in term of energy cost, but the delay in retrieval is longer than cellular solution due

to potential long waiting time to encounter a gateway. Further, the participants

in [64] can either move to where the gateways are located at or pass the data to other

participants who may move to the gateways in future. Such device-to-device solutions

work well for delay tolerant sensing tasks or distributed MCS systems.

2.2.4 Truth Discovery

Note that each participant, who performs the same assigned sensing task, may

have different observations because of various sensor qualities, environment noises, or

lack of sensor calibration. Therefore, in many MCS systems, more than one partici-

pant [59] will be selected to perform the same task and hence there will be multiple

observations for the same task. Several mechanisms have been proposed for aggre-

gating and analyzing the observations to discover the truth (which is unknown to the

platform or owners). These methods include maximum likelihood estimation [49,65],

majority voting and block coordinate descent [66, 67]. Besides, the method based on

block coordinate descend in [67] was also used to make up the missing data because

of the sparsity of sensing data.

2.2.5 Incentive Mechanism

One of the assumptions for participants selection in MCS is the sufficient large

number of participants, which guarantees the complement or quality of sensing tasks.
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However, it is not easy to attract large number of participants to the MCS platform.

There are usually two categories of participants, voluntary participants and non-

voluntary participants. Voluntary participants are usually altruistic and willing to

contribute their efforts for the common good (such as environment protection or

society improvement) of MCS. Several MCS systems [28, 51, 54] assume that their

tasks could be finished with enough voluntary participants who are unselfish and

willing to obey assignments. However, in reality, individual mobile users may be

selfish and lack of motivation to participant sensing tasks since performing those

tasks conserves their resources and significantly impact their own performances. Even

a rational user might attempt to only maximize his own utility and conserve his

resource without considering system-wide criteria. Therefore, it is crucial for the

MCS system to develop appropriate incentive mechanisms to stimulate individual

mobile nodes to participant MCS. Designing incentive mechanisms is tightly coupling

with participant selection and can be jointly addressed by various pricing, selection,

and reward methods [68,69].

2.2.6 Privacy Protection

Privacy protection is not only for motivating people participation, which is needed

for providing incentives to engage as many participants as possible, but for the per-

sonal requirement recently. With the development of communication system, the

fields of privacy is multifaceted and comprises several other dimensions [70]. Because

of the voluminous of mobile devices acting as the major part, their consensus on sen-

sitive sensing data is the mainly concern in MCS. As a recently developing and brand

new application, there’s no clear definition on the privacy in MCS. However, the pri-

vacy in participatory sensing [71] has been declared as the guarantee that participants

maintain control over the release of their sensitive information which includes the pro-

tection of information that can be inferred from both the sensor readings themselves

as well as from the interaction of the users with the participatory sensing system.
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Having the similar components and analogue framework as the participatory sensing,

the privacy in MCS could refer the definition from participatory sensing.

When participating in a sensing task, the participants are concerned about compro-

mising their confidentiality by sharing their personal information. This information

may include temporal-spatial attributes [21,37–39,44,72], the sensed data [38–40], and

the participants’ bids or payments [24,32,33,73]. A well-developed privacy mechanism

encourages participants to contribute without privacy concerns. Therefore, privacy

protection is a critical component, which can impact the performance of MCS. Differ-

ent privacy protection mechanisms have been developed in literature. Some proposed

frameworks adopt external components, such as a trusted third party [32,33] or mo-

bile security agents [35]. Privacy information can also be protected through data

hiding, see, e.g., [21, 31, 39], adding extra noise, see [41], or utilizing differential pri-

vacy [43,44].

2.3 Background and Related Work

In this work, we aim to construct a scalable privacy-preserving participant selection

system with the help of hierarchical edge cloud. Hence, we only focus on the related

work of participant selection, privacy protection, auction in incentive mechanism and

grouping.

2.3.1 Participant Selection in Mobile Crowdsensing

Due to the large number of participants and the diverse sensing tasks in mobile

crowdsensing, the selection of participants for different tasks (i.e. task assignment)

becomes a challenging task. On one hand, assigning more participants for certain

task can lead to better quality of the sensed data. On the other hand, MCS have to

pay more rewards to the participants to cover their sensing cost. Recently, there are

several studies on participant selection in MCS with various optimization goals such

as coverage maximization [10, 11, 74], energy efficiency [25,28,29], user incentive and
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truthfulness [18,52]. In this work, we also consider the participant selection problem,

but focus on a different aspect: bidding privacy. We only consider a simple bidding

scenario where the MCS platform aims to minimize the payment by choosing the

lowest bid among all bids.

2.3.2 Privacy Protection in Mobile Crowdsensing

To protect the participants’ privacy in mobile crowd sensing or participatory sens-

ing, several privacy preserving schema have been proposed using different techniques,

such as data transform language [37], data aggregation [40] , location obfuscation [39],

cloaking [21], k-anonymity [36], pseudonym [32] and adding noise [41]. These so-

lutions usually introduce additional entities (registration authority / trusted third

part) [32, 36, 37] or an aggregation server [39, 40] to achieve the protection of the

sensing data privacy, participants’ anonymity or their location privacy. Note that

TTP-free method in [32] uses pseudonym and bling signature to protect user privacy,

but its encryption operations may bring a burden of cost.

In contrast to the data privacy or location privacy solutions above, there are also

recent efforts [72, 73, 75] on protecting bid privacy or sensing quality privacy during

the procedure of participant selection. Jin et al. [75] consider bid privacy in an

aggregated MCS system. They define the bid privacy with differential privacy over

the aggregated sensing data (labels) and assume that all sensing tasks are binary

classification (labelling) tasks. Li et al. [73] consider a more general and direct model,

where sensing tasks have sensing requests on both temporal and spacial domains and

privacy is defined on the bids from participants. They introduce one or multiple semi-

honest third parties to perform grouping of participants. By leveraging Lagrange

polynomial interpolation (LPI), their solution perturbs the participants’ bids within

groups so that bid information is protected during the group bidding and the final

bidding at the platform. The communication cost of the LPI-based secure biding

within a group with k members isO(k). Xiao et al. [72] also address privacy-preserving
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participant selection by using secret sharing schemes. They consider quality-aware

participant selection while trying to protect the inputs (sensing qualities) of each user

from being revealed to the platform or to other users. The basic idea is to leverage

the secure multi-party multiplication and secure multi-party comparison protocols.

Their solution’s communication cost is O(k2), where k is the number of participants.

Note that secure sharing/bidding schemes has already been studied [72, 73] and will

be not discussed here. In this work, we focus on privacy-preserving user grouping,

which can be combined with these secure sharing/bidding schemes to achieve overall

privacy-preserving participant selection.

2.3.3 Secure VCG Auction

Auction theory is a branch of game theory which deals with how participants act in

auction markets and studies the properties of auction markets. There are two major

kinds of members in the auction theory: the sellers who want to sell the items and

the buyer who compete to buy the items. Usually, the auction theory satisfies two

conditions: the auction process is universal and the outcome of the auction has no

relationship with the identity of bidders, which means the auctions are anonymous.

There are two types of the auction model: the regular auction and reverse auction.

In regular auction, the sellers sell the item with highest bidder, which is pushed up

by multiple buyers who bid against each others. While in the reverse auction model,

the buyer buy the item with lowest bidder which generated from the competition

of sellers’ bidding process and the sellers push down the price for item. The auction

theory has been applied in MCS system to model the interaction between participants

and platform during the participants selection process. In MCS, most of the work

exploit the reverse auction model [15,19,52,76–78], in which the platform acts as the

buyer who wants to get the sensing data with lowest payment and the participants

are the seller who wants to earn the rewards for their contribution on sensing data.

In our work, Vickrey-Clarke-Groves(VCG) auction [79] is leveraged as a building
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block, and we propose a novel privacy-preserving design of VCG auction in order

to protect users’ bid privacy. Related research exists in the literature, who targets

at protecting bid privacy in the VCG auction as this work does. However, existing

works have common limitations due to the building blocks they employed to realize

secure VCG auctions, and this made them less attractive than our approaches when

implemented and deployed in the real-life applications.

Naor et al. [80] proposed how to design general auctions with mechanism design

without revealing private bid information by leveraging the secure multi-party com-

putation (MPC) with garbled circuits [81]. However, it is shown that auction mecha-

nisms based on secure multi-party computation is inefficient because the complexity

inherently increases exponentially with the number of goods to be auctioned and the

bit-length of the bid, and the actual overhead is large as well as due to the large

constant factors [82]. Besides, an auction issuer, who is a party that is assumed not

to collude with the auctioneer, needs to engage every time an auction is run.

Huang et al. [83] and Lipmaa et al. [84] proposed approaches that are both based on

homomorphic encryption , but they require a third party at every auctioning as well.

Larson et al. [85] proposed to use the homomorphism in homomorphic encryption to

enable secure VCG auction without revealing individual bids. However, they intro-

duce a group key among the group of users in extra, and this limits the application

in real world where users may come and go because group key sharing must occur

for every new group, and this will not be practical in many cases as users cannot

communicate with each other during the auction.

A series of works have been proposed by different researchers to realize privacy-

preserving VCG auctions [86–91]. All of these works are based on the homomor-

phic encryption, and they do not require a third party engagement as in our ap-

proach. However, they achieved this by generating one cipher per possible bid value.

That is, if the bid length is b bits and the size of bid space is 2b, the computa-
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tion/communication/storage complexities are inherently exponential to the input size.

Unlike all aforementioned existing works, our solution does not require third-party1

engagement in every auction running, and our solution scales well with the number

of goods, number of bidders, and the bit-length of the bid values.

2.3.4 Grouping/Clustering for Privacy

Grouping/clustering has been studied in some recent works [92–94] for privacy

preserving. Given a set of n points in general metric space and a value r, the r-gather

problem is defined as clustering the points into groups at least r points each such

that the largest diameter of clusters are minimized [94]. Aggarwal et al. [94] prove

that there’s a polynomial time algorithm that give a 2-approximation to the problem

and show that it’s a NP-completeness. Armon [93] extends the result of Aggarwal et

al. and shows that it’s NP-hard to approximate with a ratio better than 3 for r > 2

for general metric space. Zeng et al. [92] describes a distributed algorithm with an

approximation factor of 4 for r-gather problem. All of those existing works cluster

the points with only one parameter r, however, in our model, the privacy criteria r is

different from each user and the optimization problem is formulated differently. Also,

the existing algorithms (for example sweep algorithm) could not applied here in the

hierarchical edge architecture since the location of users’ group could be only on its

ancestor node but anywhere else. In addition, none of algorithm are proposed for

problem Min-Sum.

2.4 Summary

In this chapter, we first introduce the architecture of mobile crowdsensing system

with the perspectives of centralized structure and decentralized structure in section

2.1. Then we review the challenges in mobile crowdsensing system so far in section

2.2. At last, the solution with related work are summarized in section 2.3.

1Note that the third party (TP) we defined in next section is the auctioneer in the group auction.
It is called third party since it is a new entity added between the platform and the participants.



CHAPTER 3: PRIVACY-PRESERVING PARTICIPANT SELECTION

3.1 Introduction

The proliferation of mobile devices equipped with built-in sensors enables a new

sensing paradigm, mobile crowd sensing (MCS), which has been widely used in nu-

merous applications [2]. Compared with traditional static sensing, MCS leverages

existing sensing and mobile communication infrastructures to provide unprecedented

spatiotemporal coverage. Meanwhile, it brings many new challenges in the system de-

sign. Participant selection is one of them, where appropriate participants are selected

to perform certain sensing tasks [10,11,13,14,18,25,28,29,52,74].

Auction based participant selection is a common solution, where participants sub-

mit their bids (reflecting their sensing costs) over different sensing tasks to the MCS

system and the platform selects the winners (usually with the lowest bids) among

all the bidders to perform the tasks. Fig. 3.1 illustrates the architecture of such a

MCS system. Here we assume that various sensing tasks may request sensing data

at different locations and time. Further, different mobile participants may have their

own mobility patterns, as a result, they perform these sensing tasks at various costs.

The optimal goal is to pick the appropriate participants who can perform the tasks

with the minimum cost. In addition, to guarantee the truthfulness of participants on

their bids, a Vickrey-Clarke-Groves(VCG)-based auction [79] or other game theoret-

ical approaches [18, 52] can be applied.

Existing auction-based solutions solved the participant selection and incentive is-

sues, but we observed that there exists user privacy concerns on the other hand.

In most cases, bids are related to participants’ contexts (e.g., location), and such

information may leads to privacy breach (e.g., a participant with a higher bid in
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certain MCS problems indicate closer proximity of his/her location to the place

where crowdsensing is performed). Recently, various privacy-preserving schemes

[21,32,36,37,39–41,95,96] have been proposed for the protection of the participants’

privacy, however none of them consider the privacy leakage from the bid values. In

this work, we would like to complement existing works by protecting the bid values

in order to achieve better anonymity and privacy protection.

Budget

Sensing	Tasks

… Sensing	Data Data	Collection

Coverage	

Platform

Incentive Tasks

Payments

…

Participants Task	Owners

Rewards

Bids	

Winners	

Payment	Info.

Figure 3.1: MCS System: the platform distributes sensing tasks to participants,
collects their bids, decides the winning bids (i.e., selecting participants for each task),
collects sensing data, and makes payment to the participants.

Notice that the platform in an auction-based MCS system (Fig. 3.1) has the bid

information and can easily conjecture the bid patterns of each participant through a

long time learning process because the bids are temporally and spatially correlated

in MCS auctions. For a more concrete example, the platform may know particular

participant route if that participant often bids on some particular location and time.

Furthermore, the bidding value (i.e., the private sensing cost value) may also reflect

certain level of privacy information, such as the likeness of visiting that place or the

distance to the task location. Therefore, exposing the bid information to the platform

brings privacy concerns of users and may hurt the users’ enthusiasm to participate.
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Further, this may result in insufficient participants for the completeness of sensing

tasks. Therefore, it is a critical issue for the MCS system. In this work, we focus

on a new solution to protect the bid privacy of participants while still guarantee the

truthfulness property of auction and the efficient operation of the MCS system. For

potential participants, bid privacy is preserved unless they win the competition and

perform the assigned sensing tasks.

Achieving the bid privacy in MCS problems involves multiple challenges. First, we

focus on a temporally and spatially dynamic MCS system, where both sensing tasks

and mobile participants have dynamic characteristics in both spatial and temporal

domains. This makes bids in the auctions temporally and spatially correlated, making

it hard to protect end-to-end bid privacy over the long time. Second, the users

in the bidding system are dynamic. Mobile devices can join and leave, thus the

bidder pool keeps changing over different tasks. This makes most of the existing

privacy-preserving data aggregation schemes ( [97–99]) unfitting since one suite of

keys need to be distributed to one specific group of users. Third, we aim to achieve

accurate sensing results. This is a critical issue as noisy bid information may lead

to unnecessary overpayment and/or even the failure in completing the sensing task.

As a result, traditional perturbation-based approaches such as Laplacian mechanism

with differential privacy [100] is hardly applicable. Fourth, we target at protecting

bid privacy without a trusted third party (TTP) participating in every round of

auctions, considering that such a party capable of coordinating every single auction

hardly exists. Finally, we hope that the proposed solution is built on the existing

MCS system and does not affect the operation of current platform.

We assumes that both the participants and the platform are semi-honest (i.e., they

follow the protocol but try to infer sensitive information). Further, we introduce

one or multiple semi-honest third parties (TPs) to perform grouping of participants

(Section 5.2). By leveraging Lagrange polynomial interpolation (LPI) and key values
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generated by a key generator (KG), bid information is protected during the group

bidding and the final platform bidding (Section 3.3). Here, KG is only in charge of

key generation and does not participate in the auction and crowd sensing process, and

its participation is minimized. Notably, our theoretical analysis (Section 3.4) shows

that no statistical information about bids is disclosed from the ciphers generated

by our solution (semantic security), implying that even the temporally and spatially

correlated bids can be protected by our approach. Finally, we conclude in Section 3.6.

Experiments with two real-life datasets (Chapter 6) also confirm that the method is

efficient compared with other existing methods.

3.2 Problem Definition and Security Models

3.2.1 Participation Selection Problem and VCG Mechanism

In general, a MCS system includes three main components, as shown in Fig. 3.1:

a large number of mobile participants who can perform sensing tasks and contribute

sensing data, a set of task owners who generate various sensing tasks and are willing

to pay for sensing data (acting as data consumers), and the platform who plays a

vital role in the MCS system and acts as the MCS marketplace to connect the mobile

participants with the task owners. The participation selection aims to select a set of

participants who could complete the sensing tasks but with the minimum payment.

This could be a challenging task because of large number of participants and various

requirements of the tasks.



22

1 … l l+1 … L

1 1.20 … 0.62 2.02 … ∞

… … … … … … …

t-1 ∞ … ∞ 2.1 … 1.56

t 0.93 … ∞ ∞ … 0.23

… … … … … … …

T 3.51 … 1.98 1.00 … 4.62

t l

(a)

(b)

(c)

1 l l+1 L

1 1 1 0 1

t-1 0 0 1 1

t l

1 l l+1 L

1 1.20 0.62 ∞

t-1 2.10 1.56

t l

Figure 3.2: Spatiotemporal Matrixes: (a) private cost matrix Ci of participant
ui; (b) binary task matrix S; and (c) bidding matrix Bi generated from ui, in which
the bid value may not be equal to the real cost value.

In our model, there are n mobile participants U = {u1, u2, · · · , un}. Each partic-

ipant ui keeps a dynamic spatiotemporal matrix about her real sensing cost Ci =

{ci(t, l)} privately, as shown in Fig. 3.2(a), where ci(t, l) is the real sensing cost for ui

to obtain sensing value at location l at time t. The real sensing cost information is

sensitive since it may reveal the visiting pattern of this participant. We assume that

we have finite number of l and t, i.e., t ∈ {t1, t2, · · · , tT} and l ∈ {l1, l2, · · · , lL}.

Suppose there are m sensing tasks S = {s1, s2, · · · , sm} and each of them has a

strict spatiotemporal coverage requirement, s.t., task sj could be described as a binary

spatiotemporal matrix Sj = {sj(t, l)}, where sj(t, l) = 1 represents that sj request

data at location l during time slot t and s(t, l) = 0 otherwise. Since we assume

that each requested cell within the binary spatiotemporal matrix can be fulfilled by

one selected participant within the same requested cell, we take a union of all sensing

tasks into a single binary spatiotemporal matrix S = {s(t, l) = ⊕mj=1sj(t, l)}, as shown

in Fig. 3.2(b), where s(t, l) = 1 represents that there is at least one task requesting

the data from l at t. Then, the task assignment can be treated as assigning a single
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participant to each cell with s(t, l) = 1.

Each participant ui, if interested, can submit a bidding matrix Bi = {bi(t, l)}, as

shown in Fig. 3.2(c), to the platform based on her real cost. Note that bi(t, l) may

be different from ci(t, l). After receiving bids from all participants, the platform will

make a decision about winning bids for tasks at s(t, l) = 1 based on certain strategy

and pay the corresponding rewards p(t, l) to the winners of these tasks. We assume

that the mobile participants can finish the tasks assigned to them as long as they

participate and win the bid competition. In other words, the completeness of tasks is

guaranteed if enough bidding participants can cover the task spatiotemporal matrix.

Based on bidding matrices {Bi} provided by participants U for task set S, the

mission of the platform is to efficiently find the optimal set of participants for tasks

such that the total payment (i.e., P =
∑

t,l p(t, l)) is minimum. At the same time, the

platform wants the selection mechanism to be truthful, i.e., the participant bids at

its real sensing cost for each cell. To achieve this goal, we adopt the classical Vickrey-

Clarke-Groves (V CG) auction [101–103] in our participation selection problem. Each

participant has no knowledge about others’ bids during the auction since the bid

matrix is private. The lowest bidder wins but the payment is equal to the second

lowest bid, which gives the participants an incentive to bid at their true cost value

in this optimal strategy. The whole VCG auction process includes the winning bid

decision and the critical payment calculation.

Definition 1. Winning Bid and Critical Payment. The winning bid is the

lowest bid among all bids submitted by participants within U for each cell s(t, l) = 1,

which could be defined as follows:

b(t, l) = min
ui∈U(t,l)

bi(t, l) and w(t, l) = arg min
ui∈U(t,l)

bi(t, l) (3.1)

where w(t, l) is the single winner for this requested cell (if there is a tie, an arbitrary
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one can be selected as the winner) and U(t,l) are the set of participants who submit

their bids for task cell (t, l). The payment p(t, l) for winner w(t, l) is defined as the

lowest bid among all the bids except the winner’s bid. i.e.,

p(t, l) = min
ui 6=w(t,l)

bi(t, l) (3.2)

By applying the VCG mechanism, it is easy to prove the bid truthfulness, i.e.,

the participant will maximize its utility when it bids truthfully at its real sensing

cost (i.e., bi(t, l) = ci(t, l)). In addition, the VCG mechanism minimizes the total

payment for the participant selection. Both the winning bid and critical payment can

be decided very efficiently with a simple sorting. Notice that it is possible for a task

cell, there are bid ties. This will not affect the effectiveness of VCG mechanism.

3.2.2 Adversary Model and Assumptions

Recall that we aim to design a MCS system with grouping and security techniques

to protect the bid privacy of participants while still guarantee the truthfulness prop-

erty of auction and the operation of MCS system. We assume that task owners, the

platform, and the participants in the system may all become semi-honest adversaries.

A semi-honest adversary follows the protocol specification, however she may try to

infer sensitive information from the communication strings generated by the protocol.

More specifically, the task owners as well as the platform may try to infer true bids

of the participants, and the participants may try to infer other participants’ true bids

as well as owing to the bidding competition. Further, in order to bootstrap the mo-

bile crowdsensing, we introduce a semi-honest third party (TP) and the only single

trusted party in our system – key generator (KG). TP is used for grouping bids, while

KG is in charge of key generation only and it does not participate in the auction and

crowd sensing process.

Notably, we assume that the adversaries may have certain background knowledge
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about the participants’ true bids, and we also assume that they are capable of the

cryptanalysis. Such adversaries are quite powerful in the attack, and therefore the

protection scheme must be strong enough such that no side information is leaked from

the communication strings.

3.2.3 Security Model

The security of our system is defined by following standard security game between

the adversary and the challenger.

Secure Bidding Game:

• Setup: two disjoint time domains are chosen: T1 for phase 1, Tc for challenge

phase, and T2 for phase 2.

• Init: The adversary declares that one role in the MCS system will be under his

control (i.e., the platform or a participant). The challenger controls the remain-

ing entities in the MCS system. Subsequently, both of them engage themselves

in the exchange of public/private parameters according to the protocol specifi-

cation.

• Phase 1 in T1: The adversary receives all the communication strings generated

during multiple auctions in T1. The only constraint is that the auctions occur

in the time domain T1.

• Challenge in Tc: The adversary declares any victim participant, and he declares

two distinct challenge bids b0, b1. The challenger then flips a fair binary coin

µ = {0, 1} and generates the disguised bid of bµ.

• Phase 2 in T2: Phase 1 is repeated adaptively, but the time window should be

chosen from T2.

• Guess: The adversary gives a guess µ′ on µ.

The advantage of an adversary A in this game is defined as

advMCS
A =

∣∣Pr[µ′ = µ]− 1

2

∣∣ (3.3)
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Definition 2. An MCS protocol is indistinguishable against chosen-plaintext attack

(IND-CPA) if all polynomial time adversaries’ advantages in the above game are of a

negligible function w.r.t. of the security parameter λ when T1, Tc, T2 are all pair-wise

disjoint.

Intuitively, our security definition indicates that the followings hold in a MCS

protocol with IND-CPA.

• Even if adversaries have some knowledge on the distribution of victims’ bids,

they are still not able to infer any information about the bids from the commu-

nication strings.

• Even if temporal or spatial correlation exists in victims’ bids, adversaries are

not able to link disguised bids whose true bids are correlated to each other.

• Adversaries are not able to learn any information about the victim’s private key

if they do not know the exact value of the victim’s bid.

In other words, the bid disguising is semantically secure against polynomially bounded

adversaries and therefore no statistical information about the bids is disclosed.

3.3 Privacy-Preserving Participation Selection

In this section, we present our design of privacy-preserving participation selection,

which leverages combinatorial group strategy to find the minimum bid for each task

cell in the group while the bid information of every participant is unknown by anyone

else except for the participant himself. To preserve privacy, two additional parts, key

generator (KG) and third party (TP), are added to the original MCS framework, as

shown in Fig. 3.3. The Key generator randomly generates and distributes a series

of polynomials outcomes and IDs for all enrolled participants. The third party is

the data aggregator, and it calculates the minimum bid among all the participants

without the knowledge of each individual bid value. The introducing of KG and TP

does not affect the operation of MCS platform. In the view of the platform, TP and

KG together are agents of virtual participants (groups).
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Figure 3.3: Privacy-preserving participant selection: each new participant re-
ceives her ID, public parameter H(t) and retrieves a set of polynomial values for all
requested cells in spatiotemporal matrix S with her ID; task owners give out the tasks
and rewards to platform; TP is in charge of grouping and privacy-preserving auction;
the platform selects final participants to complete the tasks and make the payments.

3.3.1 Preliminaries

We use the following theories to obtain the minimum bid and the critical payment

(second lowest bid) without leaking the bid privacy of participants to any of the other

parts, including TP. Further, the calculation could be verified by using fixed point

representation.

• Minimum Approximation: For a large integer number R and the upper bound Υ,

known by the whole system, the approximation of the minimum number among

all the xi, i ∈ [1, I] could be obtained by:

Υ− R

√∑
(Υ− xi)R ≈ min (x1 . . . xi . . . xI). (3.4)

• Lagrange Polynomial Interpolation (LPI): Given a polynomialQj(x) with a highest

degree j no more than W − 1 (i.e., j ≤ (W − 1)) who passes through the W

points (x1, q
j(x1)), (x2, q

j(x2)), . . . (xW , q
j(xW )), any other point (x, qj(x)) can
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be given by

qj(x) =
W∑
w=1

qj(xw)
W∏
v=1
v 6=w

x− xv
xw − xv

 . (3.5)

If Qj(x) is a polynomial where qj(0) = 0, then the right part of equation is

equal to 0, which is

W∑
w=1

qj(xw)
W∏
v=1
v 6=w

0− xv
xw − xv

 = 0. (3.6)

• Fixed Point Representation: We can transfer one type of fixed point data type

with scaling factor A to another data type with scaling factor B by multiplying

A and dividing B. We could use the fixed point representation to represent real

numbers so that the key in our proposed strategy could be trivially verified as

shown in Section 3.3.4.

3.3.2 Sketch of Basic Idea

Our basic idea is inspired by [104]. We let participants form groups first and then

the privacy preserving auction is performed within each group. Then the winning bids

within each group will be disguised as the virtual participants and submitted to the

platform for the final participation selection. VCG auction is performed during both

the group bid session and the final participation selection process. The challenges

are: (1) how to perform privacy preserving auction within the groups to prevent from

leaking the participants’ bid information to any party, including TP, and (2) how to

make these operations efficient without causing much overhead. Fig. 3.3 shows the

structure of our design.

After participants receive the requirements of the sensing task, they will form

several groups (with their own group size requirements, which reflects their privacy

level). The groups can be formed by either the participants themselves or by TP.
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Further, the groups may have different sizes, and a larger group size usually leads

to better privacy. For simplicity, hereafter, we consider the group is formulated

by TP and the size is a standard system parameter. Each participant in a group

uses her group member ID and her related polynomial value to disguise the original

bid information. With the feature of LPI pass through origin and the minimum

approximation, TP could obtain the minimum bid within each group. The second

lowest bid in the group could also be obtained in the same way after excluding the

winner. These two bids in each group will be reported to the platform as virtual bids

from regular participants. Then the platform uses the VCG method to select the

winner and calculates her payment.

Except for the bid winner, all the bid information could be well-protected by our

strategy with light overhead and efficient computation. Also, the bid truthfulness

could be protected by VCG. Note that this method does not affect the operation of

current VCG-based MCS platform. The virtual bids from groups can be treated as

regular participants of the platform. Our method can support hybrid participants

(both virtual and regular participants) at the platform and also multiple TPs (as

different agents) for grouping. In the next section, we will describe the design details

of the proposed system.

3.3.3 Detailed Design of Privacy-Preserving Group Bidding

For the simplicity, we omit all the modulo operations, however all numbers appear-

ing in our mechanisms are within a finite field Z/pZ where p is a safe prime number

of bit length λ, and λ is also denoted as the security parameter. We also focus on the

a single requested cell (t, l) where s(t, l) = 1.

Initialization: KG generates a set of polynomials Q = {Q(t, l)}, where Q(t, l) =

{q2(t,l)(x) . . . qκ(t,l)(x) . . . qK−1(t,l) (x)}, for the requested cell (t, l) in the spatiotemporal ma-

trix securely, in which all constants are equal to 0. Here K is the upper bound of the

group size. The polynomials with same degree κ are distinct from each requested cell.
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For the consideration of security, the polynomials need to be updated once they are

used in a group, whose overhead will be analyzed in Section 3.4.2. Every participant

ui retrieves her polynomial values Qi for the whole spatiotemporal matrix with each

degree using her IDi from KG. In requested cell (t, l), each participant ui holds the

polynomial set Qi(t, l) = {q2(t,l)(IDi) . . . q
κ
(t,l)(IDi) . . . q

K−1
(t,l) (IDi)}. The qκ−1(t,l) (IDi) for

tasks s(t, l) = 1 should be used when the group size is κ. The participants only know

the values of polynomials on their spatiotemporal matrix with their IDi but not the

polynomial themselves. Also, KG assigns a public parameter V to each participants,

which will be used for breaking bid tie later. Note that KG does not participant in

the actual auction processes.

Group and disguised bid formulation: Platform broadcasts the tasks S and the

bid upper bound Υ. For these tasks, at current time τ , TP randomly allocate the κ

participants (uj1, u
j
2, · · · , ujκ) into a group set Uj (with U = ∩j=1,··· ,bn

κ
cUj) and asks for

the bid information from these participants. The true bid from participant uji in a

group Uj is denoted as bji (t, l). Participant u
j
i in group Uj can calculate her disguised

bid using the group members’ IDs and report her bid to TP:

f(IDi, b
j
i (t, l)) =

qκ−1(t,l) (IDi)
κ∏
o=1
o 6=i

0− IDo

IDi − IDo

·H(τ) + (Υ− bji (t, l))R,
(3.7)

where H(), a hash function, is a public secret among the participants.

Winning bid decision within groups : First, TP aggregates all the participants’

disguised bids together,

κ∑
i=1

f(IDi, b
j
i (t, l)) =

κ∑
i=1

(Υ− bji (t, l))R (3.8)

and then uses the Minimum Approximate to find the minimum bid in the current
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group.

bj(t, l) = Υ− R

√√√√ κ∑
i=1

(Υ− bji (t, l))R = Υ− R

√√√√ κ∑
i=1

f(IDi, b
j
i (t, l)). (3.9)

Note that all κ,Υ, and R are the public system parameters. After calculating the

minimum bid, TP broadcasts it among all the group members.

Next, TP needs to find the winner, find the second lowest bid and break bid ties

in each group. To select a single winner and break bid ties, we use the following

procedure (also illustrated in Fig. 3.4). The participants whose bids are larger than

the winning bid report the pre-assigned value V to TP and assume that the number

of values received is F . If F < κ − 1, TP knows that there is a tie and the second

lowest bid in current group is the same as the winning bid. In this case, TP could

randomly select one from the participants who did not provide the V value in this

step as the group winner since ID is a public parameter. Further, TP can consider

other parameters such as credit or worker ability [105] to select the winner when there

is a tie. Otherwise, if F = κ− 1, TP will set the winner’s bid to the bid upper bound

and repeat the process again to get the second lowest bid in the current group. After

this procedure, TP obtains the winner wj(t, l), its winning bid bj(t, l), and the second

lowest bid pj(t, l) in this group Uj.

Winning bid decision at platform: For each group Uj, TP will presents two virtual

participants (with virtual bids at the winning bid bj(t, l) and the second lowest bid

pj(t, l)) to the platform. The platform receives 2G virtual participants’ bids for sens-

ing tasks cell (t, l), where G is the number of groups. Then, the platform will make

the virtual participants selection and obtain the lowest bid b(t, l) and the critical

payment p(t, l) over all participants. The group selection is the same as optimizing

participant selection in general case without the third party. The lowest bid (winner)
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Third	Party	(TP)

…

Participants
in	Group	Uj

pj(t,l) wj(t,l)

Count	F	=?	
(#	of	Vs)	

F<				-1
LPI:pj(t,l)

Broadcast bj(t,l)

Send V	 if	bid	<	bj(t,l)

Set	winner’s	bid	to	

f(IDi,	bij(t,l)),	 f(IDi,			)

Inform	winner:	

pj(t,l),	bj(t,l),wj(t,l)

Winner	
ID

F=				-1

Figure 3.4: Breaking ties within a group: TP selects a single winner and obtains
the second lowest bid after knowing bj(t, l). Note that the green exchanges are only
needed when there is no tie (i.e. F = κ− 1).

and the critical payment calculated by platform is described as below:

b(t, l) =
G

min
j=1

bj(t, l), w(t, l) =
G

arg min
j=1

bj(t, l)

p(t, l) = min
j∈[1,G],bj(t,l) 6=b(t,l)

{bj(t, l), pj(t, l)}
(3.10)

After the selection decision, platform broadcasts the winning bid (and the winning

group) the payment information to the TP. Then TP notifies winner, who then per-

form the corresponding task. Note that our proposed solution do not affect the

selection algorithm (VCG auction) at the platform. The platform can also accept

bids from real participants.

3.3.4 Some Critical Issues

H(τ) and IDs. Note that H(τ) is the common secret which is known by all

participants but not by the third party. H(τ) could let the whole system be securer

since it changes each time when TP aggregates bids from each group. This requires

the synchronization among all participants. The participants’ IDs are also public in



33

our system so that they could be directly used in the calculation.

Verification for qX(t,l)(IDi). Each participant could only receive the value of poly-

nomials with her own IDi. Although KG is assumed to be a trusted party, it is

possible that an erroneous value is delivered to the participants due to unknown er-

rors. However, since the polynomial is the master secret which is kept hidden to

anyone except KG, the participants are not able to verify the correctness the received

values. To solve this problem, we extend the zero-knowledge proof (ZKP) [106] and

introduce a simple verification protocol below. The protocol allows the participants

to verify that the value is indeed calculated from the polynomial owned by KG, but

the entire protocol keeps the polynomial itself hidden to the participants.

Key generator publishes the generator g of a multiplicative cyclic group G where

the DDH assumption holds (e.g., a Schnorr group). Then, a series of gcx ’s, where

each cx is the coefficient for IDx
i , are published. Each participant can calculate the

following formula:

∏
(gcx)ID

x
i = gc1·ID

1
i+···+cx·IDxi +···+cX ·IDXi (3.11)

If this value is equal to gq
X
(t,l)

(IDi), where qX(t,l)(IDi) is the received value from KG before,

the participant verifies that the received value is correctly calculated. Because the

DDH assumption holds in the group G, no statistical information about cx is leaked

from gcx , therefore this verification does not tamper the IND-CPA guaranteed by our

MCS protocol.

ID Updates. From the formula of the disguised bid, we know that the polynomial

value is the only secret except the true bids. As the ranges of polynomial value is

much larger than bids, the attackers could estimate the bid value in several rounds

with the same polynomial value applied. As a result, we need to update the used

IDi and the related qκ(t,l)(IDi). In our current system, each participant has multiple
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unduplicated IDs. For each participation selection round, the bidders need to mark

the polynomial value they used. When the selection with same group size is performed

in the same requested cell, the participants should request to renew the polynomial

values. We will analyze the involvement of KG in Section 3.4.2.

3.4 Theoretic Analysis

3.4.1 Security Proof

Theorem 1. Our bid disguising is semantically secure.

Proof. A bidder’s (with ID IDi) bid bi(t, l) for the auction occurring at the (t, l) of

the spatiotemporal matrix is disguised as the following format:

f(IDi, bi(t, l)) =

qκ−1(t,l) (IDi)
κ∏
o=1
o 6=i

0− IDo

IDi − IDo

·H(τ) + (Υ− bi(t, l))R,
(3.12)

when κ bidders participate in the auction. The IDs of the bidders, the current time

slot τ as well as the hash function H(·) are public parameters. The only two unknown

secrets are qκ−1(t,l) (IDi) and (Υ − bi(t, l))
R. Therefore, multiple disguised bids with

distinct polynomial values cannot be used to infer the true bids because there are

more unknown variables than the equations.

In reality, there are three cases. First, the disguised bids are received from different

auctions occurring at different cells in the spatiotemporal matrix. Second, the auc-

tions occur at the same cell in the spatiotemporal matrix and the number of bidders

are different in the auctions. In these situations, different polynomials are used to

disguise the bids, therefore the adversaries do not benefit. Third, multiple auctions

with the same number of bidders occur at the same cell in the spatiotemporal matrix.

Note that every time an auction occurs at a cell at which another auction with the

same number of bidders has occurred before, our mechanism ensures that the par-
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ticipants’ IDs are refreshed, and all participants will receive new polynomial values

corresponding to the new IDs. Therefore, even in this case, the disguised bids from

multiple auctions are based on different polynomials. In summary, no matter how

auctions are performed, combining multiple disguised bids does not help to infer the

true bids.

In the sequel, we further prove that our mechanism guarantees semantic security by

disguising the true bids . For any single disguised bid f(IDi, bi(t, l)), let us simplify

the terms first. Let f(IDi, bi(t, l)) be simplified as

f(IDi, bi(t, l)) = q · Π ·H + b (3.13)

where q,Π, H, and b represent qκ−1(t,l) (IDi),
∏

0−IDo
IDi−IDo , H(τ), and (Υ − bi(t, l))

R re-

spectively. Then, for any b and its disguised bid f(IDi, bi(t, l)), there must exist

b′ 6= b, q′ 6= q such that

q · Π ·H + b = q′ · Π ·H + b′ (3.14)

Such b′, q′ exist because of the following reason. Recall that all operations are closed

under the finite field Z/pZ with a safe prime p. Then, ΠH and p must be coprime,

and therefore the inverse (ΠH)−1 mod p must exist, which implies q′ = (qΠH + b−

b′)(ΠH)−1 will make the above equation hold. In other words, for any b′ ∈ Z/pZ, the

disguised bid created with q′ = (qΠH + b− b′)(ΠH)−1 will be exactly the same as b’s

disguised bid f(IDi, bi(t, l)).

Recall that the coefficients of the polynomials are chosen from Z/pZ uniform ran-

domly. Then, a given disguised bid can be the disguised bid of any valid bid with

equal likelihood, which indicates that the disguised bid does not disclose any statis-

tical information about the true bid.

Theorem 2. Our MCS protocol guarantees ciphertext indistinguishability against

chosen-plaintext attack (IND-CPA).
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Proof. In the aforementioned Secure Bidding Game, although the adversary can adap-

tively query communication strings corresponding to any input bid he submits, the

semantic security of our bid disguising guarantees that he does not gain any statis-

tical information about the bid or the polynomial value. This implies that, even if

the adversary submits two challenge bids and receive their disguised bids in Phase 1

or Phase 2, they are not able to statistically correlate them to the disguised bid of

bµ he receives in the Challenge phase. Therefore, his advantage will be a negligible

function of the security parameter λ.

3.4.2 Involvement of Key Generator

As we illustrated in 3.3.3, a participant may need to refresh her ID and polynomial

value from the key generator for privacy protection. Note that KG only needs to

refresh the parameters for the participant who wants to respond to a task request.

The request occurs in the same cell (t, l) of the spatiotemporal matrix S as a previous

task that she participated in, and the participant wants to require the same group

size κ for both tasks. In the worst case, assume that each participant is willing to

bid for tasks falling in each cell of S. Thus, when the participant encounters the

same group size at the same cell, she has to contact the key generator to renew her

parameters. Therefore, the involvement of KG is influenced by the task distribution

over the spatiotemporal matrix (T×L choices) and participant’s required group size κ

(K−2 choices from 3 toK). We now analyze the average frequency of KG involvement

using amortized analysis.

For each cell (t, l) in the T × L spatiotemporal matrix the possible group size κ

varies from 3 to K. Each combination (t, l, κ) can be represented by a box. A task

(which the participant want to bid) belongs to a box if it has the corresponding values

of t, l, κ. Clearly, there are D = TL(K − 2) boxes.

Now assume that we have m tasks randomly distributed to the D boxes. Let

N(t, l, κ) be the number of tasks in box (t, l, κ) and let p(t, l, κ) be the probability
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that a task is located in box (t, l, κ). Note that N(t, l, κ) ∼ B(m, p(t, l, κ)), where

B(m, p(t, l, κ)) represents the binomial distribution with parameters m and p(t, l, κ).

We have ∑
t,l,κ

p(t, l, κ) = 1 and
∑
t,l,κ

N(t, l, κ) = m (3.15)

Assuming that each participant participates in each task, then the number of KG

involvements corresponds to

∑
t,l,κ

(N(t, l, κ)− 1)1[N(t,l,κ)≥2], (3.16)

where 1[··· ] is the indicator function. We have

E(frequency of KG involvement)

=E[
∑
t,l,κ

(N(t, l, κ)− 1)1[N(t,l,κ)≥2]]

=m−D − E[
∑
t,l,κ

(N(t, l, κ)− 1)1[N(t,l,κ)≤1]]

=m−D −
∑
t,l,κ

E[(N(t, l, κ)− 1)1[(N(t,l,κ)≤1]]

=m−D −
∑
t,l,κ

(−1)P (N(t, l, κ) = 0)

=m−D +
∑
t,l,κ

(1− p(t, l, κ))m.

(3.17)

In the case of a uniform distribution, where p(t, l, κ) = 1/D we have

E(frequency of KG involvement) = m−D +
(D − 1)m

Dm−1 . (3.18)

Similarly, the probability that a task type at (t, l) with group size requested at κ
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requests x KG involvement is

P (x KG involvements in box(t, l, κ)) = P (N(t, l, κ) = x+ 1)

= Cx+1
m

(
1

D

)x+1(
1− 1

D

)m−x−1
,

(3.19)

where Cy
m refers to y choose m.

3.5 Extension with Quality

Although we only consider the participant selection process with choosing the user

with the minimum bid above, there may be lots of participants with low reputation

or work ability but bid least. It won’t bring the issue of paying rewards in vain

since the participants could only earn the rewards once they fulfill the tasks. In such

situation, there will be the task incompleteness risk because of users’ low work ability

and reputations. And further, it will be a waste of time if MCS system could complete

the tasks after bidding for several round.

In order to deal with this problem, we could easily extend our framework with one

more public sealed parameter, for example, the users’ work ability, to guaranteeing the

sensing quality and task completeness. We only consider the task completeness of an

single task and it’s similar to other scenarios with different requirement and multiple

tasks. Denote ∆i is the public working ability of user i(i.e. shown up probability),

which will be updated based on whether user i has fulfilled the task or not after he

was selected with bid bi. For each task, there will be criteria θ for its completeness

requirement. Then during each group winning bid decision process, the objective

function is formed as:

min
i
bi

arg min
i

bi

s.t. ∆i ≥ θ

(3.20)
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Figure 3.5: Flowchart of participant selection with user’s sensing abil-
ity/reputation

It could be easily solved by making the binary decision so that we will not illus-

trated here. It will be more complex if the system need to select multiple users. We

could use adjustive pace selection for decision making if we could chose one winner

in each round. Otherwise, we could also use greedy algorithm to select multiple users

in each round since it’s a set cover based problem. The flowchart is shown as in

figure 3.5. In each round, platform select participant based on bids and their work

ability/reputation. If user’s sensing ability/reputation is too low, platform will be

launch another round of the winning bid selection to choose the user with higher abil-

ity and reputations. Otherwise, once the user win the bidding process and is selected

to conduct the sensing task, the platform will update his work ability/reputation

based on his performance with sensing quality(i.e. the resolution for a sensed photo).

With such additional one more parameter, our system could not only minimize the

cost for fulfilling the tasks but also guarantee the sensing quality of tasks.

3.6 Summary

In this work, we propose a new privacy-preserving participant selection mechanism

for protecting bid privacy of participants in a dynamic auction-based MCS system.

By grouping mobile participants into groups with semi-trusted TPs and carefully dis-

guising their bids within the groups, we can achieve scalable selection and guarantee
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the overall truthfulness and security while protect the individual bids from partici-

pants. The theoretical analysis confirms the efficiency and security of our proposed

mechanism.



CHAPTER 4: PRIVACY-PRESERVING PARTICIPANT GROUPING

4.1 Introduction

Secret sharing [72] and grouping bidding [73] has been proposed for participant

selection recently. To protect the participants privacy during participation selection,

both of them adopt the idea from k-anonymity, which the information of each indi-

viduals is contained in the release cannot be distinguished from at least k−1 individ-

uals whose information also exist in the release, to perform our participant grouping.

Specifically, all the participants are divided into the small groups based on their re-

quirement (i.e. group size γui). Then privacy-preserving participation selection will

be performed within each group and at platform level to select the winners (which

will be introduced in detail in the next section). Finally, the winners will perform

the assigned sensing task and get the rewards. Note that the participant grouping

performance has no influence on the winning bid decision and payment process.

Grouping/clustering has been studied in some recent works [92–94] for privacy

preserving. Given a set of n points in general metric space and a value r, the r-gather

problem is defined as clustering the points into groups at least r points each such

that the largest diameter of clusters are minimized [94]. Aggarwal et al. [94] prove

that there’s a polynomial time algorithm that give a 2-approximation to the problem

and show that it’s a NP-completeness. Armon [93] extends the result of Aggarwal et

al. and shows that it’s NP-hard to approximate with a ratio better than 3 for r > 2

for general metric space. Zeng et al. [92] describes a distributed algorithm with an

approximation factor of 4 for r-gather problem. All of those existing works cluster

the points with only one parameter r, however, in our model, the privacy criteria r is

different from each user and the optimization problem is formulated differently. Also,
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the existing algorithms (for example sweep algorithm) could not applied here in the

hierarchical edge architecture since the location of users’ group could be only on its

ancestor node but anywhere else. In addition, none of algorithm are proposed for

problem Min-Sum.

Our contributions can be summarized as follows:

• We model participant grouping into multiple optimization problems, Min-Max

of group size (or its square) and Min-Sum of group size (or its square) under

the circumstance of considering the communication cost for group members

exchanging their ID or not.

• We propose Sorting and prove that Sorting is 2 − approximation comparing

to optimal solution with complexity O(N logN) for Min-Max problem. We

also apply Dynamic Programming (DP) to solve both Min-Max and Min-Sum

problem with optimal solution and complexity O(N2).

In this chapter, we introduce the participant grouping problem and solve it with

two different grouping/clustering methods. We first define the grouping problem in

section 4.2 and then propose two algorithms: one based simple sorting and the other

one based on dynamic programming (DP) in section 4.3. Finally, we conclude in

Section 4.5. Experiments with real-life datasets (Chapter 6) also confirm that the

methods are efficient compared with optimal solution.

4.2 Mobile User Grouping Problem Definition

Assume that there are N mobile users U = {u1, u2, · · · , uN} in our MCS system.

For each user, γ(ui) is her group size requirement (privacy requirement) and Gi is the

group index of ui after grouping. After the grouping process, x groups are formed

and in each group.

The goal of our privacy-preserving participant grouping is to divide the partici-

pants into groups, which satisfy the privacy requirements of all of the participants
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while minimizing the total communication cost in the secure bidding process (i.e.,

participant selection process defined in Section 3.3). Assume that we wind up with

x groups, where we call G1, G2, . . . , Gx. The total communication cost depends on

whether the identification of participants are public or not.Further, we consider two

secure bidding/sharing approaches. In the first approach, the number of messages ex-

changed in the bidding process is O(|G|) [73] while it is O(|G|2) [72] in the second. For

simplicity, we use |G| and |G|2 as the communication costs for secure bidding/sharing.

Besides, the objective for communication cost is also depend on whether the group

is formed in parallel. If perform the secure bidding within groups in parallel, we will

only care about the communication cost of the largest group. Hence, the participation

grouping problem can be as follows:

fI1 = min
x

max
i=1
|Gi|

fI2 = min
x

max
i=1
|Gi|2.

(4.1)

When the groups are dealt with sequentially the goals are

fI3 = min
x∑
i=1

|Gi|

fI4 = min
x∑
i=1

|Gi|2.
(4.2)

For all above grouping problem. the constraint is

Subject to: |Gi| ≥ max
uj∈Gi

γ(uj) (4.3)

The objective is to minimize the maximal group size, while the constraint is that

the number of participants in each group must be larger than or equal to the largest

group size requirement of any participant in that group. Note that fI3 is meaningless

since
∑x

i=1 |Gi| = N . Note further that it is equivalent to optimize over fI1 and fI2 .
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Algorithm 1 Method based on Sorting
Input: each user’s requirement γ(ui)
Output: each user’s group number g(ui)
1: Sort all of the users into a list L such that their group size γ(ui) is in the descending

order; j = 1
2: while |L| > 0 do
3: if γ(u1) ≤ |L| where u1 is the first user in L then
4: Create a group with the first γ(u1) users in L and remove them from L
5: Set these members’ group number g(ui) to j
6: j = j + 1
7: else
8: Search in previous groups (from Gj−1 to G1) and insert this user u1 to the

first group with a size greater than or equal to γ(u1)− 1
9: Set the group number g(u1) to that group and remove this user from L
10: Sort all of the groups such that their size is in the descending order
11: return g(ui) for all users

For these reasons, we only consider fI1 and fI4 .

4.3 Method Based on Simple Sorting

This algorithm is developed to optimize f , to minimize the size of the largest

group. As described in Algorithm 1 (denoted as Sorting), we first sort all of the users

based on their requirements. We then create a group to satisfy the requirements of

a user with the highest requirement. For the remaining users, if there are enough

to satisfy the requirements of the one with the largest requirements, we create a

new group. Otherwise, we assign this user to a group with the smallest number of

users that nevertheless satisfies her requirement. This process repeats until all users

are assigned to groups. The time complexity of this algorithm is O(n log n) with n

participants.

Although this Sorting algorithm can efficiently generate the final grouping, it can-

not guarantee an optimal solution. Such an example is given in Figure 4.1 for both

fI1 and fI4 . In the example there are 22 users. Algorithm 1 generates two groups with

11 users each, while the optimal solution includes three groups, one with 10 users and

two with 6 users. For fI1 , the optimal solution has a maximum group size of 10, while
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Figure 4.1: The difference between grouping results of sorting and the optimal solution
(also results from DP algorithm).

Sorting has a maximum group size of 11. For fI4 , the cost of the optimal solution

is 172 while for Sorting it is 242. Result for fI2 has the same situation since it’s the

square of fI1 . However, we can prove the following result for the Sorting algorithm’s

approximation ratios for fI1 and fI2 .

Theorem 3. Algorithm 1 is a 2 approximation for problem fI1 and a 4 approximation

for problem fI2.

Proof. We first prove the 2 approximation for fI1 . Let max, opt, sorting be the

largest group requirement of all users, the largest group size of the optimal solution,

and the largest group size of solution from Algorithm 1, respectively. max ≤ opt,

since the optimal solution needs to satisfy the maximum group requirement. Line 1

of Algorithm 1 first sorts the list L (in the order of decreasing group requirement),

then after Line 3 − 8 we have x remaining users with the largest group requirement

as γ(x). Obviously, x < γ(x) ≤ max. In worst case, Algorithm 1 will put all the rest

x users into the largest group (first group in L). Therefore, sorting ≤ (max + x) ≤

2max ≤ 2opt. This finishes the proof of 2-approximation for fI1 . Similar proof of

4-approximation can be obtained for fI2 .

4.4 Method based on Dynamic Programming

Since Sorting does not guarantee an optimal solution, we also propose another

algorithm based on dynamic programming (DP) can give the optimal solution. Al-
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Algorithm 2 Method based on Dynamic Programming for fI1
Input: each user’s requirement γ(ui)
Output: each user’s group number g(ui)
1: Sort all users into a list L such that their group size γ is in the ascending order
2: for i = 1 to n do
3: if i− γ(L[i]) ≥ 0 then
4: for j = 1 to i− γ(L[i]) do
5: D[i] = min max(D[j], i− j)
6: Store the group information which achieves D[i]
7: return g(ui) for all users based on the stored groups

Algorithm 3 Method based on Dynamic Programming for fI2
Input: each user’s requirement γ(ui)
Output: each user’s group number g(ui)
1: Sort all users into a list L such that their group size γ is in the ascending order
2: for i = 1 to n do
3: if i− γ(L[i]) ≥ 0 then
4: for j = 1 to i− γ(L[i]) do
5: D[m] = min max(D[j], (m− j)2)
6: Store the group information which achieves D[i]
7: return g(ui) for all users based on the stored groups

gorithm 2 provides the detailed algorithm. After sorting the users based on their

requirements (let L be the ordered users with ascending requirements), we use a list

D in length n to store the current optimal cost of grouping the list L. In other

words, D[i] is the optimal largest group size for grouping users from L[1] to L[i].The

relationship for the dynamic program is as follows:

D[i] =
i−γ(L[i])

min
j=1

max(D[j], i− j) (4.4)

The time complexity of DP algorithm is O(n2) with n participants. We can modify

this algorithm to work for fI2 in algorithm 3 and fI4 in algorithm 4 . In this case, we

only need to change the recursive function in Line 5 to D[m] = min max(D[j], (m−j)2)

and D[m] = min max(D[m],D[m−j]+(m−j)2). It is not difficult to show the following

theorem holds.
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Algorithm 4 Method based on Dynamic Programming for fI4
Input: each user’s requirement γ(ui)
Output: each user’s group number g(ui)
1: Sort all users into a list L such that their group size γ is in the ascending order
2: for i = 1 to n do
3: if i− γ(L[i]) ≥ 0 then
4: for j = 1 to i− γ(L[i]) do
5: D[m] = min max(D[m], D[m− j] + (m− j)2)
6: Store the group information which achieves D[i]
7: return g(ui) for all users based on the stored groups

Theorem 4. Algorithm 2 (or the modified version for fI2 or fI4) generates optimal

groups for optimization problem fI1 (or fI2 or fI4).

4.5 Summary

In this chapter, we propose two grouping algorithm, sorting and dynamic program-

ming, for grouping or clustering the participants into small groups so that every group

member could conduct the secure bidding process while the communication cost is

minimized. We also prove that sorting algorithm could provide a certain approxima-

tion with different optimization scenarios and dynamic programming algorithm offers

the optimal solution.



CHAPTER 5: GROUPING OVER HIERARCHICAL EDGE CLOUD

5.1 Introduction

With the rapidly increasing use of mobile devices equipped with built-in sensors,

mobile crowdsensing (MCS) [1,2] has become a promising paradigm, which is already

being used for many applications. It leverages a large number of mobile users to

accomplish large-scale tasks. Compared to traditional static sensing, MCS provides

better coverage at a lower cost. An MCS system consists of a large pool of mobile

users who are willing to perform various sensing tasks and a platform, residing on

the cloud, which recruits specific users for a given task. Perhaps the key challenge

in the MCS system is participant selection (also called task allocation), i.e., how

to select the appropriate users to perform sensing tasks under certain constraints.

Many participant selection algorithms have been proposed, taking different issues into

consideration (such as coverage [10,11, 74], energy [28, 29], incentive [18, 52, 59], data

collection [9, 13, 63] and truth discovery [66, 107, 108]). In this work, we focus on the

important and less studied problem of privacy-preservation in participant selection.

In an MCS system, there are two main categories of sensitive information that a user

needs to provide, both of which may lead to privacy breaches. The first is related to

the actual sensing data, which has been collected by the participants [21,36,39,41,108].

The second is information related to participant selection. This typically includes bid

value [73], which may indicate a user’s context (e.g. location or route trace), and

sensing quality [72], which reveals the users’ ability to perform sensing tasks (e.g.

mobile device quality). While there have been several studies on sensing data privacy,

participant anonymity, and location privacy, privacy-preserving participant selection

has rarely been discussed until quite recently [72,73,75].
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These papers suggest a two-step approach to privacy protection during the par-

ticipant selection process. The first is participant grouping [73] and the second is

secret sharing [72, 73]. Participant grouping is based on the idea of k-anonymity.

Specifically, mobile users are placed into small groups based on their privacy require-

ment (i.e. desired group size k). After this, a secret sharing (or bidding) protocol

is performed within each group to selected the winners. Finally, the group winners

will participate in a selection procedure at the platform level, while their identities

are hidden by their groups. Such solutions not only guarantee k-anonymity, but also

make the secret sharing/bidding more scalable (within each group instead of over all

participants). Note that complex encryption methods may not be suitable for this

scenario due to their high computation and communication overheads.

Although the idea of participant grouping for privacy-preserving participant selec-

tion was first proposed by [73], the previous work did not discuss how grouping is

performed. In this work, we carefully study the privacy-preserving participant group-

ing problem for MCS, where participant groups must satisfy the privacy requirements

of each user, i.e. the size of the group that a user is placed in should have k or more

members, where k is the user’s group size requirement. While larger groups have

better privacy, they also have more communication overhead and higher computation

costs. For this reason, we aim for groups that are as small as possible, while guar-

anteeing all users’ privacy requirement. Furthermore, we consider this problem over

hierarchical edge clouds (Figure 5.1).

Existing MCS systems are mainly cloud-based, and participant selection is per-

formed by the platform, which is located on a remote cloud sever. Thus, participants

must upload their bids and sensing quality to the cloud in order to take part in the

selection procedure. However, this not only leads to privacy concerns, but also causes

long communication delays, which are not tolerable for time-sensitive tasks. To miti-

gate these issues, we propose to use edge computing, which places small-scale servers
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at the edge of the network and performs data processing closer to the users. This

way, in addition to shorter communication latency, sensitive information will only be

submitted to nearby edge servers instead of to the remote platform. This provides

another layer of privacy protection for mobile users.

Privacy-preserving participant grouping over hierarchical edge clouds has its own

challenges. First, there is an important trade-off in finding an optimal location on

the edge cloud. On the one hand, to minimize communication latency, it is preferable

for a mobile user’s group to be located on a server close to the user, but on the other

hand, to ensure greater privacy, one may need to pool users from several locations

and thus host their information further away. Second, not only the location, but the

size of the group matters. This also requires a trade-off since larger groups provide

more privacy, but they require larger computation costs when performing the secret

sharing/bidding procedure. Third, the overall costs and loads among edge servers

and groups need to be optimized or balanced.

Our contributions can be summarized as follows:

• We model participant grouping into multiple optimization problems, Min-Max

of group size (or its square) and Min-Sum of group size (or its square) under

the circumstance of considering the communication cost between hierarchical

edge servers and the communication cost for exchanging group members’ ID or

not. To the best of our knowledge, this is the first work tackling the privacy

preserving participant grouping problem for MCS over hierarchical edge clouds.

• Considering the communication cost between edge servers, we propose two

heuristic algorithms Top-Down and Bottom-Up with complexity O(N logN)

to solve the Min-Sum problem and they could be easily extended to other prob-

lems.

• Experiments results in Chapter 6 validate the proposed approaches using both
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Figure 5.1: MCS framework over edge clouds includes three main parts: mobile
users (participants), hierarchical edge clouds (acting as a third party to perform
grouping and secure sharing/bidding), and the MCS platform on cloud with sensing
tasks from requesters (task owners).

synthetic and real-life datasets. It confirms that our methods are efficient for

the privacy preserving participant groups, while minimizing or balancing the

overall costs over hierarchical edge clouds.

The remainder of this work is organized as follows. In Section 5.2, we give the prob-

lem definitions for four different situations. In Section 5.3, we propose and analyze

our grouping algorithms. Finally, we conclude in Section 5.4.

5.2 Participant Grouping over Hierarchical Edge Clouds

5.2.1 MCS System over Hierarchical Edge Clouds

As shown in Figure 5.1, the proposed MCS system over the hierarchical edge clouds

(MCS-HEC) has three major components: the mobile users, the hierarchical edge

clouds, and the MCS platform on the cloud. Here, the hierarchical edge clouds act

as a third party to perform grouping for all participants and then facilitate secure
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sharing/bidding within each group. The final participant selection is performed by

the MCS platform. We assume that both the platform and the hierarchical edge

clouds are semi-honest, i.e., they follow the protocol but they are curious. In this

work, we focus on the task of participant grouping. After grouping the participants,

standard approaches for secure sharing/bidding such as those given in [72,73] can be

applied. Figure 5.1 demonstrates the overall flows in our MCS-HEC system.

5.2.1.1 Hierarchical Edge Clouds

We represent the hierarchical edge clouds by a tree with multiple tiers (also called

levels), consisting of a set of M edge server nodes V = {v1, v2, · · · , vM}, as shown in

Figure 5.2. Recall that the edge nodes are semi-honest and this only has influence

on the secure bidding process but not grouping. The number of children for each

node varies and is determined by the edge network architecture. For each node v, we

denote its level by lv, its ancestor node set and descendant node set by Av and Dv

respectively. Further, we define Al,v (Dl,v) as the ancestor (descendant) nodes of node

v at tier l. We set l = 0 for the root node, and there are I levels in total. We assume

that the participants are directly connected to the leaf servers in the hierarchical

clouds. The higher the tier (with a smaller level) that a server is located at, the more

resources it can provide for computation but with longer communication delay.

5.2.1.2 Mobile Users

Assume that there are N mobile users U = {u1, u2, · · · , uN} in our MCS edge

system. When user ui joins the system, she chooses the nearest edge server v to join

the MCS platform and sends in her registration data (γ(ui), s0(ui), s(ui), g(ui)). Here

γ(ui) is her group size requirement (privacy requirement), s0(ui) is the edge node

where her registration data is stored at the beginning, s(ui) is the edge node where

her final group sits, and g(ui) is the group index of ui after grouping. Initially, the

latter two are empty.
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Figure 5.2: Participant grouping over hierarchical edge clouds: ten users are
connected to the edge servers at different tiers, and they are divided into three groups
at servers a, b & c.

During the grouping process, an edge server v can put its user ui on a node at

a higher tier if γ(ui) can not be satisfied locally or a node at a higher tier needs

more participants. Due to the limitations of the tree structure, v can only put its

users on one of its ancestor nodes (Av ⊆ V ). After the grouping process, each

user ui is placed into a group Gg(ui) which sits on edge server s(ui). Here, s(ui) ∈

{s0(ui)} ∪ As0(ui) and 0 ≤ ls(ui) ≤ ls0(ui). Assume that we wind up with x groups,

which we call G1, G2, · · · , Gx. Note that
∑x

i=1 |Gi| = N and |Gi| ≥ maxu∈Gi γ(u)

(i.e., the number of participants in each group is larger than or equal to the largest

group size requirement of any participant in that group).

5.2.2 Grouping Problems over Hierarchical Edge Clouds

The goal of our privacy-preserving participant grouping is to divide the partici-

pants into groups, which satisfy the privacy requirements of all of the participants

while minimizing the total communication cost in the secure sharing/bidding process

(i.e., participant selection process). In this chapter, we consider communication costs

between edge nodes in to the total communication cos. Further, we still consider two

secure bidding/sharing approaches and use |G| and |G|2 as the communication costs
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for secure bidding/sharing.

Different with former chapter, we consider the delay among different levels of edge

servers here. Although the servers at higher tiers can provide better privacy coverage,

the communication between different tiers may cause long delays. Here, we use the

level difference between ls(ui) (where the final group sits) and ls0(ui) (where the mobile

user originally sits) to represent the delay of a particular user ui. In this case, the

four types of optimization problems can be defined as following:

fII1 = min
x

max
i=1

∑
uj∈Gi

(ls0(uj) − ls(uj))

fII2 = min
x

max
i=1

(|Gi|2 max
uj∈Gi

(ls0(uj) − ls(uj)))

fII3 = min
x∑
i=1

∑
uj∈Gi

(ls0(uj) − ls(uj))

fII4 = min
x∑
i=1

(|Gi|2 max
uj∈Gi

(ls0(uj) − ls(uj))).

(5.1)

Here, for simplicity, we assume that there is at most one group per edge server and

the maximal level difference of a group is used to estimate the delay within the group.

Constraints for All Scenarios: The following constraints are applicable to all

the objectives listed above.

∀Gi, |Gi| ≥ max
u∈Gi

γ(u)

∀ui, s(ui) ∈ {s0(ui)} ∪ As0(ui)
(5.2)

The first constraint is that for each group, the number of its members should be

equal to or larger than the largest group size requirement among its users. The second

constraint is that each user’s final group sits either on its original edge server or its

server’s ancestor nodes. Note that, for all scenarios, we assume that there exists at

least one feasible solution, for example, if all of the users are grouped into a single
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Figure 5.3: Example of Top-Down Algorithm: (a) 6 users on leaf nodes of 3-tier
edge tree at beginning; each number represents the group size requirement of a user;
(b) when processing all users at the root (Line 10-20 in Algorithm 5), 5, 4 and 2
cannot fit in the root’s children groups, thus are left at the root in step 1 by blue
arrow; when call Algorithm 6 at the root (as shown in Figure 5.4), 2 more users
are brought to the root in step 2 by interaction black arrow; (c) the left user with
requirement 1 will be remained to leaf when the TD is called at next level.

group (at the root) then everyone’s privacy requirement can be met.

5.3 Grouping Algorithms for MCS-HEC

In this section, we propose several heuristic grouping algorithms to solve the op-

timization problems with feasible solutions effectively. genetic algorithms and stim-

ulated annealing algorithms cannot be applied here since the feasible solutions are

limited and the neighbor (or the mutation) of current solution is infeasible with high

probability(with the assumption that the number of users on a server is less than the

largest group size requirement). Hence, we propose two heuristic algorithms: top-

down and bottom-up. While these are developed to optimize fII3 , they can be used

to get solutions for all of the objective functions. Further, we extend these two algo-

rithms to get solutions that are geared for fII2 . Similar methods can be developed

for the other cases in Scenario II.

5.3.1 Top-Down Algorithm

The top-down algorithm is given in Algorithm 5. Its main idea is to arrange the

users on the edge cloud server tree starting at the root and ending at the leaf nodes.
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We begin at the root and consider all of its children. At each child we place all of the

users such that that child is an ancestor of the leaf that the user starts on. If there

are users at these children, whose requirements are not satisfied, they are moved back

to the root. After this step the requirements of all users in groups on the children

are satisfied. However, the requirements of some users in the root group may not

be. If at least one user on the root has a requirement that is not satisfied, then we

must move one or more users from the children to the root. The specific way that

we do this is described by Algorithm 6. After this, all requirements of all users are

satisfied and all users are either on the root or one of its children. We then repeat

this procedure treating each child the same way that we treated the root. Figure 5.3

illustrates a simple example of the Top-Down algorithm, while Figure 5.4 shows the

corresponding example of Algorithm 6. Note that the sorting in Algorithm 6 can

be done via a global sorting in the beginning of Algorithm 5 at cost O(N logN).

Then since each user is moved at least one level during the repeat procedure, the

time complexity after sorting is only O(N). Hence, the overall time complexity of

Algorithm 5 is O(N logN).

Figure 5.4: Example of Algorithm 6: (a) node A sends the request to node B and
C to request more users; (b) nodes B offers his additional user with 3 to A and C has
nothing to offer, and thus A chooses to accept the 3 from B. Since the requirement
at A is not satisfied yet, A asks again; (c) finished after B contributes one more user
from node B. Red arrow indicates the request and blue arrow indicates offloading.
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Algorithm 5 Top-Down Algorithm for Scenario II
Input: each user’s requirement γ(ui) and location s0(ui)
Output: each user’s final group location s(ui) and group number g(ui)
1: Each node v creates an empty group Gv

2: Place all users in the group at the root
3: for l = 0 to I − 1 do
4: for all nodes v at level l do
5: TD(v, l)
6: return s(ui) and g(ui) for all users

7: Function TD(v, l)
8: if v is a leaf node then

9: return
10: for all u ∈ Gv do

11: place u in Gv′ , where v′ is the unique child of v that is an element As0(u)
12: for all v′ that are children of v do

13: while maxu∈Gv′ γ(u) > |Gv′ | do
14: Move all u ∈ Gv′ with γ(u) > |Gv′| from Gv′ to Gv

15: if |Gv| < maxu∈Gv γ(u) then
16: Call Algorithm 6 with node v and level l + 1
17: EndFunction

5.3.2 Bottom-Up Algorithm

The bottom-up algorithm is given in Algorithm 7. Its main idea is to first place

all users into their lowest possible positions and then move them up as necessary to

ensure that their requirements are satisfied. Specifically, we begin by placing all users

into groups at their starting locations on the leaves. If a user cannot be satisfied at

the leaf, that user is moved up to the parent node. In the end, a leaf node is either

empty or it has a group, where all users have their requirements satisfied. After

this we repeat the procedure at the next level, but with one important difference.

This time we check if the user’s requirements would be satisfied not just by all users

on this node, but by all users on this node and any of its descendants. After we

finish, we may have some users whose requirements are not met. Now, starting at

the root, we modify the groups to ensure that all requirements are met. The details

are given in Algorithm 7, and an example is illustrated in Figure 5.5. Similarly, the
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Algorithm 6 Update Gv at node v
Input: Node v and level l′ (along with all information about all users and groups)
1: while |Gv| < maxu∈Gv γ(u) do
2: for all v′ ∈ Dl′,v do
3: Define the set Sv′ = ∅
4: Take any u ∈ Gv′ with γ(u) = maxu′∈Gv′ γ(u′) and place it into Sv′
5: while maxu∈Gv′\Sv′ γ(u) > |Gv′ \ Sv′| do
6: Take any u ∈ Gv′ \Sv′ with γ(u) = maxu′∈Gv′\Sv′ γ(u′) and place it into Sv′
7: Sort the v′ in order of increasing |Sv′ |
8: if maxv′ |Sv′ | ≤ (maxu∈Gv γ(u)− |Gv|) then
9: Choose the last v′ in the order and move all u ∈ Sv′ from Gv′ to Gv

10: else
11: Choose the first v′ in the order such that |Sv′ | ≥ (maxu∈Gv γ(u)− |Gv|) and

move all u ∈ Sv′ from Gv′ to Gv

Figure 5.5: Example of Bottom-Up Algorithm: consider the same example in
Figure 5.3(a); (a) first move all each user to the upper level node where the total
users from descendants could satisfy its requirement; e.g., the user with 3 could be
satisfied on node B since its descendants D and E have two more users; (b) then run
Algorithm 6 for each node where the users are unsatisfied starting from root; here
the root gets the users with 3 from B and 1 from D; (c) all the users are met their
group size requirement.

time complexity of Bottom-Up algorithm is O(N logN) too.

5.3.3 Extended Algorithm for fII2

The outcomes of Algorithms 5 and 7 ensure that every user’s requirements are

satisfied. Further, they aim to minimize the total level differences. However, they

can be improved upon when optimizing fII2 (where the square of group size matters).

The algorithm is given in Algorithm 8. The idea is that we first run Algorithm 5 or
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Algorithm 7 Bottom-Up Algorithm for Scenario II
Input: each user’s requirement γ(ui) and location s0(ui)
Output: each user’s final group location s(ui) and group number g(ui)
1: Each node v creates an empty group Gv

2: for all users u do
3: Place u into Gs0(u)

4: for l = (I − 1) to 0 do
5: for all nodes v at level l do
6: if |Gv| = 0 then
7: continue
8: Set Hv = Gv′ ∪

(⋃
v′∈Dv Gv′

)
9: while maxu∈Gv γ(u) > |Hv| do
10: Move all u ∈ Gv with γ(u) > |Hv| from Gv to Gvp where vp is the parent

of v
11: for l = 0 to (I − 1) do
12: for all v at level l do
13: if Gv = ∅ or |Gv| ≥ maxu∈Gv γ(u) then
14: Continue
15: for l′ = l + 1 to I − 1 do
16: if

∑
v′∈Dl′,v

|Gv′|+ |Gv| < maxu∈Gv γ(u) then
17: move all users from

⋃
v′∈Dl′,v

Gv′ to Gv

18: else
19: Call Algorithm 6 at v and l′
20: Break
21: return s(ui) and g(ui) for all users

Algorithm 7 to get a feasible solution. Then, to further reduce the objective function,

we repeatedly find the node v whose corresponding group has the highest cost. We

then reduce its cost by distributing some of its users to other nodes. We try all

possible combinations of user subsets of v, which can satisfy the new requirement at

v after partition (moving the subset to other nodes).Then we try to move the subset

of users to one of their ancestor. As Line 6 in Algorithm 8, we can select the ancestor

with least increasing cost (we call it Extended-LI). Or we can select the ancestor

that can lead to the most decrease cost of current node v (such variation is called

Extended-MD). We repeatedly decrease the maximal cost until no further reduction

is possible.
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Algorithm 8 Extended Algorithm for fII2
Input: each user’s requirement γ(ui) and location s0(ui)
Output: each user’s final group location s(ui) and group number g(ui)
1: Perform Algorithm 5 or 7 to get a feasible solution
2: max = maxxi=1(|Gi|2 maxuj∈Gi(ls0(ui) − ls(ui)) and v =

arg maxxi=1(|Gi|2 maxuj∈Gi(ls0(ui) − ls(ui))
3: repeat
4: Put all users u ∈ Gv (the group on node v) into list L and sort them based on

γ(u)
5: Consider all possible user subsets from partitioning the users in L from its head

or tail such that the remaining users in L can still satisfy the requirement
6: For each possible user subset, check whether moving them to their common

ancestors can still satisfy the new requirement there. If so we pick the one
whose cost increases least after serving these new users, and move these users
to that ancestor’s group

7: max = maxxi=1(|Gi|2 maxuj∈Gi(ls0(ui) − ls(ui)) and v =
arg maxxi=1(|Gi|2 maxuj∈Gi(ls0(ui) − ls(ui))

8: until max does not decrease anymore and all nodes v with max cost have been
tried

9: return s(ui) and g(ui) for all users
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Figure 5.6: User Partition in Algorithm 8: (a) the original sorted user list L at
v; (b) the subset of users by partitioning L from the head; (c) the subset of users by
partitioning L from the tail. Algorithm 8 will try all possible subsets.

5.4 Summary

In this work, we developed several novel participant grouping mechanisms for pro-

tecting the privacy of participants over hierarchical edge clouds in mobile crowd sens-

ing. By introducing the privacy-preserving grouping, not only can the participants

be hidden in groups, but also the secure sharing/bidding within a group can be
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performed more efficiently. Our design goal is to minimize the communication cost

during secure sharing or bidding while satisfying the user requirements for privacy

preservation. For different scenarios and optimization functions, we propose a set of

grouping schemes to fulfill the goal and guarantee users’ privacy requirements.



CHAPTER 6: PERFORMANCE EVALUATION

6.1 Simulations for Participant Selection

6.1.1 Dataset and Configuration

D4D Dataset: D4D dataset is a mobile phone call tracking data, from the Orange

for the Data for Development (D4D) challenge [109]. The data is anonymized call

detailed records of phone calls between 50, 000 Orange mobile users in Ivory Coast

between December 1, 2011 and April 28, 2012. We use a dataset of individual mobile

phone call tracking trace with high spatial resolution (SET2 in D4D datasets), which

contains the access records of antenna (cellular tower) of each mobile user in every two

weeks. Since the density of phone call is very sparse, we merge records from multiple

weeks into a single week and use one week (7 days) as the whole sensing cycle T . There

are 46, 613 records for the user showing up in all cellular towers without duplication,

and the number of such users is 10, 704. We assign the location of each task randomly

from the locations of 18 cellular towers, which are with the highest call records. Most

of these towers are located in the downtown region of Abidjan. We treat the distance

between a participant (her current tower) and the task (its location at one of the 18

towers) as the bid value1 for each participant to that task. In other words, when a

participant is far away from a task location, her cost to perform the sensing task is

high. Since the records of mobile phone call (tower location) is not the exact position

of participants, in our simulations, we add an additional random distance with range

[0, 1] to the estimated distance as the original bid value.

SFC Dataset: Although D4D dataset provides a real-life large scale traces for
1Note that the bid value can be others, e.g., users’ ability to perform the task. Here we just use

the distance as an example, which is easy to obtain from both datasets.
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Table 6.1: Parameters of D4D and SFC Simulations used in privacy-preserving par-
ticipant selection.

Parameter Value or Range (D4D)
Unit of time/Task duration 1 day
Number of locations (towers) 18
Number of tasks M 60, 80, 100, 120, 140
Number of candidate participants N 2000, 4000, 6000, 8000, 10000
Group size K 20, 40, 60, 80, 100
Length of whole sensing cycle one week (7 days)
Number of data records 46613
Total period of traces used Dec 5, 2011 to Jan 8, 2012
Parameter Value or Range (SFC)
Unit of time/Task duration 10, 20, 30, 40, 50, 60 Minutes
Number of tasks M 60, 80, 100, 120, 140
Number of candidate participants N 504
Group size K 10, 20, 30, 40, 50
Length of whole sensing cycle one day
Number of data records 508979
Total period of traces used May 17, 2008 to June 10, 2008

human mobility, it does not have high spatial resolution (still at cellular tower level).

Therefore, we also use the San Francisco Cab (SFC) Dataset [110] for simulations,

which includes the GPS traces (total 11, 200, 335 data records) from 536 cabs in total

25 days from May17, 2008 to June10, 2008. We believe that SFC can provide com-

plemental scenarios for our simulations. Here, we use a subset of all traces (tailored

both on temporal and spacial domains), which has 504 participants with 508, 979

data records. Since the GPS records are accurate locations, we randomly generate

the locations of sensing tasks and use the distance between the participant and the

task as the true bid.

Table 6.1 summarizes the parameter settings. R is set to 1, 000 times the largest

bid.

6.1.2 Compared Methods and Metrics

In our experiments, we compare our proposed participant selection method with

three alternative mechanisms: PRIDE [111], the group mechanism with trusted third
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party (TTP) and the location obfuscation method (Noise). PRIDE is a privacy-

preserving and strategy-proof spectrum auction in cognitive radio networks, which

leverages complex cryptographic techniques (such as secure multiparty computation,

order-preserving encryption, and oblivious transfer) to obtain the lowest bid and pre-

serve bid privacy. We have adopt it to our scenario and use RSA with modulus of

1024 bits for encryption/decryption. In TTP, we introduce a completely trusted third

party to perform group bidding. All information about participants such as bid, ID

and spatiotemporal matrix, are transparent to TTP. It could absolutely protect the

participants’ privacy from platform but rely on TTP entirely. Noise applies a stan-

dard privacy preserving technique, adding noises (range from 0 to 10) in the bids (i.e.

the distance between the participant and the task) from each participants.

We test all these methods under different settings (with various number of partic-

ipants, number of tasks, group size, and task period), and evaluate them with the

following metrics.

Running time: the time between the tasks is broadcast and all participants have

been selected. Here we assume that the participant selection algorithm is the same

for all method, picking the participant with the smallest bid as the winner.

Communication cost: the communication costs in all steps, including task broad-

cast, group formation, winner decision and second bid calculation in each group, and

winner decision for tasks. It is measured as the average round of message exchanges

from each participant per task.

Overpayment/Accuracy: since b(t, l) acts as the bid of winner w(t, l) and p(t, l)

as the related payment to her for this task, the overpayment for this task is defined

as p(t, l)− b(t, l). Then the total average overpayment is an average over all tasks.

6.1.3 Simulation Results

We first test the performance of all methods using both D4D and SFC datasets

in terms of communication cost and running time. Simulation results are shown in
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(a) communication cost (b) running time

Figure 6.1: D4D simulation with different group sizes: (a) average communica-
tion cost per participant per task and (b) running time per task with different group
sizes over 100 tasks and 6, 000 participants.

Fig. 6.1 ,Fig. 6.2, Fig. 6.3 ,Fig. 6.4 and Fig. 6.5, respectively. In Fig. 6.1(a) and Fig. 6.4

(a), we consider we consider the average number of message exchanges per task per

participant with different group sizes, as shown in Fig. 6.1(a) and Fig. 6.4(a). First,

the communication costs of Noise and PRIDE do not change with group size, while

those of TTP and our method decrease with the growth of group size as the virtual

participants on behalf of each group decease with the larger group size. Compared

with TTP or PRIDE, our method needs more message exchanges to achieve privacy

preserving. However, the larger group is, the more computation time for obtaining

the polynomials value. Hence, for running time (Fig. 6.1(b) and Fig. 6.4(b)), our

methods are similar with TTP which is increasing slightly longer than Noise (mainly

for group creation and group bidding). However, PRIDE takes significantly more

time than other methods because its encryption process is time consuming. In addi-

tion, with increasing number of tasks, more time is needed for all methods. Overall,

our method can achieve privacy-preserving with similar running time but larger com-

munication cost compared with TTP. The communication overhead is the price for

privacy-protection.

We also measure the communication cost for different number of tasks and par-
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Figure 6.2: D4D simulation with different number of tasks: (a) average com-
munication cost per participant and (b) total running time per participant per task
with various number of tasks, 6, 000 participants and group size at 60.
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Figure 6.3: D4D simulation with different number of participants: (a) average
communication cost per task and (b) total running time per task with different number
of participants when group size is fixed at 60 with 100 tasks.

ticipants. In Fig 6.2 and Fig. 6.5, first, with the total tasks increasing, the total

communication cost and running time for all methods rise for sure. Then the com-

munication cost of our methods is higher than the others because the participants

in our model need to exchange the message with TP or KG for privacy protection.

As participants need to send their bids to third party first in TTP, hence the com-

munication cost is slightly higher than Noise method. Nevertheless, among all the

methods, running time of PRIDE is much longer than others for that the encryption

and decryption is time consuming.



67

group size
10 15 20 25 30 35 40 45 50

c
o

m
m

u
n

ic
a

ti
o

n
 c

o
s
t

2

3

4

5

6

7

8

Our Method
Noise
PRIDE
TTP

10 20 30 40 50

7.82

7.84

7.86

7.88

7.9

7.92

7.94

10 20 30 40 50
1.55

1.6

1.65

1.7

10 15 20 25 30 35 40 45 50
10

2

10
3

10
4

10
5

group size

R
u

n
n

in
g

 T
im

e
 (

s
)

 

 

Our Method
Noise
PRIDE
TTP
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Figure 6.4: SFC simulation with different group sizes: (a) average communi-
cation cost per task per participant and (b) total running time per participant with
different group sizes over 100 tasks and 504 participants.
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Figure 6.5: SFC simulation with different number of tasks: (a) average com-
munication cost per task and (b) total running time with different number of tasks
when group size is fixed at 30 with 504 participants.

Beside, we test the communication cost and running time with different number

of participants for D4D dataset when the group size and tasks number are fixed in

Fig. 6.3. With more participants, more time is needed for more information exchang-

ing. Even communication cost of our method is higher than the others (Fig. 6.3(a)),

our running time is much lower than PRIDE (Fig. 6.3(b)).

We also measure the payments of different methods and compare them with the

true cost. Results are shown in Fig. 6.6. First, both cost and payment decrease with

the increase of number of participants (Fig. 6.6(a)) and the task duration (Fig. 6.6(b)).
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Figure 6.6: Average cost and payment for all the tasks by different methods in
(a) D4D simulations and (b) SFC simulations. Smaller plots show the overpayment
ratios of our method and Noise.
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Figure 6.7: D4D simulation: KG involvement and communication cost with differ-
ent number of tasks.

With more participants, the platform/group can choose lower minimum bid and pay

less rewards to the winners. With longer task duration, participants have more

chances to bid less. Further, our method, TTP and PRIDE pay the same amount, and

Noise pays the most. This can be clearly seen in the smaller plots within the figures,

which show the overpayment of our method and Noise. Obviously, Noise sacrifice

the overpayment to protect the privacy. Note that the difference of overpayments

between Noise and our method is not significant in SFC simulations. This may be

due to that the range of random noises is much smaller than the distances (true bids)
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Figure 6.8: SFC simulation: KG involvement and communication cost with various
DT value and the number of tasks.

in SFC dataset.

Last, we consider the involvement of KG. Recall that when a participant wants

to bid a task which has the same spatiotemporal requirement and desired group

size with a previous task she bided, the participant needs to refresh her ID and

polynomial values from KG. In the following experiments, we fix the group size and

consider the effect of the number of tasks. Fig. 6.7 and Fig. 6.8 clearly show that,

more involvements of KG (also extra communication cost) are needed when there are

more tasks. This confirms the theoretical analysis we had in Section 3.4.2. Here, the

baseline is the method without any refreshing of IDs and values. Since we do not

have tower location as the task location for SFC dataset, we consider the distance

among tasks instead for refreshing decision. We assume that a participant needs to

refresh her ID and values from KG when the distance between the current task she

wants to bid and any of her former tasks is less than the predefined distance threshold

(DT). As shown in Fig. 6.8, with larger distance threshold, both KG involvement and

communication cost become larger. This is reasonable, since the current task will

interfere with more tasks in the larger range, which then results in more involvements

of KG and more message exchanges.
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6.2 Simulations for Participant Grouping

In this chapter, we evaluate the performance of the proposed algorithms on three

different datasets (one synthetic and two real-world datasets). We begin by describing

the datasets and simulation settings, then we compare and analyze the performance

of our algorithms for both scenarios.

6.2.1 Dataset and Configuration

D4D Dataset: We use the D4D dataset for our experiment. We first pick 18

cellular towers with the highest call records as edge severs, and organize them into a

4-tier tree as shown in Figure 6.10. Hierarchical edge cloud could also be constructed

with additional servers and we only use the towers in the dataset here. There are

6, 880 users access the edge cloud at the 9 leaf nodes with 50, 898 individual call

records. Without loss of the generality, we average our simulation results by running

on 34 different tasks with different time requirements and each of them has 300

users who are willing to participant. In addition, we assign the group size (privacy

requirement) to each user with a uniform distribution with range of [0, r], where

r = [30, 60, 90, 120, 150, 180].

6.2.2 Performance Metrics

We used the following metric to compare the performance of the proposed algo-

rithms under different simulation settings. Note that we report the average values of

these metrics over multiple rounds of simulations.

Objective Function: The cost of performing secure sharing/bidding is defined in

Equation (4.1), Equation (4.2), and Equation (5.1) for different cases. For simplicity,

when it is clear from the context we write f instead of fI1 , fI2 , fI3 , fI4 , fII1 , fII2 , fII3 ,

and fII4 .
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Figure 6.9: Participant grouping with D4D: simulation results of Algorithm 1
(Sorting) and Algorithm 2 (DP) with different maximal group size requirement r from
30 to 180.

6.2.3 Simulation Results

We test the performances of Algorithm 1 (Sorting) and Algorithm 2 (DP) for par-

ticipant grouping. This set of simulations are performed on real-world D4D dataset.

We use total 300 mobile users with the group size follows a uniform distribution with

range of [0, r], where r is from 30 to 180. Results are given in Fig. 6.9. As the maximal

group size requirement r increases, the cost f for performing secure bidding also in-

creases for the objective function. This is reasonable because with larger r, the users

has probability to chose the larger group size requirement and more users are needed

to form a group. Furthermore, the performances of these two algorithms is almost

identical. Note that in chapter 4, we have showed that Sorting cannot guarantee

to find the optimal solution while DP can. However, in this set of simulations, due

to the uniform randomness of group size requirements, the cases where the optimal

solution cannot achieved by Sorting (as those in Fig. 4.1) do not occur. Notice that

when the maximal group size in optimal solution is the same with the maximal group

size requirement, Sorting can indeed find the optimal solution. Last, in this set of

simulations, we also observe that Algorithm 1 runs much faster than Algorithm 2

does, as theoretical analysis confirms.
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6.3 Simulation for Grouping over Hierarchical Edge Clouds

6.3.1 Datesets and Configuration

Synthetic Dataset: In this dataset, 50 mobile users are uniformly distributed

on 4 leaf nodes in a 3-tier balanced binary tree. This small dataset is mainly used

for testing our methods for Scenario II against a Bruce Force method. The group

size assigned to each user follows a uniform distribution with range of [0, r], where

r = [10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30] respectively.

D4D Dataset: The part of the dataset that we used includes the records between

December 5, 2011 and January 8, 2012. Further, we pick 18 cellular towers with the

highest call records as edge severs, and organize them into a 4-tier tree as shown

in Figure 6.102. There are 6, 880 users access the edge cloud at the 9 leaf nodes

with 50, 898 individual call records. Without loss of the generality, we average our

simulation results by running on 34 different tasks with different time requirements

and each of them has 100− 500 users who are willing to participant. In addition, we

assign the group size (privacy requirement) to each user with a uniform distribution

with range of [0, r], where r = [30, 60, 90, 120, 150, 180]. The parameters for tasks and

participants are summarized in Table 6.2.

SFC Dataset: We also use the San Francisco Cab (SFC) dataset [110] for

our grouping over hierarchical edge cloud simulations. In particular, we used the

data on June 6, 2008, which has the most users and data records, 504 and 508, 979

respectively. To generate the location of edge servers, we use a 16-grid map of San

Francisco to generate a 3-tier balanced quad tree with 16 small grid cells as its leaves.

We average all of our results by running 310 tasks with 50 − 300 users. Since the

number of users are much smaller than the one in D4D, hence, the group size for

SFC follows the uniform distribution as well but with a smaller r value, where r =

2Hierarchical edge cloud could also be constructed with additional servers and we only use the
towers in the dataset here.
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Table 6.2: Parameters of D4D and SFC Simulations used in participant grouping over
hierarchical edge clouds.

Dataset Parameter Value or Range
number of accessible towers 9 out 18 towers
# of candidate N for fII3 100, 200, 300, 400, 500
# of candidate N for fII2 50
number of data records 50, 898

D4D total number of tasks 34
max group size req. r for fII3 30, 60, 90, 120, 150, 180
max group size req. r for fII2 2, 3, 4, 5, 6, 7
total period of traces used Dec 5, 2011 to Jan 8, 2012
number of regions 16
# of candidate N 50, 100, 150, 200, 250, 300
number of data records 508, 979

SFC total number of tasks 310
max group size req. r for fII3 20, 40, 60, 80, 100, 120
max group size req. r for fII2 2, 3, 4, 5, 6, 7
total period of traces used June 6, 2008

[20, 40, 60, 80, 100, 120]. Table6.2 shows the details of parameter settings.

6.3.2 Performance Metrics

We used the following metrics to compare the performance of the proposed algo-

rithms under different simulation settings. Note that we report the average values of

these metrics over multiple rounds of simulations.

Grouping Ratio: This metric is used to measure how many levels for all the users

(groups) are moved in the tree, and is denoted by:

fII3∑
u ls0(u)

=

∑
u(ls0(u) − ls(u))∑

u ls0(u)
= 1−

∑
u ls(u)∑
u ls0(u)

.

This metric is mainly used for fII3 in Scenario II. Note that group ratio is ratio

between fII3 and its largest value (i.e. when all users are placed in the root’s group

and the leaf level is the largest) at beginning. Note that group ratio is a value between

0 and 1, smaller value means less moving (better and smaller cost fII3 as well). When

group ratio equals to 1, everyone moves to the root. When it equals to 0, everyone
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D4D tree

Figure 6.10: Hierarchical Edge Clouds for D4D dataset: a 4-tier tree with 18
edge nodes, (i.e., towers with shown tower IDs).

stays at the leaf nodes.

Objective Function: The cost of performing secure sharing/bidding is defined in

Equation (4.1), Equation (4.2), and Equation (5.1) for different cases. For simplicity,

when it is clear from the context we write f instead of fI1 , fI2 , fI3 , fI4 , fII1 , fII2 , fII3 ,

and fII4 .

Iteration Times of Algorithm 8: In Algorithm 8, we need to repeatedly dis-

tribute the participants from the edge server with the most costing group to other

nodes (Lines 3-8) until no further improvement. Hence, we evaluate efficiency of the

algorithm by measure the number of iterations needed to converge. A smaller number

of iteration is preferred for Algorithm 8.

6.3.3 Simulation Results

Simulation Results for fII3: We first evaluate the performances of Algorithm 5

(Top-Down) and Algorithm 7 (Bottom-Up) by comparing it to a brute force algorithm

on the small synthetic dataset for the objective fII3 . Figure 6.13 shows the results of

grouping ratios η of these three methods. Note for fII3 , the grouping ratio η is just a

scale of the cost fII3 . As shown in Figure 6.13, η rises as the group size requirement
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Egde nodes in D4D

Figure 6.11: Locations of cell towers near Abidjan used edge nodes in our simulations

r increases. This is because the users need to move towards the root when their

group size requirements increase. Further, we can see that both proposed algorithms

perform closely to the optimal solution obtained by the brute force algorithm. This

demonstrates the efficiency of our proposed Top-Down and Bottom-Up methods.

Next, we evaluate the performance of these algorithms on two real-life datasets

with larger number of users. Since Brute Force cannot perform on these datasets due

to large search spaces, we also include results of Algorithm 1 (Sorting) for reference.

Recall that Sorting ignores the level of edge structure during the grouping process.

To make it suitable for Scenario II, we set each group to the common ancestor node

of all users in the same group and merge groups on the same node to a single group.

Simulation results are shown in Figure 6.14 and Figure 6.15 for D4D and SFC dataset,

respectively. Since Sorting ignores the level of edge structure, it performs much worse

than the other two algorithms on both datasets. Further, we can see that, all curves

are analogous on these datasets. As the total number of users increases, the probabil-

ity that a participant could be satisfied on a lower edge server node is higher, thus, the

grouping ratio decreases. In addition, as the group size requirements increases, the

users need to move towards the root to satisfy the requirements, as a result, the group-
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(a)Synthetic tree (b) SFC quad tree

Figure 6.12: Hierarchical Edge Clouds for Synthetic dataset and San Fran-
cisco dataset: (a) a 3-tier binary synthetic tree with 4 edge nodes and (b) a 3-tier
quad tree with 16 edge nodes (i.e, the 16 grid cells over maps).
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Figure 6.13: Synthetic data simulation for fII3: grouping ratios of Brute Force,
Top-Down and Bottom-Up with 50 participants and maximal group size requirement
r from 10 to 30.

ing ratio also increases. There are no significant difference between performances of

Top-Down and Bottom-Up, while Bottom-Up slightly performs better.

Simulation Results for fII2: Finally, we compare the performance of Algorithm 8

(two versions: Extended-LI and Extended-MD) to that of Algorithm 7 (Bottom-Up)

on the two real-world datasets for fII2 . Results are given in Figure 6.16 and Fig-

ure 6.17. Here we directly measure the cost f . As the group size bound increases,

all of the cost curves rise. This is due to that we need larger group sizes and high

levels to satisfy the users’ requirements. Further, Extended-MD demonstrates better
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Figure 6.14: D4D simulation for fII3: (a) grouping ratios with maximal group
size requirement r = 60 and various number of users; (b) grouping ratios with 300
participants and different maximal group size requirement r.
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Figure 6.15: SFC simulation for fII3: (a) grouping ratios with maximal group
size requirement r = 40 and various number of users; (b) grouping ratios with 200
participants and different maximal group size requirement r.

performance than Extended-LI. This is because the longer the participants list is,

the less opportunity that the participants has common ancestor and then it is more

likely that vibration happens, i.e., the receiver node sends the same list of users to

the sender node. Despite a better performance, Extended-MD also requires signifi-

cant higher number of iterations than Extended-LI does. In addition, as the group

size requirement increases, the iteration times decreases for both Extended-LI and

Extended-MD, since there are less receiver nodes that have enough participants to

satisfy the users requirements. Most importantly, both Extended-LI and Extended-
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Figure 6.16: D4D simulation for fII2: (a) cost fII2 and (b) the iteration times of
Algorithm 8 with different maximal group size requirement r.
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Figure 6.17: SFC simulation for fII2: (a) cost fII2 and (b) the iteration times of
Algorithm 8 with different maximal group size requirement r.

MD can achieve better performance than BottomUp.

6.4 Summary

In this section, we conduct the simulation for those different problems with real-

life datasets, D4D dataset and San Francisco dataset. For experiment of privacy-

preserving participant selection, we compare our method with other three existing

methods and confirm the effectiveness and efficiency of our framework. For participant

grouping, we analyze the two proposed algorithm with D4D dataset and confirm the

theoretical analysis. At last, we extend and confirm our proposed algorithm for

participant grouping over hierarchical edge clouds based on three different datasets.
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We use a small size synthetic dataset to confirm the effectiveness of our heuristic

solutions and then further implement it on the real life dataset with several different

metrics and various hierarchical edge architectures. All of those simulation results

testify and validate the scalable participant selection efficiency with privacy preserved.



CHAPTER 7: CONCLUSION AND FUTURE WORK

As we address, one of the key challenges in MCS is how to select the participant

among the huge mobile users pool with considering the appropriate incentive, scalable

system, and privacy preserved. Hence, in this work, we mainly focus on designing

scalable privacy-preserving participant selection with appropriate incentive for mobile

crowd sensing system.

Since auction base selection has been widely used for current MCS systems to

achieve user incentive, following the classical VCG auction, we carefully design a

scalable grouping based privacy-preserving participant selection scheme, where par-

ticipants are grouped into multiple participant groups and then auctions are orga-

nized within groups via secure group bidding. By leveraging Lagrange polynomial

interpolation to perturb participants’ bids within groups, participants’ bid privacy

is preserved. In addition, we analyze the bidding game of our proposed solution

with three implications to prove the security. Finally, we extend our scheme with

consideration of sensing quality.

Besides, to address the participant grouping problem with the constraint of commu-

nication cost during participant bidding process, we propose two algorithms: sorting

and dynamic programming (DP). We prove that sorting algorithm could efficiently

achieve a feasible solution with certain approximation ratios. Dynamic programming

algorithm is proved to provide the optimal solution with time complexity O(N2).

In addition, in order to avoid the high overheads and poor scalability suffering from

cloud-based MCS platform and enhance the protection of user privacy, we further

propose a set of novel privacy-preserving grouping methods, which place participants

into small groups over hierarchical edge clouds. By doing this, not only can the
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participants be hidden in groups, but also the overall privacy-preserving participant

selection becomes more scalable. Our design goal is to group participants in a way that

minimizes the communication cost during secure sharing/bidding, while satisfying

each participant’s requirement for privacy preservation. For different scenarios and

optimization functions, we propose a set of heuristic grouping algorithms to fulfill

this goal.

For all of above work, extensive simulations over both synthetic and real-life datasets

are conducted to verify the efficiency and security, and confirm the effectiveness of

proposed mechanisms.

With the developing of MCS, more and more applications or platforms are de-

signed for different type of tasks. In the future, we will work on designed a scheme

for distributed participant selection. Besides applying the caching to enhance the

performance of the increasing and duplicated tasks, another methods is inferring the

sensing value by leveraging the correlation between each task since sometimes they

may be similar to each other on the spatial domain or temporal domain or even both.

In order to enhance performance and save energy, we will work on integrating MCS

system with some other applications, such as point-of-interest-tagging applications,

about the participant recruitment and incentive scheme. At last, we will make efforts

to apply other privacy definitions with measurable leakage degree (e.g. differential

privacy) into the privacy preservation for MCS. By carefully designing the distortion

noise, each participants’ information about location, sensing data and sensing quality

could be not distinguished.
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