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ABSTRACT 
 

 

AMOGH MADAN PAWAR.  Analysis of wound irrigation devices.  (Under the 

direction of DR. TONY SCHMITZ) 
 

 

In wound irrigation, the surface pressure at the wound is critical. Correct pressure ensures 

removal of bacteria and foreign debris without further tissue damage. Surface pressure 

measurements were performed for three irrigation devices, including a 500-ml bottle with 

four holes in the pouring cap, a 60 ml Syringe MonojectTM COVIDIENTM syringe, and a 

Sterile IRIG-8TM Wound Irrigation System from CENTURIONTM. A setup was designed 

to perform the measurements and subsequent data analysis. This setup included a 3D 

printed target, containers to catch the fluid, a force dynamometer, and a camera to capture 

the stream image. Doctors and nurses performed irrigation trials using the three devices. 

The pressure at the target area was calculated by dividing the time-dependent force by the 

cross-sectional area of the irrigation fluid stream/streams. An uncertainty analysis was 

completed to evaluate the measured pressure uncertainty. Mean, minimum, and maximum 

pressure values were calculated for each trail. The time to complete each trial was also 

recorded. A method for measuring the surface pressure in wound irrigation using various 

irrigation devices was realized.  
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1. INTRODUCTION 

Each year there are millions of emergency department visits for wound treatment in 

the United States [1]. Proper wound management is essential to prevent infection and 

ensure better and faster healing [2]. Rapid healing is best accomplished by providing an 

optimized environment [3]. Wound irrigation is one of the most important features of 

wound management [4] and is widely accepted as one of the best methods for wound 

cleansing [5]. 

Wound irrigation is defined as the steady flow of a fluid across an open wound for 

removal of bacteria, necrotic tissue, and deeper debris [6]. It also helps in visual inspection 

of the wound by identifying source of bleeding and determining if there is an emergency 

surgical concern [2]. There are different methods of irrigating a wound. Traditionally, 

devices such as bulb syringes, syringes with an attached needle, and a plastic container 

with a cap or nozzle have been used to deliver the irrigation fluid to the wound. The medical 

devices presently used are designed to provide a steadier wound pressure [2]. The three 

key factors that influence the efficiency of wound irrigation are irrigation pressure, volume, 

and solution. Of these, the irrigation solution is less important than the other two [7]. 

According to Mittra et al. [8], irrigation pressure is the most important wound irrigation 

factor. Surface pressure lower than the ideal will not be sufficient for bacterial removal. 

Also, pressure higher than the ideal can cause tissue damage and increase the potential for 

further contamination [8].  

High pressure irrigation has been widely described as an important aspect of effective 

wound irrigation. However, the required pressure has not been standardized within the 

medical community. According to Wedmore et al. [9], irrigation pressure between 15 and 
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25 psi constitutes as high-pressure irrigation. In another study, high pressure irrigation was 

defined from 5 to 8 psi [10]. Singer et al. [3] identified pressure greater than 7 psi as high-

pressure irrigation. Determining the actual wound surface pressure is required to 

standardize ‘high pressure’ irrigation.   

A research study completed by Nicks et al. [2] points out a lack of substantial literature 

regarding the deliverable irrigation pressure, with many studies failing to measure the 

actual pressure. Nicks et al. [2] also note that many studies failed to describe the method 

used for measurement of the wound pressure. Studies that do describe a method of 

measurement have done so using different models for the irrigation pressure measurement. 

A standard method with evaluation of the measurement uncertainty is required to improve 

understanding of irrigation pressure. 

Classically, Bernoulli’s equation was used to measure the impact pressure at the 

wound area. A study by Mittra et al. [8] showed that the values obtained from Bernoulli’s 

equation differ from the actual wound surface impact pressure and, therefore, it does not 

offer an effective wound pressure measurement. This is due to assumptions including 

steady, incompressible, one dimensional, and laminar flow. Mittra et al. [8] measured the 

pressure by directing the stream from the irrigation device on a metal beam. Bending of 

the beam deflected a laser onto a calibrated wall scale. However, Mittra et al. [8] did not 

measure the actual impact area, but rather assumed that the cross-sectional area of the 

impact stream was equal to the cross-sectional area of the respective exit lumen. Another 

limitation of this study was that it took place in a controlled environment and, therefore, 

did not represent a clinical setting. Also, pressure measurement was a secondary purpose 

in this study. 
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In a study by Singer et al. [4] two inline Transpac® IV Disposable pressure transducers 

were used along with other setup for measuring wound pressure using various irrigation 

devices. However, as noted by Singer et al. [4], since measurement in an open system is 

complex the pressure transducers measured pressure in a closed system. Hence, the actual 

surface wound pressure was not measured in these trials.  

Here, surface wound pressure was calculated from measurements of: 1) the fluid 

stream force at the point of impact; and 2) the cross-sectional area of the fluid at the same 

location. The force was measured by a piezoelectric force sensor; force data filtering was 

implemented in MATLAB® R2017a. The stream’s cross-sectional area was calculated by 

using canny edge detection in MATLAB® R2017a. to locate the fluid stream edges and, 

therefore, the fluid stream diameter. An uncertainty analysis was performed to evaluate the 

pressure measurement uncertainty. Based on the literature survey, this pressure 

measurement has not been previously implemented and offers a first step in standardizing 

wound surface pressure measurement in clinical environments. The pressure calculation 

was completed for 20 participants using three different irrigation devices: a 500-ml bottle 

with four holes in the pouring cap, a 60 ml Syringe MonojectTM COVIDIENTM syringe, 

and a Sterile IRIG-8TM Wound Irrigation System from CENTURIONTM. The duration of 

each of the 60 trials was also recorded.  
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2. METHODOLOGY 

2.1 Participants 

There was a total of 20 participants. The participants consisted of medical students, 

interns, upper level residents, attending physicians, and nurse practitioners. Each 

participant used three irrigation devices to perform the tests. Therefore, a total of 60 trials 

were conducted in this research.   

2.2 Settings 

The experimental trials were conducted at Carolina Medical Center Emergency 

Department in Charlotte, NC. They were conducted on June 12th and 13th, 2017.   

2.3 Irrigation devices 

Sterile water was used as the irrigation fluid. The fluid volume was 500 ml. The three 

irrigation devices are shown in Figures 2.1-2.3. They are described in the following 

paragraphs.  

2.3.1 500 ml bottle with the four holes in the pouring cap 

As the bottle is inverted and manually compressed, the irrigation fluid in the bottle 

flows out through the four holes in the pouring cap and onto the wound surface to be 

irrigated; see Figure 2.1.  
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Figure 2-1 Irrigation device no.1: Bottle with four holes in pouring cap 

2.3.2 60 ml Syringe MonojectTM COVIDIENTM       

After the syringe is filled, the plunger is manually depressed to release the irrigation 

fluid through the opening onto the wound surface; see Figure 2.2. The 60 ml syringe was 

refilled multiple times to apply the 500 ml total volume of irrigation fluid.  

  

Figure 2-2 Irrigation device no. 2: 60 ml Syringe MonojectTM COVIDIENTM 

2.3.3 Sterile IRIG-8TM Wound Irrigation System CENTURIONTM 

This wound irrigation system uses oxygen or compressed air to apply the fluid. 

Oxygen was used in these trials with an oxygen flowmeter adapter controlling the liters per 

min flow rate setting. A flow rate of 2.5 liters per minute was set for these trials. The cap 

was attached to a 600 ml bottle. 

Four holes in 

pouring cap 

 

500 ml bottle 

Pouring cap 

ZEROWET ® 

SUPERSHIELDTM 

 

60 ml syringe 

Plunger 
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Figure 2-3 Irrigation device no. 3: Sterile IRIG-8TM Wound Irrigation System CENTURIONTM 

2.4 Method 

Measurement of pressure at the wound due to the irrigation devices was done by 

measuring the impact force at the target area and dividing it by the cross-sectional area of 

the irrigation fluid near the point of impact (shown in equation 2.1). The impact force was 

measured by a force sensor, while the impact area was found by using image processing 

tools in MATLAB® R2017a.   

 

where, 

 = Pressure at the wound surface (target area)

 = Force near the fluid stream point of impact

 = Cross sectional area of the fluid stream

F
P

A

P

F

A

=   (2.1) 

Fluid outlet (5 

holes)  

 

Connected to oxygen flowmeter 

Cap 

Oxygen 

flowmeter 
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2.5 Experimental setup 

2.5.1 3D printed setup 

The 3D modeling software PTC Creo 3.0 (Parametric Technologies Corp., 

Needham, MA, USA) was used to model the setup. The setup to be 3D printed consisted 

of a cylindrical post with a larger radius cylindrical top and two containers; see Figure 2.4. 

The circular surface of the cylindrical top (target area) is a representation of the wound 

area, while the purpose of the containers is to collect the runoff water during the irrigation 

trials.  

 
 

 

Figure 2-4 3D PTC Creo 3.0 model of the measurement setup 

Post 

Target area 

Container 

Post base 

Containers 

Post base 
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Formlabs’ Form 2 3D printer was used to print the two containers shown in Figure 

2.4. This printer uses stereolithography. The models designed in PTC Creo needed to be 

converted into a ‘language’ that the 3D printer can understand. Standard Tessellation 

Language (STL) is a language that is mostly used in the stereolithography method of 

printing. Converting to a STL file slices the CAD data into thin layers. Therefore, after 

saving the PTC Creo files in the STL format, they were transferred into the SLA system to 

be printed. Stereolithography is a printing method which uses a UV laser beam to convert 

liquid resins to a solid [11]. Formlabs’ Grey FLGPGR02 was used as the resin material for 

3D printing the two containers.  

The post and the post base (shown in Figure 2.1) were printed on a Fortus 360mc 

which uses Fused Deposition Modeling (FDM). The PTC Creo models were saved as an 

STL data file and then transferred to a slicer software which translated the STL file into a 

g-code file for 3D printing. Then the files were sent to the FDM 3D printer to be printed. 

In an FDM system, the modeling material and the filler material are unwound from a coil 

and passed through a heated extrusion nozzle while in the form of plastic threads. This is 

done as soon as the nozzle reaches the desired temperature. The filaments are melted by 

the heated nozzle and then extruded onto the base, layer by layer in a predetermined path. 

After being extruded, each thin plastic layer cools down and solidifies, therefore binding 

itself to the layer beneath it [12]. ABS-M30 was the modeling material used for printing 

the post and the post base.  

After the 3D printing process was done, the post and the post base were glued 

together using epoxy. The 3D printed parts are shown in Figure 2.5.  



9 

 

  

 

Figure 2-5 3D printed measurement setup (target area and containers) 

 

2.5.2 Dynamometer 

A sensor is a device which converts a physical parameter into a measurable 

electrical signal [13]. A Kistler 9256C1 dynamometer is a force sensor (shown in Figure 

2.6) used for the conversion of forces into a voltage output. It is a piezoelectric 

dynamometer with high sensitivity, high natural frequency and small temperature error 

[14].   

Target area 

Post 

Post base 

Cavity for fluid 

collection 

Containers 

Target area 
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Figure 2-6 Kistler 9256C1 dynamometer [15] 

2.5.3 Amplifier 

Signal amplification is a type of signal processing where the weak analog signal 

from the transducer is amplified. A Kistler 5814B1 Dual mode amplifier (see Figure 2.7) 

was used for the signal amplification and conversion of charge signal from the 

dynamometer into a proportional output voltage [16].  

 

Figure 2-7 Kistler 5814B1 dual mode amplifier 

2.5.4 DAQ 

A data acquisition system acts as an interface between the transducer and the 

computer [16]. DT9837B is a multifunction data acquisition module for the USB bus with 

four 24-bit sigma-delta ADC converters. It samples the input analog signal at 
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46.875kSamples/s, converting it into a digital signal [17]. The device drivers needed were 

stored in a pen drive which was connected to the computer through a USB port. 

 

Figure 2-8 DT9837B DAQ module 

2.5.5 Acquisition software 

An acquisition software is used to record and store the digital output from the DAQ 

module. SPINSCOPE, (see Figure 2.9) a virtual oscilloscope product from Manufacturing 

Laboratories Inc. was used in these trials. 

 
Figure 2-9 SPINSCOPE 

 

SPINSCOPE 
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2.5.6 DSLR camera 

Images of the fluid streams were taken by a Canon EOS Digital SLR camera. It has 

a 24.2 MP sensor with good focus speed and accuracy; see Figure 2.10. 

 

Figure 2-10 Canon EOS Digital SLR camera [19] 

 

2.6 Procedure 

The 3D printed setup was assembled by screwing the post onto the dynamometer and 

placing the containers on either side of the post as shown in Figure 2.11. Then all the 

electrical wiring setup was done. Along with using a protective layer of plastic on the 

dynamometer, the wirings were also covered with bath towels to ensure no water was 

sprayed on them. The DSLR camera was setup at an appropriate distance (close enough to 

get a focused image, but not so close as to have water sprayed onto the camera lens) as 

shown in Figure 2.12.   
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Figure 2-11 3D printed parts and dynamometer setup 

The procedural steps followed are represented in the following flowchart. 

     

Figure 2-12 Procedure Flowchart 

                       

Calibration and 

post images before 

impact 

• Before every trial a mass of 100 grams was placed on the 

circular top of the post to calibrate the measurement setup.    

• A DSLR camera was used to take multiple images of the post 

setup before the start of the trial. 

Fluid impact on 

the target area 

 

• The fluid was directed onto the top of the post (target area) by 

the participant.  

• The participant was told to simulate the process of an actual 

wound irrigation in an emergency room as closely as possible.  

X/Y axes are parallel to the ground 

Z axis is vertical 

+Y axis 

Target area (top 

of the post) 

Dynamometer 
+Z axis 

+X axis 

Target area Dynamometer 
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Figure 2-12, continued 

 

Images taken 

during impact 

 

• During the fluid application, multiple images of the stream 

were captured. The one which most closely represented the 

process was selected. 

 

Amplifier 

 

• The amplification of the charge signal output from the 

dynamometer was done by a Kistler 5814B1 dual mode 

amplifier. 

DAQ 

 

• DAQ Data Translation DT9837B then digitized the input 

analog signal for analysis [5]. 

 

SPINSCOPE 

 

• SPINSCOPE, a virtual oscilloscope software was used for 

visualizing and acquiring the force measurement data. 

 

Force analysis  

 

• Noise filtering and drift compensation were done on the raw 

force data to obtain the filtered force data. 
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     Figure 2-12, continued  

Stream analysis

  

 

• Image processing tools in MATLAB® R2017a were used to 

estimate the cross-sectional impact area of the stream or 

streams. 

 

Pressure 

calculation 

 

• The pressure was obtained by dividing the filtered force by the 

cross-sectional area from the image processing. 

 

Uncertainty 

evaluation 

 

• The uncertainty for each measurement was evaluated. 
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Figure 2-13 Experimental setup (full setup) 

 

 

Figure 2-14 Experimental setup (individual views) 

  

Amplifier 
3D printed setup 

DSLR camera 

for fluid stream 

images 

Bath towels to 

protect wirings 

SPINSCOPE 

(data collection) 

DSLR camera for fluid 

stream images 
Amplifier 

SPINSCOPE 

(data collection) DAQ 

Target area 

Black background to 

simplify image processing 
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3. FORCE DATA ANALYSIS 

Force data in the time domain for all 60 trials was extracted from SPINSCOPE and 

plotted in MATLAB® R2017a. 

3.1 High frequency noise 

Raw force data in the Z direction for a single trial (participant 13) using the three 

irrigation devices is shown in Figure 3.1. As seen in the figure, electrical noise was present 

in the data. Noise can be defined as undesirable electrical signals that interfere with the 

desired signal [20]. Therefore, to obtain the desired force data, noise suppression or 

filtering was essential.  

 

Figure 3-1 Raw force data in the time domain 
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3.2 Filter selection 

Two common methods of filtering data using digital filters are FIR (Finite Impulse 

Response) and IIR (Infinite Impulse Response). FIR filters use convolution (filter kernels) 

to filter the signal. IIR filters, or recursion filters, use previously calculated values from the 

output along with the input points. A recursive filter is defined by a set of constants called 

recursive coefficients [21]. The Butterworth filter, an IIR filter, was selected for this study. 

The advantages of using a Butterworth filter are: simplicity of use, 0% ripple, less 

overshoot, and no ringing.  

To see the frequency content of the raw force signal, the time domain raw force data 

was converted to the frequency domain using the discrete Fourier transform (DFT). This 

was done by using the ‘fft’ function in MATLAB® R2017a, which uses a fast Fourier 

Transform (FFT) algorithm to compute the DFT. By observing the force data using the 

three irrigation devices in the frequency domain (see Figure 3.2), high frequency electrical 

noise can be seen.  

A Butterworth filter function in MATLAB® R2017a (represented by the function 

‘butter’) requires three parameters as input: type of filter, normalized cut off frequency, 

and filter order [22]. Since noise was present at high frequencies (Figure 3.2), a low pass 

type of Butterworth filter was used.    
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Figure 3-2 Raw force data in the frequency domain 

3.2.1 Normalized cut off frequency 

The normalized cut off frequency (Wn) is the ratio of cut off frequency (fc) to half 

of the sampling frequency (fs). In signal processing, sampling frequency or sample rate is 

the number of samples taken per second from the continuous signal. The force signal was 

sampled at a rate of 2000 samples/sec for all trials in this study.  

Time domain force data of a trial conducted without any force (no load) was 

converted into the frequency domain; see Figure 3.3. The frequency content between 

Figures 3.2 (irrigation force applied) and 3.3 (no load) is similar. Noise is seen at 60 Hz 

and its harmonics. These harmonic perturbations are extrinsic noise in the form of power-

line noise in the signal at 60 Hz and its harmonics due to alternating current oscillating at 
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that frequency. Also, content is seen at or near 14 Hz, 17 Hz, 38 Hz, 48 Hz, etc. in all plots. 

The major difference between the plots is the force present below 1 Hz. In the no load case 

(Figure 3.3), the amplitude of force present below 1 Hz is less than the force magnitude at 

the other higher frequencies. This differs from the Figure 3.2 plots in which the force 

magnitude is much higher at frequencies below 1 Hz than at the other higher frequencies. 

Therefore, it can be inferred that most of the force signal was present below 1 Hz with 

mostly noise at frequencies higher than 1 Hz. This was observed in all 60 trials. So, using 

a cut off frequency of 1 Hz removed most of the noise present in the data without a 

significant loss of the force signal. 

Since the cut off frequency was selected to be 1 Hz and the sampling frequency as 

2000 Hz, the normalized cut off frequency for the Butterworth filter function was 0.001. 

 

Figure 3-3 Raw force data for no load condition in the frequency domain 
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3.2.2 Order of the Butterworth filter 

The order of a filter is the maximum delay used in calculating an output [23]. The 

higher the order of the filter, the higher the number of computations per output sample and 

the sharper the magnitude roll off with increasing frequency. The Butterworth filter 

function in MATLAB® R2017a returns two vectors as outputs. These are transfer function 

coefficients ‘a’ and ‘b’, where ‘a’ is a vector that contains all the coefficients of the 

denominator of the transfer function and ‘b’ is for the numerator [22]. The number of filter 

coefficients is greater than the order of the filter by one. Therefore, for example, if the order 

of the filter is chosen as two, both ‘a’ and ‘b’ will be vectors of length three.  

For selecting the order of the filter to be used, all orders from one to five were 

individually used to filter the force data and the output values (recursive coefficients) of 

‘a’ and ‘b’ were observed. Figure 3.4 shows the filtered force data measurements of 

participant 13 with the three irrigation devices using orders one to five. It can be seen that 

increasing the order of the filter to more than three has minimal effect on the filtered signal, 

so three was selected.    
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Figure 3-4 Filtered force data measurements with filter order one to five 

A 3rd order low pass Butterworth filter with a cut off frequency of 1 Hz was used 

for filtering the raw force data in all trials. An example of the filtered force data component 

in the Z direction for all three irrigation devices is shown in Figure 3.5. 
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Figure 3-5 Filtered force data (Fz) in the time domain 

3.2.3 Drift compensation and DC offset removal 

As seen in Figure 3.5, there is drift as well as a DC offset in the filtered data. 

According to ISA-37.1-1975 (1992), the International Society of Automation standard for 

electrical transducer nomenclature and terminology, drift can be defined as an undesired 

change in output over time that is not a function of the measurand [24]. Piezoelectric 

sensors are known to show a high amount of drift caused by the force to charge conversion 

[25]. This drift charge is caused by offset voltages and currents in the input circuit of the 

charge amplifier along with connecting leads and plugs [26]. When using piezoelectric 

sensors for force measurement the drift of the charge amplifier needs to be considered [27].   
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In the case of the pressurized irrigation device, the time at which the fluid impact 

began was taken as the start time and the time at which it ended as the end time. The filtered 

force data (Figure 3.5) was then truncated to include only data between these two points in 

time (Figure 3.6). 

 

Figure 3-6 Filtered and truncated force data (Fz) 

Drift compensation was done by finding the slope of the line passing through these 

two points and then subtracting that line from the truncated force data set. The ‘polyfit’ 

and ‘polyval’ functions in MATLAB® R2017a were used to perform this operation. The 

‘polyfit’ function was used to find the coefficients of the least squares polynomial 

generated for the truncated force data. Next, the ‘polyval’ function was used to generate a 
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curve/slope to fit the truncated force data using the ‘polyfit’ coefficients. This slope was 

then subtracted from the filtered truncated force data.  

For irrigation devices 1 and 2, i.e., the bottle with four holes punctured in the 

pouring cap and the syringe, respectively, the fluid impact starts and stops many times 

during a single trial. For these two irrigation devices the filtered force data was divided 

into segments with each segment defined between consecutive start and stop times. Using 

‘polyfit’ and ‘polyval’ functions the slope removal process was done individually for all 

segments.  

As can be observed in Figure 3.5, there is a variation in the force value at the start 

point of the truncated force data. This DC offset also needed to be removed. To remove 

this offset, the variation of the force value at the start point was subtracted from the force 

data, i.e., the entire force measurement data was shifted so that the force data value at the 

start point zero. Figure 3.7 shows the filtered force component (Fz) with drift compensation 

and DC offset removal for the three irrigation devices.  
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Figure 3-7 Final filtered force data with slope and offset removal 

3.3 Resultant force calculation for all 60 trials 

Noise filtering, slope removal, and DC offset removal was done for the raw force in 

all three directions separately (Fx, Fy, and Fz). The components were then combined as 

shown in Equation 3.1 to obtain the resultant force. The same process was followed for all 

60 trials.                                    

 
2 2 2

where,

 = Force component in the x direction

 = Force component in the y direction

 = Force component in the z direction

F Fx Fy Fz

Fx

Fy

Fz

= + +  (3.1) 
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Figure 3-8 Final resultant force data (F) 
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4. STREAM AREA ANALYSIS 

The cross-sectional impact area of the fluid stream was estimated by locating the edges 

of the stream close to the point of impact. The distance between the edges provided the 

diameter of the impact area which in turn was converted into the cross-sectional area of the 

fluid. Locating the stream edges was completed using various image processing tools in 

MATLAB® R2017a.  

4.1 Selection of an edge detection tool 

Image segmentation is the partitioning of an image into multiple regions using 

discontinuities in that image [28]. Edges are characterized by rapid intensity changes in an 

image or sharp discontinuities in an image. Edge detection, which is the primary step in 

image segmentation, is the process of identifying and locating these edges [28, 29]. There 

are numerous methods of edge detection, including Sobel filtering, Prewitt filtering, and 

Canny edge detection [30]. Canny edge detection [31] is an optimal edge detection 

technique which provides good detection and localization of thin edges and smooth 

continuous pixels [32, 33]. For images with reasonably similar content (as is the case in 

these trials), a well-tuned canny edge detector is a good option [32]. Hence, a canny edge 

was selected as the edge detection algorithm for this study. 

4.2 Preprocessing before canny edge detection 

Of multiple images taken during a trial, an image which best represented the process 

was selected and input in MATLAB® R2017a. Initially, the original selected image taken 

during a trial was cropped to focus on the stream since only the stream was the area of 

concern; an example is shown in Figure 4.1. This made it easier to locate edges. The first 
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pre-processing step when using a canny edge detector is the reduction of high frequency 

noise. The presence of noise in an image makes locating edges difficult. 

 
(a) 

 
(b) 

 
(c)   

Figure 4-1 Irrigation device images taken by a DSLR camera during fluid impact: (a) bottle with four holes in pouring 

cap; (b) syringe; (c) pressurized device. 

A two-dimensional Gaussian smoothing function was used to reduce noise present 

in the cropped image. A Gaussian filter is a low pass filter that works by convolving the 

image with a Gaussian kernel which smooths the image [34]. In MATLAB® R2017a, the 

function ‘imgaussfilt’ represents a 2D Gaussian function. The input to a Gaussian 

smoothing function is a grayscale image, so the cropped image was initially converted to a 

grayscale image. The smoothing of the Gaussian filter is controlled by the parameter ‘σ’ 

or standard deviation. Sharp edges are characterized by high intensity changes. As standard 

deviation parameter (σ) of the filter is increased, these rapid intensity changes become 

smoother. The localization error in the detected edges also increases slightly as the 
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Gaussian width is increased [35]. Therefore, a standard deviation value of 1 was selected 

as optimal for detection of edges with the removal of high frequency noise.  

Another pre-processing step before the use of a canny edge detection function is the 

use of a contrast enhancement technique. Using the function ‘imadjust’ in MATLAB® 

R2017a, the contrast of the image was enhanced to make it clearer for visualization.   

4.3 Canny edge detection 

In MATLAB® R2017a, the inputs required for a canny edge detector function are: 

σ and threshold. σ is the standard deviation of the Gaussian filter used in the canny function. 

Based on the σ value, the size of the filter is automatically chosen. 

 Thresholding (intensity based segmentation) is a simple method of image 

segmentation. It converts a grayscale image into a binary image by converting all pixel 

values to either zero or one, depending on the threshold value. There are different methods 

of thresholding used in edge detection. In the case of canny edge detection, the hysteresis 

technique of thresholding is used. Hysteresis thresholding specifies two threshold values: 

a low threshold value and a high threshold value. Anything below the low threshold is 

discounted since it is not a strong enough response, while anything above the high threshold 

is counted since it is a strong response edge. Any edge in between both the thresholds are 

preserved only if it is connected to a strong response edge which is above the high 

threshold.  

There are various methods of auto selecting the threshold values, including the 

iterative selection algorithm, the entropy based method, Otsu’s method, statistical models, 

and others [36, 37, 38]. Otsu’s method [39] was used to find the threshold values to be 
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input into the canny edge detector. In MATLAB® R2017a, the ‘graythresh’ function uses 

Otsu’s method to compute the global threshold value. The ‘graythresh’ function returns the 

high threshold value which can be directly input into the canny edge detector. Typically, 

as shown in equation 4.1, the low threshold value is taken as half of the high threshold 

value [37]; this value was selected here as well. Unlike the threshold value inputs to the 

canny operator, the σ input was not taken as a standard value for all trials. Having a high σ 

value decreases the noise, but increases the possibility of losing useful edge information 

[37]. Therefore, the σ value was modified for every image and the σ value was selected for 

which the clearest edge was detected.  

Examples of the edge detection results (participant 13) are shown in Figures 4.2, 4.3, 

and 4.4 for the three irrigation devices, respectively. The impact area representations are 

shown in red. The same process of edge detection was applied for locating the edges of the 

top of the post. An example is shown in Figure 4.5. Following the same procedure, the 

edges of the stream and the post top were located for all 60 trial images.  

1 2

1

2

 = 0.5 x 

where,

 = High threshold value

 = Low threshold value

T T

T

T

          (4.1) 
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(a) 

       
(b) 

Figure 4-2 (a) before edge detection for participant 13 using the bottle with four holes in pouring cap; (b) after edge 

detection for participant 13 using the bottle with four holes in pouring cap 

 
 

 
(a) 

 

 
(b) 

Figure 4-3 (a) before edge detection for participant 13 using the syringe; (b) after edge detection for participant 13 

using the syringe 

Fluid stream 

Stream edges 

detected 

Fluid streams 

Stream edges 

detected 
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(a) 

 
(b) 

Figure 4-4 (a) before edge detection for participant 13 using the pressurized device; (b) after edge detection for 

participant 13 using the pressurized device 

   
(a) 

    
(b) 

Figure 4-5 (a) before edge detection of the post for participant 13; (b) after edge detection of the post for participant 13 

5 fluid streams 

detected 

Single stream 

edges  

Top of the 

post 

Post edges detected 
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4.4 Stream impact area calculation 

Since the edges of the stream/streams and the edges of the post were located, the 

number of pixels between the edges of a single stream (pd) were calculated along with the 

number of pixels between the post top edges (pD). Also, using a digital Vernier caliper 

(Mitutoyo CD-6 ASX), the diameter of the post (D) was measured. A ratio of the pixel 

count of the stream and the pixel count of the post top was taken and then compared with 

the ratio of the diameter of the stream (d) and the diameter of the top of the post. Using 

Equations 4.2, the diameter of the stream was found for the three irrigation devices (shown 

in Equations 4.3, 4.5, and 4.7, respectively).   

        
d

D

p d

p D
=                       (4.2) 

4.4.1 Impact fluid area for bottle with four holes in the pouring cap (irrigation device 1) 

For this irrigation device there are two impact streams even though there are 4 holes 

through which the fluid flows out of the bottle. This is due to the merging of the streams 

into only two streams before the fluid impacts the impact area. The impact area of the 

streams was calculated by first finding the average diameter of the impact stream from 

Equation 4.3 and then the total impact stream area using Equation 4.4 (the factor of 2 is 

included to consider both streams).    

                                 
1

1

1

1

1

1

where, 

 = average diameter of a single impact fluid stream

 = average pixel count of the impact stream

 = diameter of the post top/target area 

 = average pixel count of the post top b

d

D

d

D

Dp
d

p

d

p

D

p

=

etween edges

     (4.3) 
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2
1

1

1

1

2
2

where, 

 = total impact area of fluid streams

 = average diameter of a single fluid stream  

d
A

A

d


 

=  
 

      (4.4)  

4.4.2 Impact fluid area with syringe (irrigation device 2) 

The syringe has a single impact stream. Equations 4.5 and 4.6 were used to calculate 

the diameter of the impact stream and total area of the impact stream, respectively.    

2
2

2

2

2

2

where, 

 = diameter of the impact fluid stream

 = pixel count of the impact stream

 = diameter of the post top 

 = pixel count of the post top between edges

d

D

d

D

Dp
d

p

d

p

D

p

=              (4.5)                                       

2
2

2

2

2

2

where, 

 = total impact area of the fluid stream

 = diameter of the fluid stream  

d
A

A

d


 

=  
 

      (4.6) 

4.4.3 Impact fluid area with pressurized irrigation device (irrigation device 3) 

For the pressurized irrigation device, there are five streams which impact the post top 

and so the total impact surface area (A) is five times the single stream area (shown in 

Equation 4.7). 
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3

3

3

3

3

3

where, 

 = diameter of a single impact fluid stream

 = pixel count of a single impact stream

 = diameter of the post top 

 = pixel count of the post top between edges

d

D

d

D

Dp
d

p

d

p

D

p

=       (4.7) 

                                          

2
3

3

3

3

5
2

where, 

 = total impact area of the five fluid streams

 = diameter of a single fluid impact stream  

d
A

A

d

 
=  

 
       (4.8) 

Similarly, using the previous equations the impact area for all 20 participants using the 

three irrigation devices was found (60 trials).  
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5. PRESSURE CALCULATION 

The time-dependent fluid stream pressure was calculated by dividing the time-

dependent force by the total stream impact area. This was done for each participant using 

all three irrigation devices. An example plot for a single participant is displayed in Figure 

5.1.  

 

Figure 5-1 Pressure vs. time for participant 13 using the three irrigation devices 

For the bottle, the force was divided by the area of the two final streams. The syringe 

pressure was the force divided by the single stream area. The pressurized device pressure 

was determined by dividing the force by the sum of the five streams. It is seen that the 

bottle pressure oscillates as the user squeezes the bottle, releases it to allow air to replace 
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the fluid volume lost, and then squeezes it again. A similar result is observed for the 

syringe, where it was refilled nine total times to dispense the full 500 ml of irrigation fluid. 

A single, approximately constant pressure record is seen for the pressurized device because 

no interruption from the user is required to dispense the total volume of fluid. 
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6. UNCERTAINTY ANALYSIS 

Every measured quantity has an associated uncertainty. It is essential to evaluate this 

uncertainty in order to fully describe the measurement result.   

6.1 Propagation of uncertainty 

In these experiments, pressure was calculated from the measured force and stream 

area near the point of impact. By the law of propagation of uncertainty, the combined 

standard uncertainty of the dependent variable or measurand (fluid stream pressure in this 

case) can be determined by combining the uncertainties in the independent variables (force 

due to fluid impact and total stream impact area). The pressure equations for the three 

irrigation devices are provided in the following paragraphs. 

6.1.1 500 ml bottle with four holes in pouring cap (irrigation device 1) 

From Equation 4.3 and Equation 4.4, the total impact area of the four streams for 

irrigation device 1 is given by,  

        

22
1 1

1

1

1

1

2 2
2 2

where, 

 = total impact area of fluid streams for irrigation device 1

 = average diameter of a single fluid stream 

 = diameter of the post top/target area 

 = aver

d

D

d

d Dp
A

p

A

d

D

p

  
= =   

   
 

age pixel count of the impact streams

 = pixel count of the post top diameterDp

      (6.1) 

Substituting Equation 6.1 in Equation 2.1 gives, 
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1

1

2

2
2

where,

 = time-dependent fluid stream pressure by irrigation device 1

 = time-dependent force 

D

dd

D

F F F p
P

A D pDp

p

P

F

= = =
 
 
 




                  (6.2) 

 

6.1.2 60 ml syringe (irrigation device 2)      

The total impact area of the fluid stream for the syringe device obtained from 

Equations 4.5 and 4.6 is, 

         

22
2 2

2

2

2

2

2 2

where, 

 = total impact area of the fluid stream by irrigation device 2

 = diameter of the impact fluid stream

 = pixel count of the impact stream

d

D

d

d Dp
A

p

A

d

p

  
= =   

   
        (6.3) 

Substituting Equation 6.3 in Equation 2.1 gives, 

         
2

2 2 2
2

2 2 2
2 22

2

2

4

2

where,

 = time-dependent fluid stream pressure by irrigation device 2

 = time-dependent force 

D

dd

D

F F F p
P

A D pDp

p

P

F

= = =
 
 
 




                (6.4)  

6.1.3 Pressurized irrigation device (irrigation device 3) 

From Equation 4.7 and Equation 4.8, the total impact area of the fluid stream for 

the pressurized irrigation device is,  
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22
3 3

3

3

3

3

5 5
2 2

where, 

 = total impact area of the fluid streams for irrigation device 3 

 = diameter of the impact fluid stream

 = pixel count of the impact stream

d

D

d

d Dp
A

p

A

d

p

  
= =   

   
        (6.5)  

Substituting Equation 6.3 in Equation 2.1, we get 

         
2

3 3 3
3

2 2 2
3 33

3

3

3

4

5
5

2

where,

 = time-dependent fluid stream pressure by irrigation deivce 3

 = time-dependent force

 = pixel count of the impact stream

D

dd

D

d

F F F p
P

A D pDp

p

P

F

p

= = =
 
 
 




       (6.6) 

6.2 Combined standard uncertainty 

As per GUM [40], the combined standard uncertainty of a measurand which is 

influenced by the uncertainties of different input parameters, is described as the square root 

of the sum of the products of squares of the individual parameter uncertainties and the 

squares of the sensitivity coefficients associated with them. The correlation between input 

parameters has been taken to be zero. 

                                
2 2

where, 

 = combined standard uncertainty

 = sensitivity coefficient

 = input standard uncertainty

c i i

i

c

i

i

u c u

u

c

u

=                                 (6.7) 
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6.2.1 Calculation of mean values of independent quantities 

All partials were evaluated at the mean pressure for each measurement. The method 

for calculating the mean values of the input quantities (F, D, pD, pd) is described in the 

following paragraphs, where F is the time-dependent force, D is the diameter of the post 

top, pD is the pixel count from the post top image, and pd is the pixel count from the stream 

image. 

In the case of F, the following steps were used. First, the time interval for the 

applied pressure was determined. For the pressurized device there is single interval per 

trial. For the bottle and syringe, however, there were multiple intervals. In all cases, the 

interval was identified by two points based on the start and end points (see Figures 6.1-6.3 

from participant 13). The force data for the interval was truncated to contain only force 

data between these start and end points. The mean force value of the trial was then 

calculated by taking the mean value of the truncated force data. Equation 6.8 (irrigation 

device 3) shows the mean calculation for the pressurized device. Equation 6.9 and Equation 

6.10 present the mean force for the bottle (irrigation device 1) and syringe (irrigation device 

2). 
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Figure 6-1 Bottle with four holes in pouring cap 

 
Figure 6-2 Syringe 

 
Figure 6-3 Pressurized device 
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              3 3

3

3

( )

where,

 = mean force value of the truncated force data

 = truncated force data

m t

m

t

F x F

F

F

=          (6.8) 

  ( )1 1 2

1

1, 2....

( ), ( ).... ( )

where,

 = mean force value from all intervals

 = truncated force data from  intervals

m t t tn

m

t t tn

F x x F x F x F

F

F F F n

=                    (6.9) 

              ( )2 1 2

2

1, 2....

( ), ( ).... ( )

where,

 = mean force value form all intervals

 = truncated force data from  intervals

m t t tn

m

t t tn

F x x F x F x F

F

F F F n

=                            (6.10)  

The the diameter of the post top (D) was measured using a digital Vernier caliper 

(Mitutoyo CD-6 ASX). This was taken as the mean value.  

In the case of pD, the number of pixels between the edges of the post top diameter 

was taken as the mean value.  

The mean value of pd was found by counting the number of pixels between the 

edges of the fluid stream or taking the average number of pixels in the case of multiple 

fluid streams. 

Mean values of all 20 participants for the three irrigation devices are shown in Table 

6.1. 
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Table 6-1 Mean values of independent variables  

Participant 

Mean values 

Bottle with four 

holes Syringe Pressurized device 

 Fm1 

(N) 
pD pd1 

 Fm2 

(N) 
pD pd2 

Fm3 

(N) 
pD pd3 

1 0.057 852.5 92.1 0.111 849.7 66.8 0.200 848.2 81.5 

2 0.032 528.8 44.6 0.114 534.0 34.1 0.170 399.3 37.4 

3 0.028 559.8 51.3 0.080 564.1 33.4 0.148 349.1 30.7 

4 0.051 554.3 45.0 0.081 556.0 37.0 0.186 345.2 31.4 

5 0.028 560.8 58.1 0.114 560.9 39.8 0.276 359.8 32.0 

6 0.031 531.0 51.0 0.077 527.4 30.4 0.133 353.0 32.7 

7 0.039 542.1 50.5 0.129 542.9 39.0 0.269 346.2 32.7 

8 0.060 524.5 38.2 0.114 519.7 32.4 0.162 363.0 36.8 

9 0.042 557.5 39.3 0.087 561.2 36.2 0.188 382.5 31.5 

10 0.041 562.0 34.3 0.090 566.6 40.3 0.252 362.4 34.6 

11 0.051 543.2 45.7 0.069 544.2 37.3 0.233 372.0 32.0 

12 0.019 572.0 47.2 0.093 579.0 47.1 0.148 357.5 31.6 

13 0.035 496.0 41.8 0.113 502.7 38.7 0.197 335.2 26.7 

14 0.024 469.1 32.1 0.089 464.8 32.6 0.190 336.6 31.6 

15 0.075 455.0 28.3 0.134 454.6 31.5 0.269 316.4 27.8 

16 0.028 469.8 42.8 0.156 470.0 33.1 0.151 305.1 30.1 

17 0.024 470.0 31.3 0.104 475.6 36.3 0.184 321.7 29.0 

18 0.035 463.9 38.9 0.111 468.8 29.2 0.195 329.0 28.4 

19 0.058 475.0 31.5 0.258 476.0 33.0 0.239 315.1 26.4 

20 0.028 480.4 46.1 0.134 480.1 36.9 0.101 328.4 29.6 
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6.2.2 Sensitivity coefficients (ci)                                                                               

Sensitivity coefficients (ci) are determined by taking the partial derivatives of the 

model function (P in this case) with respect to the input quantities (F, D, pD, pd). For the 

bottle with four holes in the pouring cap, the sensitivity coefficients are calculated by 

Equations 6.11-6.14, 

2
1

2 2
1 1

2 D

d

P p

F D p


=

 
                               (6.11)                                                          
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3 2
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                               (6.12) 
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                     (6.13)  

2
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1 1

4 D
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P F p

p D p


= −

 
                      (6.14) 

For the syringe device, the sensitivity coefficients are calculated by Equations 6.15-

6.18, 
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For the pressurized irrigation device, the sensitivity coefficients are calculated by 

Equations 6.17-6.20, 
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                                (6.19)  

  
2

3 3

2 3
3 3

8

5

D

d d

P F p

p D p


= −

 
                                  (6.20)  

The sensitivity coefficient values for all trials were calculated and are provided in 

Tables 6.2-6.7. 

6.2.3 Standard uncertainty (ui) 

A standard uncertainty (ui) is taken from the standard deviation of the 

corresponding inputs. The inputs were F, D, pD, and pd.  

The uncertainty in F was calculated form the noise floor of the force data. As shown 

in Figures 6.4-6.6, the force data was truncated between the start of the sampling time and 

the start of the force interval. The standard deviation of these values was calculated and 

taken to be the uncertainty in F.   
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            ( ) ( )

where,

( ) = force standard uncertainty

 = noise floor force values 

 = standard deviation
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=



                  (6.21)  

The uncertainty in D was obtained from the specifications for the digital Vernier 

caliper (Mitutoyo CD-6 ASX) [41] since it was used for the measurement of the diameter 

of the top of the post (target area). The value represented as ‘accuracy' was taken to be the 

standard uncertainty in D. 

The uncertainty in pD was determined by first calculating the pixel count of 10 rows 

of values between post top edges at the impact point of the stream. The standard deviation 

of this range in pixel count values was taken as the standard uncertainty.  

          1, 2...., 10

1, 2...., 10

( ) ( )

where,

 = pixel count of the post diameter

 = pixel counts of the post diameter 

D Dr Dr Dr

D

Dr Dr Dr

u p p p p

p

p p p

=           (6.22) 

The uncertainty in pd was determined by first calculating the pixel count of a range 

of values as close as possible to the impact point of the stream. The standard deviation of 

this range of pixel count values was taken as the standard uncertainty.  

          1, 2...., 10

1, 2...., 10

( ) ( )

where,

 = pixel count of the stream diameter

 = pixel counts of the stream diameter

d dr dr dr

d

dr dr dr

u p p p p

p

p p p

=          (6.23)  

The standard uncertainty values for all trials using the three irrigation devices were 

calculated and are provided in Table 6.2-6.7. 
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Substituting the sensitivity coefficient values and the standard uncertainties, the 

combined standard uncertainty can be written as, 

          

2 22 2

2 2 2 2( ) ( ) ( ) ( ) ( )

where,

 = sensitivity coefficient associated with 

 = sensitivity coefficient associated with 

 = sensitivity c

c D d

D d

D

P P P P
u P u F u D u p u p

F D p p

P
F

F

P
D

D

P

p

         
= + + +      

          












oefficient associated with 

 = sensitivity coefficient associated with 

( ) = standard uncertainty in 

( ) = standard uncertainty in 

( ) = standard uncertainty in 

( ) = standard uncert

D

d

d

D D

d

p

P
p

p

u F F

u D D

u p p

u p





ainty in dp

                (6.24) 

 

6.3 Expanded uncertainty 

The expanded uncertainty (U) is obtained by multiplying the combined standard 

uncertainty (uc) by a coverage factor (k). A coverage factor of 2 was selected here. 

( ) ( )

where,

( ) = Expanded uncertainty of mean fluid pressure

 = coverage factor

( ) = combined standard uncertainty of mean fluid pressure

c

c

U P ku P

U P

k

u P

=

    (6.25) 

 

The expanded uncertainty values for the 20 participants using the three irrigation 

devices was calculated and tabulated (see Table 6.2-6.7). 
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7. RESULTS AND DISCUSSION 

7.1 Pressure obtained at wound area (target area) 

7.1.1 Mean pressure obtained in each trial 

Figure 7.1 plots the mean pressure obtained for all 20 participants using the three 

irrigation devices. The error bars represent the expanded uncertainty associated with each 

measurement. 

 
Figure 7-1 Mean pressure for all participants with expanded uncertainty associated with each trial 

The variation between the maximum and minimum mean pressure between all 

participants was also calculated. This identifies the level of variation between trained 

medical professionals using the same device in a single setting.  

• Bottle with four holes in the pouring cap: 30.04 kPa 

• Syringe: 135.9 kPa 

• Pressurized device: 15.35 kPa 
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The mean pressures obtained for all participants using the three irrigation devices 

are shown in Table 7.1, along with the uncertainty values. 

Table 7-1: Mean pressure for all participants with expanded uncertainty estimation 

Participan

t 

Bottle with four holes 

in pouring cap 
Syringe Pressurized device 

Mean 

pressur

e (kPa) 

Expanded 

uncertaint

y (kPa)  

Mean 

pressur

e (kPa) 

Expanded 

uncertaint

y (U)  

Mean 

pressur

e (kPa) 

Expanded 

uncertaint

y (kPa)  

1 8.31 0.92 61.3 3.3 14.83 0.44 

2 4.35 0.56 95.25 6.34 13.23 0.76 

3 5.65 1.05 77.61 5.50 13.08 0.91 

4 13.08 0.41 62.34 6.91 15.37 1.06 

5 8.62 0.42 77.40 8.90 23.86 0.83 

6 5.70 0.21 78.74 7.78 10.60 0.72 

7 7.71 1.00 85.70 2.68 20.64 1.48 

8 19.28 0.44 99.92 7.29 10.77 0.53 

9 9.47 0.49 71.77 4.52 18.92 1.34 

10 12.40 0.39 61.14 5.13 18.88 1.16 

11 12.35 0.62 50.03 3.97 21.51 0.43 

12 3.14 0.21 47.91 5.37 12.95 0.88 

13 5.51 0.42 64.95 3.95 21.27 1.59 

14 8.86 0.80 61.87 4.60 14.70 1.00 

15 33.18 1.05 95.46 6.89 23.80 1.50 

16 5.66 0.22 107.77 7.86 10.61 0.83 

17 6.12 0.55 60.95 3.81 15.49 0.35 

18 8.44 0.18 97.58 6.25 17.90 1.34 

19 22.54 0.72 183.81 3.59 23.24 2.03 

20 5.28 0.41 77.55 3.47 8.51 0.63 



58 

 

7.1.2 Mean of mean pressures for each irrigation device 

Figure 7.2 plots the mean of all the mean pressures obtained using each irrigation 

device. It was calculated by taking the mean of the mean pressure for each participant using 

the selected irrigation device. The error bars represent the mean of the expanded 

uncertainties. 

 
Figure 7-2 Mean pressure of all participants with mean expanded uncertainty for the three irrigation devices 

From Figure 7.2, the mean pressure of all the participants using an irrigation device 

are: 
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Figure 7-3 Standard deviation of mean pressures for each irrigation device 

Figure 7.3 displays the standard deviation of all the mean pressures obtained using 

each irrigation device. The error bars represent the standard deviation of the mean pressure 

of all participants. The standard deviation of mean pressure of all the participants using an 

irrigation device were: 

• Bottle with four holes in the pouring cap: 7.27 kPa 

• Syringe: 29.64 kPa 

• Pressurized device: 4.82 kPa 

7.1.3 Minimum, maximum, and mean pressures calculated for all trials 

Figures 7.4-7.6 show the mean, maximum, and minimum pressures obtained by the 

participants using the three irrigation devices. The upper and lower endpoints of the error 

bars represent the maximum and minimum calculated pressure for the selected participant 

over all intervals in the trial. For the bottle and syringe, there were multiple intervals so 
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these maximum and minimum values were selected from all intervals in a single trial. For 

the pressurized device these values were obtained from the sole interval in the trial.  

 

 
Figure 7-4 Mean, maximum, and minimum pressures for all participants using the bottle with four holes in the pouring 

cap 

 
Figure 7-5 Mean, maximum, and minimum pressures for all participants using the 60 ml syringe 
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Figure 7-6 Mean, maximum, and minimum pressures for all participants using the pressurized device 

7.2 Force obtained at wound area (target area) 

7.2.1 Mean force obtained in each trial 

Figure 7.7 displays the mean force obtained for all 20 participants using the three 

irrigation devices. 

 
Figure 7-7 Mean force for all trials using the three irrigation devices  
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7.2.2 Mean of mean force for each irrigation device 

Figure 7.8 displays the mean of all the mean forces obtained using each irrigation 

device. The force was determined by calculating the mean of the mean forces for each 

participant using the irrigation device. 

 

Figure 7-8 Mean force for all trials using the three irrigation devices 

The error bars represent the standard deviation of the mean force of all participants. 

The standard deviations of mean force of all the participants using an irrigation device are: 

• Bottle with four holes in the pouring cap: 0.016 N 

• Syringe: 0.04 N 

• Pressurized device: 0.048 N 
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7.3 Time taken for fluid irrigation 

7.3.1 Duration of each trial 

Figure 7.9 displays the duration of each trial for all 20 participants using the three 

irrigation devices. The trial started when the fluid impacted the target area and ended when 

the full 500 ml of irrigation fluid was dispensed. 

 
Figure 7-9 Duration of each trial for all participants using the three irrigation devices 

The mean duration of a trial (i.e., the time taken for a participant to dispense 500 

ml using an irrigation device) were:  

• Bottle with four holes in the pouring cap: 81 secs 

• Syringe: 172 secs 

• Pressurized device: 17 secs 
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7.3.2 Standard deviation of duration of each trial 

 

Figure 7-10 Standard deviation of mean trial duration of all participants  

Figure 7.10 displays the standard deviations for the duration of each trial from all 20 

participants using the three irrigation devices. The standard deviations of the mean trial 

duration of all the participants using an irrigation device are: 

• Bottle with four holes in the pouring cap: 16 secs 

• Syringe: 40 secs 

• Pressurized device: 2 secs 
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8. CONCLUSION 

The purpose of this study was to serve the medical community by studying the pressure 

imposed on wounds by three common irrigation devices, reporting the experimental 

techniques, and evaluating the measurement uncertainty. To collect data for the study, 20 

doctors and nurses conducted wound irrigation trials using: 1) a bottle with four holes in 

the pouring cap; 2) a syringe; and 3) a pressurized irrigation device. The motivation for the 

study was based on a literature review. The current literature does not contain a standard 

pressure measurement method for wound irrigation. Further, there is no consensus on what 

pressure is required for proper irrigation. It is anticipated that this study will help to 

standardize irrigation pressure measurement within the community. 

The study results are summarized here. From Figure 7.2 it can be observed that the 

mean pressure obtained from all participants is the highest for the 60 ml syringe. The bottle 

with four holes in the pouring cap had the lowest mean pressure. However, the pressure 

uncertainty for the syringe was also the highest. Further, the standard deviation of mean 

pressures from all participants (as shown in Figure 7.3) was the highest for the syringe. 

The pressurized irrigation device had the lowest standard deviation of mean pressures from 

all participants.  

Observing Figure 7.7, the mean duration of a single trial (500 ml dispensation of fluid) 

was the highest for the 60 ml syringe. The pressurized irrigation device required the lowest 

time. Finally, from Figure 7.8, it can be observed that the standard deviation of trial 

durations is maximum for the 60 ml syringe and minimum for the pressurized irrigation 

device. 



66 

 

An analytical check was performed to verify the wound pressure value obtained due 

to the pressurized irrigation device for an example trial (participant 13). This was done by 

using mass flow rate and fluid velocity to theoretically calculate force at the wound area. 
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The pressurized irrigation device experimental value for participant 13 was 21.27 kPa 

or 3.08 psi.  
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