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ABSTRACT 

 

 

ANTARDIPAN PAL. An Integrated Circuit With Single Functional Unit Level Integration Of 

Electronic And Photonic Elements: Design Of The FET - LET Hybrid 6T SRAM And The 

Elements 

(Under the direction of DR. YONG ZHANG) 

 

 

Continuous scaling of complementary metal-oxide-semiconductor (CMOS) transistor technology 

over the past few decades following Moore’s law has led to significant enhancement in the speed 

and performance of computing architectures. In today’s world with high demand in data processing, 

CMOS scaling is focusing more on low power, cost-effective processes, and high performance to 

meet the requirements of high-end computations. To meet the high computation demands, 

reengineered, high performance, and low power device structures were necessary, and hence field 

effect transistors (FET) structures have evolved from planner to multi-gate, and gate all around 

(GAA) structures. Also, other than the very well matured silicon electronics, advanced 

technologies allowing heterogeneous integration of different materials systems (e.g., Si, Ge, III–

V, and II-VI groups) have been developed. Though heterogeneous integration of silicon electronics 

with compound semiconductors can be beneficial, such developments in hybrid integration cannot 

address the fundamental limitations of the pure CMOS circuits, the resistive capacitive (RC) delay 

associated with metallic wires, and the dielectric gate delay associated with FETs. These delays 

ultimately limit the data speed and energy consumption.  

 In this research work we have explored novel applications in electronic-photonic integrated 

circuits of a special type of metal-semiconductor-metal (MSM) photoconductive structure known 

as the light effect transistor (LET) which can emulate the current voltage characteristics of a FET 

but with much better performances in terms of switching speed (considering carrier transit delay), 

energy consumption per switch and Ion/Ioff ratio, and also other optoelectronic functions like optical 
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logic gates, optical summation, optical amplification, and optoelectronic analog operation using LETs, 

which cannot be done using FETs. The LET can provide extremely fast optoelectronic switching (of 

the order of ~ ps), and its simplistic structure does-not add unwanted parasitic and leakages which are 

common in all gated FETs.  

 To understand the superiority of LETs over FETs, particularly the potential vast performance 

improvement in a hybrid integrated circuit of the two types of devices, we have explored the 

possibilities of LETs to replace some FETs in various pure electronic circuits. Using analytical 

relations and simulations, we have extensively studied the effect of replacing the access FETs in a 6T 

SRAM (six transistor static random-access memory) structure with LETs and have made some drastic 

changes in the hybrid 6T FET - LET structure by replacing the whole electrical wordline with an optical 

waveguide (OWG). We have also proposed a prototype novel hybrid 3D integration scheme for the 

6T SRAM architecture where all the typical electronic and optoelectronic components (4T FET latch, 

access LETs, bit lines, peripherals, etc.) will be placed on a single electronic layer while photonic 

components (OWGs, on-chip lasers to drive the OWGs, etc.) will be placed separately on the photonic 

layer with regularly spaced openings that provide the optical signal for switching four LETs grouped 

together from two adjacent hybrid 6T cells in the electronic layer. Also, a fully functional FET - LET 

hybrid SRAM bit cell with superior performance has been designed and implemented using the mixed-

mode design environment of Synopsys Sentaurus TCAD. 
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CHAPTER 1: Introduction 

1.1 Motivation 

Over the last decade, there has been a huge boom in CMOS photonics, and it has opened 

up whole new paths toward advancements in integrated circuits (ICs) and integrated systems in 

the post-Moore scaling era. Over the last decade, the improvements in photonic integrated circuits 

are mostly due to the heterogeneous integration of novel optoelectronic devices with standard 

CMOS circuits. Figure 1.1 [1] shows the optoelectronic signal flow in a typical electronic – 

photonic integrated circuit (EPIC), where the active photonic devices (for instance photodetector) 

can act as an optoelectronic switch and can be placed in the photodetector section such that its 

electrical output can drive the CMOS circuit.  

.  

 

 

 

 

 

 

 

 

Figure 1.1: Signal flow path in an Electronic-Photonic Integrated Circuit [1] 
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To significantly ameliorate the energy-efficiency and data capacity of communication 

systems and ICs, and high preformation computing circuits, the combined use of hybrid electronic-

photonic ICs have become extremely important [2-4]. The main advantage of using photons in 

place of electrons to process and transfer data at speeds reaching Terabits/s, over longer distances, 

is the much lower energy dissipation in purely photonic systems, as compared to the dissipative 

metal electrical wires. Among all platforms for building photonic integrated circuits (PICs), silicon 

on-insulator (SOI) is the most promising due to the CMOS compatible process enabled by low-

cost and large-volume manufacturing. Silicon photonics integrated circuits (SiPICs) have become 

a potentially matured technology that can satisfy the exponentially increasing need for higher data 

rates with very small energy consumption, compact size, and significantly lower cost compared to 

discrete photonics or III-V or II-VI materials and systems [5, 6].  

Some important electronic design goals are: (1) reduction of gate latency, (2) ultra-low 

energy consumption per bit, and (3) simplified circuit topology (for instance logic operations using 

optoelectronic logic circuits require a lesser number of active devices compared to all FET based 

CMOS circuit) and layout architecture for many complex computation structures [3]. Compared 

to computation, logic operation, and switching with optics, optical interconnects have been more 

intensively investigated due to their advantages over metal interconnects especially in intra and 

inter-chip communications [1]. Though over the last decade optical interconnects have been of 

most interest, it is also possible to have optical computations and logic operations such as 

implementing basic Boolean operations like the (N)AND, (N)OR, and X(N)OR logic gates and 

even more complex functionalities such as 1-bit half and full adders [3, 4]. Moreover, most recently, 
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an ultra-fast low-power deep learning network has been implemented by optical mach-mehnder 

interferometers (MZIs) and has consolidated the position of computation with photonics [7].  

In recent times silicon photonics has been leveraging the CMOS infrastructure to address 

the growing demands for optical communications for internet and data center networks. The close 

integration of silicon photonics with CMOS promises to transform electronic–photonic 

technologies, enabling processor and memory chips with high-bandwidth optical input/output as 

discussed in [8, 9]. In the real world, photonic devices need to be integrated with a variety of 

nanoelectronic functions (digital, analog, memory, storage, and so on) on a single silicon die (chip). 

Monolithic (that is on a single chip) integration of photonic devices in close proximity to typical 

electronic devices like FETs is mainly crucial for reasons like allowing to achieve of high levels 

of performance, scalability, and complexity simultaneously for electronic–photonic systems [8, 9]. 

In conventional logic gates, data loss is a significant issue, and it is mainly caused since 

the number of inputs and outputs are not equal. It was shown by Landauer [10, 11] that the 

traditional Boolean logic gate for its regular operation, must dissipate energy at least kTln2 per bit 

loss, where k is the Boltzmann constant and T is the absolute temperature. In today’s electronic 

systems, Ohmic loss (I2R) is inevitable and occurs due to the flow of electrons through a 

conducting/semiconducting medium. Hence, in today’s data centric era, an increase in power 

consumption is becoming a bottleneck for high performance VLSI circuits and systems. Even 

though CMOS technology is the most widely used in a VLSI circuit because of its low power 

consumption, the energy dissipated during charging and discharging operations cannot be 

abolished without sacrificing the circuit operation, since it is proportional to the clock frequency 

of the circuits [12]. On the other hand, photon being the ultimate unit of information traveling with 

the speed of light (with a bandwidth of THz), and with data packets of zero effective mass forming 
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an optical signal, the techniques of computing with light may provide a way out of the limitations 

of computational speed, bandwidth limitations, power dissipation and complexity inherent in 

traditional electronic computing methods [4]. Also, in principle, it would be possible to emulate 

the functions of the electronic gates in a computational digital circuit with optical logic gates where 

the optoelectronic counterparts of the FETs (say a light effect transistor (LET) which an M-S-M 

structure based photodetector that can emulate the characteristics of a FET as will be discussed in 

detail in Chapter 3) will perform the optically controlled logic switching, and the electrical metal 

wires can be replaced with optical waveguides [13, 14]. 

1.2 Objective 

Photonic devices can provide advantages in speed and switching energy as compared to 

electronic counterparts, however, there are three major challenges that photonic devices face when 

they are directly integrated with electronic devices: size mismatch, energy data rate (EDR), and 

cascadability [15, 16]. Even though photoconductive devices may potentially offer advantages in 

switching speed [17] and switching energy [13, 14, 18, 19], it has a major drawback, and hence a 

photonic device such as the LETs [13, 20], cannot be directly used to drive another LET based 

circuit since the electrical output of the LET cannot provide the optical input signal that is used 

drive a similar device. So to simultaneously take advantage of the photonic devices and at the same 

time avoid the cascading issue in computing applications [20], a hybrid approach has been 

proposed wherein an integrated circuit only the switching FETs are replaced by LETs. A good 

example of such a circuit is a 6T static random access memory (SRAM) cell where the access 

FETs are replaced by LETs, and accordingly the metallic word lines by optical waveguides (OWGs) 

[14]. Also, this application not only improves the performance of the SRAM but also alleviates 
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the challenges of size mismatch and EDR (EDR ≤ 10 fJ/bit is desirable for on-chip communication) 

[15, 16]. This is possible with this approach because it is not required to illuminate each photonic 

individually, but they can be grouped together and (all access LETs in a row of the 6T array) 

simultaneously illuminated [14, 20] as in the operation of conventional SRAMs [21].   

A novel OWG architecture embedded inside a dielectric layer in the photonic layer with 

multiple openings into the electronic layer has been designed and simulated using the Synopsys 

Photonic Design suite, RSoft which shows that the proposed OWG system can perform similar 

functions as the word line of a regular 6T array, by efficiently transmitting optical energy to the 

LET access devices in the same row. Moreover, the design and implementation of a fully 

functional hybrid 6T SRAM cell with better noise characteristics compared to the regular 6T cell 

confirm that the proposed hybrid structure is not only high performing (lesser delay and energy 

consumption) but also very robust (higher noise stability), which makes the hybrid 6T SRAM a 

felicitous candidate for cache applications in high performance computing systems. 
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CHAPTER 2: Optoelectronic Devices 

2.1 Overview 

Optoelectronics is the combination of optics and electronics which includes the study, 

design, and manufacture of a hardware device that converts electrical energy into light and vice 

versa through semiconductors [22]. Optoelectronic devices rely on light-matter interactions and 

electronic properties of matter to convert light into electrical signals or vice versa. There has 

always been a drive to improve light-matter interactions in semiconductor materials to make better 

optoelectronic devices.  

In the last decade, one-dimensional or quasi-one-dimensional nanostructures (e.g., 

nanowires) have been widely researched as potential building blocks for nanoelectronics circuits. 

Due to their excellent electronic and photonic properties (due to their high surface to volume ratio 

as a result of a reduction in volume) semiconductor nanostructures (especially nanowires) are 

being used extensively for photodetectors, optoelectronic switches, optical interconnects, and 

photovoltaics [23-27]. The optical properties of nanostructures are particularly sensitive to their 

physical dimensions, and the high surface to volume ratio not only allows for enhanced optical 

absorption but also enhances carrier confinement which in turn results in a high gain in 

photodetectors [28, 29]. Due to their excellent electronic and optical properties, and reduced sizes, 

semiconductor nanowires based electronic-photonic devices are very important building modules 

for the monolithic integration of nanoelectronic and nanophotonic devices. 

Silicon (Si) is the most widely used semiconductor in the IC technology, and silicon 

nanowires (SiNW) are the most extensively studied for electronic applications. Since Si is the main 

building block of IC technology, Si-based photodetectors are a lucrative choice for on-chip 

integration with other electronic devices (for instance FETs), since the whole process flow is 

https://www.elprocus.com/electrical-energy-saving-tips/
https://www.sciencedirect.com/topics/physics-and-astronomy/semiconductors-materials
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CMOS compatible [23, 24, 30], and the Si photodetectors and other Si-based optical components 

can be readily fabricated alongside the standard Si FET ICs as shown in Figure 2.1 [30].  

 

 

 

 

 

 

 

 

2.2 Nanowire Photodetectors  

Photoconductivity is the process of modulation of the electrical conductivity of a 

device/material due to incident radiation of a suitable wavelength. In the process of 

photoconductivity, there are several successive or simultaneous mechanisms like the absorption of 

the incident light depending on the absorptivity of the material, carrier photogeneration, and carrier 

transport (including carrier trapping, de-trapping, and recombination) through the device to give 

the photocurrent governed by various physical models [24, 25, 31]. The change in conductivity of 

a device due to the absorption of radiation of a suitable wavelength mainly depends upon the 

number of carriers produced per photon absorbed (carrier generation quantum yield), and the 

mobility of photogenerated carriers (both majority and minority). The duration of the 

Figure 2.1: SOI-based chip-level optical interconnect module with 

lasers and photodetectors using 3-D guided-wave path for multi-core 

processor or memory-to-processor interface [30].  
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photoconductive effect leading to the modulation of conductivity depends on the electronic 

structure of the material (like the presence of traps and defects) which in turn dictates the carrier 

lifetime of the photogenerated carriers [24]. The high photoresponsivity and gain observed in 

semiconductor nanowires, and the recent advancement in capturing and understanding the physics 

behind the photoconduction mechanism in low dimensional systems and materials with a high 

density of surface states and traps are of huge interest in the potential use of NWs as photo sensing 

elements in highly integrated optoelectronic devices, optical interconnects, and transceivers. The 

optical properties of NWs are mainly dependent upon the dielectric functions of bulk materials, 

with some additional effects like optical birefringence, light scattering, and waveguiding effects 

(light funneling). However, variations in properties arising from the NW geometry and the low 

dimensionality leading to carrier confinement also play an important role in the total 

photoconductivity [24, 31]. The optical birefringence effect mainly depends on the modulation or 

change of the and also due to the variation of the optical matrix elements due to the quantization 

of carries and is mainly predominant in very thin NWs with diameter < 10 nm, and due to the 

confinement of the optical electric field inside the NW’s dielectric material. In the case of thin 

NWs (typically when NW diameter < light wavelength (λ)) the electric field vector's perpendicular 

component is generally non-dominant while the parallel component dominates, while for thick 

NWs the electric field distribution inside the NW is non-uniform [24]. Also, enhanced scattering 

of light happens in NWs when the physical dimension is comparable to or much lesser than the 

wavelength of incident radiation [24, 31]. It is evident from rigorous numerical calculations that 

the Silicon NW arrays have a very high absorption of incident light when the wavelength is much 

greater than that of the fundamental bandgap due to the very high confinement of the 

electromagnetic energy into the high refractive index of the NW material and its reduced volume, 
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which is known as light funneling, and thus outperforming their thin film counterparts made from 

the same material [24, 31].  

2.3 Working Mechanism and Carrier Transport 

The carrier dynamics and transport phenomena in photodetectors can be described by the 

combination of Poisson’s equation, carrier continuity equations, and the drift diffusion equations 

as shown below [25, 32, 33]:  

▽𝟐 𝛹 = -
𝑞

𝜀
(𝑝 − 𝑛 + 𝑁𝐷 − 𝑁𝐴)  (2.1) 

-
1

𝑞
▽.𝐽𝑛 − 𝑔 + 𝑟𝑛 +

𝜕𝑛

𝜕𝑡
= 0  (2.2) 

1

𝑞
▽.𝐽𝑝 − 𝑔 + 𝑟𝑝 +

𝜕𝑝

𝜕𝑡
= 0  (2.3) 

𝐽𝑛 = 𝑞µ𝑛𝑛𝐹 + 𝑞𝐷𝑛 ▽ n  (2.4) 

𝐽𝑝 = 𝑞µ𝑝𝑝𝐹 − 𝑞𝐷𝑝 ▽ p  (2.5) 

where 𝛹 is the electrostatic potential; p and n are the total hole and electron concentration after 

illumination; g is the optical generation rate and rn/p is the electron/hole recombination rate; µn/p is 

the electron/hole mobility; Dn/p is the electron/hole diffusion constant, and F is the applied electric 

field. Under illumination (considering an n-type device), the change in conductivity of the device 

occurs either due to the change in carrier concertation or change in carrier mobility due to 

scattering effects is shown [24, 31]:  

𝛥𝜎 = 𝜎𝑙𝑖𝑔ℎ𝑡 −  𝜎𝑑𝑎𝑟𝑘 = 𝑒(µ𝛥𝑛 + 𝑛𝛥µ)  (2.6) 
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Generally, the change in carrier concentration (𝛥𝑛) due to illumination is much higher than 

the change in mobility (𝛥µ), and hence neglecting the change in mobility effect, and considering 

only the recycling gain theory [28], the photocurrent density in an n-type device can be written as: 

𝐽𝑃𝐶 = 𝑒𝐹µ𝛥𝑛     (2.7) 

The excess carrier depends on the amount of photogenerated carrier which in turn depends on the 

optical generation rate (number of photo carriers generated per unit volume per unit time due to 

optical absorption) given by [24, 34]: 

g = ƞ∗
(

𝑃𝑜𝑝𝑡

ℏ𝜔
)

𝑣𝑜𝑙𝑢𝑚𝑒
     (2.8) 

where Popt is the absorbed optical power, and it depends on the surface area of the device exposed 

to illumination and the absorption coefficient of the material, ħω is the energy of a photon, and ƞ∗ 

is the effective carrier photogeneration quantum efficiency which takes into account the effect of 

reflection, scattering, and low dimensionality of the NW on optical absorption. Now under steady 

state and constant illumination, neglecting the effects of excess carrier confinement at the device 

contacts, and the non-uniform distribution of excess carriers due to the applied electric field [28], 

the excess carrier concentration may be given as [24, 28]: 

𝛥𝑛 = 𝑔𝜏    (2.9) 

where 𝜏 is the carrier lifetime and mainly depends on the material properties and the quality of the 

material used in the device. By combining Equations 2.7 through 2.9, the steady-state photocurrent 

density for a given wavelength can be written as: 

𝐽𝑃𝐶 =  ƞ∗
(

𝑃𝑜𝑝𝑡

ℏ𝜔
)

𝑣𝑜𝑙𝑢𝑚𝑒
𝑒𝐹µ𝜏   (2.10) 
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It is observed from Equation 2.10 that along with other parameters, the photocurrent depends on 

the quality of the material (τ is generally higher for good quality materials) used in the device. If 

the effects of both electrons and holes are to be considered, then the total photocurrent density can 

be written as: 

𝐽𝑃𝐶 =  ƞ∗
(

𝑃𝑜𝑝𝑡

ℏ𝜔
)

𝑣𝑜𝑙𝑢𝑚𝑒
𝑒𝐹(µ𝑛𝜏𝑛 + µ𝑝𝜏𝑝)     (2.11) 

For a, strictly speaking, MSM photoconductor device, the carrier dynamics under bias are 

dependent on the potential barrier heights at the two MS contacts, and the voltage drop at the two 

metal contacts [25, 28, 29]. The asymmetry in the I–V curve of these M-S-M structures mainly 

arises from the difference in potential barrier heights at the two M-S contacts. Under illumination, 

the increase in current is not only due to the excess carrier concentration (which decreases the 

series resistance of the NW) but also due to the reduction of the barrier heights at the two M-S 

contacts [25]. Hence the observation of very high current in single NW-based MSM devices has 

contribution both from photoconductivity as well as the reduction of the potential barriers at the 

contacts [25] due to local carrier generation. Also, the recombination at the junctions can be 

suppressed by the illumination which enhances the photocurrent. It has also been reported that the 

contribution of contact barrier reduction due to illumination is more pronounced on the 

photocurrent of the MSM structure than the photoconductive reduction of NW resistance due to 

the generated excess carriers [25].  

Zero bias photo response, similar to that in a solar cell, has been observed in M-S-M 

structures. The reason may be the formation of a built-in potential barrier at the two contacts due 

to band bending at the two M-S interfaces which are due to the work functions difference between 

the metal and the semiconductor contacts [25] at the two ends of the device. In the NW-based M-
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S-M device, if the device's active region is much lesser in length than the device depletion width, 

then there is a possibility of the existence of an axial field in the middle of the NW without any 

application of bias voltage, and this phenomenon can collect the carriers giving rise to zero bias 

photocurrent [25]. For exactly symmetrical MS junctions, the net zero bias photo current will be 

zero. The zero bias photocurrent increases non-linearly with incident power following a relation 

Iph α Popt
γ [24, 25]. Generally, the photocurrent depends on photo-generated carriers, which in turn 

depends on the trap state dynamics and trap occupation probability around the Fermi level, and is 

often empirically related to absorbed optical power Popt with an exponent γ. The exponent depends 

on the distribution of carrier traps and carrier recombination that happens inside the active region 

of the device [28, 29].  

.  
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CHAPTER 3: Light Effect Transistor  

3.1 Device Overview and Comparison with FETs 

 A FET is principally a voltage-controlled device with four terminals: source (S), drain (D), 

gate (G), and body (B), where the S-D conductivity is modulated by the application of a voltage 

at the G to create a layer of free charges which conducts current between the S-D terminals [35]. 

FETs are the most widely used electronic device in ICs and are used for analog, logical, and 

memory operations. Although FETs have evolved structurally from the early planar to the multi-

gate 3D structures (like DG FET, FinFET, etc.) with continuous shrinkage in device dimensions, 

the basic operating principle remains the same. These multi-gate structures have led to greater 

fabrication complexity, and ultimately to challenges in gate fabrication and precise doping control 

[36-38]. Though various new technologies, like FinFETs tunnel-FETs (TFETs) [39, 40] have been 

developed in recent years to enable the continuation of Moore’s law [41], further development 

with such technologies is not very promising. Also, more sophisticated structures like 

semiconductor nanowire (SNW) based FETs [42, 43], FETs comprising of 2D channel materials, 

[44, 45], and FETs with multiple independent gates have been exploited, however, no clear 

pathway for overcoming a FET’s intrinsic physical limitations [46-48] dictated by its operation 

mechanisms, such as random dopant fluctuations, gate fabrication complexities, and inherent 

parasitic capacitances and resistances, and no viable revival technologies exist so far.  

A LET as shown in Figure 3.1 [13, 14] is a two-terminal M-S-M structure with a 

semiconductor nanowire (SNW) placed on an insulating substrate with two M-S junctions at the 

ends forming the S and D contacts. Figure 3.1 brings out the structural simplicity of the LET 
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without a physical gate over conventional gated FETs. The working mechanism of a LET is 

different from that of a traditional FET in that the source-drain conductivity of a LET is  

 

 

 

 

 

 

 

 

modulated by light or electromagnetic radiation of a suitable wavelength as in a photoconductive 

mechanism [49] as opposed to electrostatic control by the gate, and the current carriers are 

generated through optical absorption rather than thermal activation of the dopants. The advantage 

of an LET over an FET stems from various factors such as the removal of the physical gate, thus 

minimizing the complex gate fabrication process and random dopant fluctuations in FETs [36]. 

Hence, the LET can be scaled down to the quantum regime without the problem of short-channel 

effects (SCEs) that are common in nanoscale FETs [50]. Also, because the LET structure does not 

have a physical gate, the device speed is expected to be only limited by the carrier transit time or 

lifetime, whichever is smaller, rather than the capacitive delay as in the gated FETs. 

Figure 3.1: A Light Effect Transistor (LET) [14]. 
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 While the LET can readily emulate the current-voltage (I-V) relationship of a FET (as 

shown in the next section) under a single beam illumination (as in a photodetector), it offers 

functions not readily achievable by either a FET or a photodetector [51, 52], when it operates 

differently than a typical photodetector under multiple independent beam illumination. It is to be 

noted that a traditional p-n junction-based photodetector (though superior to the M-S-M 

counterparts in terms of bias voltage requirements) cannot emulate the I-V of a conventional FET 

under illumination, while a photoconductive-based M-S-M structure like the LET under 

illumination can resemble a FET with gate voltage [13]. Under simultaneous multiple beam 

illumination (which is usually for photoconductive function), the LET can further function as 

optical AND and OR gates, perform optical amplification [13], and other optical analog functions 

that are not possible by a photodetector or single FET device. 

3.2 LET Device Characterization  

For the LET operation under illumination, the optical gating process has two control 

parameters: λg and Pg under single CW illumination. For the LET transfer and output 

characteristics studied in [13], a single beam focused CW illumination where the center of the 

SNW was illuminated with 633, 532, 442, or 325 nm light; and a uniform illumination of the SNW 

with white light from a halogen lamp was used. The LETs output characteristic was studied as a 

variation of the drain current with drain-source voltage (Id vs Vds) under a constant optical power 

and wavelength, Pg(λg), which is analogous to the FET’s output characteristics under a constant 

gate bias; while the transfer characteristic was studied as the variation of drain current with the 

optical power shined on the SNW (Id vs Pg(λg)) at a constant Vds, analogous to FET’s transfer 
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characteristic where the gate voltage for the FET has been replaced by the control optical power 

in case of LET.  

In the previous study using a CdSe NW of 5.5 µm in length and 80 nm in diameter with 

Indium (In) contacts at two ends, the illumination optically modulates the electrical conductivity 

of the NW between “on” and “off” states resembling that of FETs, with the measured output 

characteristics shown in Figure 3.2a [13]. It is to be noted that the high values of Vds requirement 

are due to the very long length of NW used in the experiment, while for LET applications if NW 

of lesser lengths is used Vds scales down accordingly [14]. As seen in the previous study [13], the 

current varies with changing the wavelength of light used for the gating purpose, fundamentally 

due to wavelength dependent light-matter interactions, which also gives the LET more flexibility 

in achieving gating-dependent optoelectronic functions as compared to FETs. 

  

 

 

 

 

 

 

 

 

Figure 3.2: (a) Output and (b) transfer characteristics of a 

prototype LET based on a CdSe nanowire [13]. 

a 

b 
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In the measured transfer characteristics (variation of Id with Pg for different Vds) of the LET as 

shown in Figure 3.2b [13], the threshold power (PT) corresponds to the onset of the liner Id – Pg 

region for a given value of λg. A LET can employ the subthreshold region to function as optical 

AND gates or for optical amplification purposes. It is to be noted that in the experimental results, 

the power actually absorbed by the NW is ~ 10% of the applied power, since the laser spot size is 

considerably larger than the NW diameter, hence reducing the beam size closer to the NW diameter 

could drastically reduce the Pg requirement [13]. Also, the asymmetry in the measured output 

characteristics is probably due to the asymmetry in the In/CdSe contacts at the two ends of the 

NW, where one is close to ohmic and the other is close to a Schottky contact. 

3.2.1 Estimation of LET Parameters 

Since very long M-S-M devices are not very useful for VLSI circuit applications, and hence 

for performance estimation, a more practical NW length of 100 nm – 500 nm has been assumed. 

Although the demonstrated prototype LETs were based on CdSe NWs, there is no limit to the 

material system per the device mechanism. At room temperature, many semiconductors (e.g., Si, 

SiC, InAs, InP, GaAs, CdSe) have saturation electron velocities in the range of 107 - 108 cm/s 

when the electrical field is of the order of 100 kV/cm [53, 54] which implies a carrier transit time 

of the order of 1 – 0.1 ps and 5 - 0.5 ps for a 100 nm and 500 nm long NW respectively. Also, it is 

to be noted that 100 nm is the typical length scale of ballistic transport where the saturation velocity 

can be achieved. For longer NWs in the non-ballistic transport regime, the electron transit time 

depends on the electrical field. For Si at E = 10 kV∕cm, electron velocity is around 7 x 106 cm/s 

[53, 54], and the carrier transit time (tLET) can be estimated to be 4.3 and 7.1 ps respectively for 

300 nm and 500 nm long Si NW. If the NW in the LET can be scaled down to operate in the 
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ballistic regime (typically ≤ 100 nm), then ultrafast switching (of the order of 1 ps or faster) can 

be obtained which implies ultrasmall switching energy for the LET. The photocurrent current in 

the LET device may be written as [13]: 

𝐼𝑑 =  
𝑒ƞ𝑁𝑝ℎ𝐺

𝑡𝐿𝐸𝑇
  (3.1) 

where ƞ is the illumination efficiency, Nph
 is the number of photons absorbed and G is the 

photoconductive gain between the carriers generated by light and the total carriers in the current 

as given by the recycling gain theory [24, 28]: 

𝐺 =  
𝐹µ𝜏

𝐿
   (3.2) 

where F is the applied Electric field (depends on the D-S voltage), τ is the photocarrier lifetime 

which depends on the quality (traps and defects, surface states, etc.) of the material; L is the length 

of the device. In Equation 3.1, considering the photon flux = Nph/tLET, the optical power (Pg ) 

needed to have a current of Id at a gain of G is then given by: 

𝑃𝑔 =  
𝐸𝑝ℎ𝐼𝑑

eƞ𝐺
  (3.3) 

Assuming Id = 1µA (a good assumption for digital VLSI circuits); G = 103 (gain of the M-

S-M photodetectors increases as NW length is decreased); ƞ = 1, and the photon energy for 532 

nm illumination, Eph ≈ 2.33 eV, the needed optical power will be, Pg = 2.3 nW. For a LET the 

electrical switching energy due to the transit of carriers and the S-D current can be estimated by: 

Eel = IdVdstLET  (3.4) 

Assuming a switching time (carrier transit time) tLET = 1 ps (for a ballistic device), and an on-

current of Id = 1 µA under a D-S bias, Vsd = 1 V, the electrical switching energy Eel will be 1 
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aJ/switch. However, in the LET, optical gating power also contributes to the switching energy and 

the optical switching energy is. given by: 

Eop =  𝑃𝑔𝑡𝐿𝐸𝑇 =
𝐸𝑝ℎ𝐼𝑑

eƞ𝐺
tLET (3.5) 

Plugin in the values of Pg = 2.3 nW and tLTT = 1 ps, Eop = 2.3 x 10-3 aJ/switch ≪ Eel, which leaves 

sufficient room allowing for lower gain and below 100% light power delivery efficiency. Hence 

the total switching energy (Eel + Eop) will be ≈ 1 aJ/switch which is almost more than two orders 

of magnitude lesser than advanced FETs having switching energy in the range of 0.1 – 1 fJ/switch. 

  Even considering a non-ballistic device of length 300 nm with tLET = 4.3 ps, with Id = 5 

µA (more suitable for circuit purposes as will be seen in the next chapter), at a Vds = 1.5 V, the Eel 

≈ 32 aJ/switch and Eop ≈ 3.95 x 10-2 aJ/switch, which gives total switching energy of ≈ 32 aJ/switch, 

which is still at least three times lesser than FET’s minimum switching energy.  

In an even more idealistic case, assuming a ballistic device with a quantum impedance of 

12.9 kΩ [55], transit time of 0.1 ps, S-D current of 1 μA, and no voltage loss at the contacts, the 

electrical switching energy can be as low as 1.3 x 10-21 J/switch at an extremely low Vsd of only 13 

mV [13]. Also, the large prototype device (CdSe NW of length 5.5 μm and diameter of 80 nm) 

studied experimentally under 532 nm illumination of 110 nW (only about 6% of the power was 

actually absorbed), yielded Id = 0.35 μA at Vds = 1.43 V; while in dark condition, Id ∼ 1 pA, which 

corresponds to about 1.5 pW off power. Estimating the total switching energy for such a large 

device using the typical room temperature carrier lifetime in a II-VI semiconductor of the order of 

100 ps is Eel + Eop ≈ 0.06 fJ∕switch, which would still be better than typical FETs. In FETs, the 

gate related RC delays predominate over the carrier transit-time delay; but in the LET, the carrier 
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transit time through the NW channel is expected to be the predominant factor for determining the 

switching speed and energy of a discrete LET [14, 20].  

3.2.2 TCAD Modelling of the FET and LET Devices 

The FET and LET devices have been modeled using the Sentaurus TCAD modeling suite from 

SYNOPSYS [56] [57]. A typical Senataurus Workbench (SWB) workflow for device design in 

Synopsys Sentaurus TCAD is shown in Figure 3.3. In the Sentaurus Structure Editor (SDE) tool, 

the device structure is made, all the various doping profiles are added, all electrical contacts are 

made and finally, the meshing (for the active region with high carrier density and high electric 

field, generally fine meshing is needed) is done for the device. Once the SDE simulation is 

complete the control automatically flows to the SDEVICE module in the workbench, where the 

meshing information from the SDE module is incorporated; all the physical models describing the 

device nonidealities and depending on the device's working mechanism are added, and then 

various mathematical solvers are run iteratively to solve the Poisson’s equation along with the 

carrier transport equations to obtain the outputs which are then viewed in the SVISUAL module. 

The meshing and other device parameters (I-V) are also viewed in SVISUAL module. A FinFET 

structure as shown in Figure 3.4 [58] has been simulated with the following device parameters: 

physical gate length (Lg) = 22 nm; fin width (Fw) = 10 nm; fin height (Fh) = 10 nm; source length 

= 15 nm; drain length = 15 nm; drain contact length = source contact length = 15 nm. For the n-

FinFET the channel has been doped with boron @ 1015/cm3, while the source, drain, and their 

respective contacts have been doped with arsenic @ 1018/cm3. Similarly, for the p-FinFET, the 

channel has been doped with arsenic @ 1015/cm3, while the source, drain, and their respective 

contacts have been doped with boron @ 1018/cm3.  



21 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

            

Figure 3.3: Typical (a) file structure (b) design flow in Synopsys Sentaurus TCAD. 

Figure 3.4: Schematic of a FinFET showing the different regions and interfaces [58]. 

a b 
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For the simulation purpose, the meshing of the device structure generated from the SDE 

module is shown in Figure 3.5 which shows fine meshing in the channel and interface regions. To 

model the device's non-idealities, doping dependent, high field saturation, and normal electric field 

dependent mobility degradation models along with carrier recombination models are included for 

carrier transport in the FinFET in the SDEVICE module [56, 57]. Also, some advanced models 

like the density gradient quantum correction model (if the device dimension is < 10 nm) and carrier 

tunneling model [56, 57] for tunneling of carriers from the drain and source into the channel have 

been included in the SDEVICE module. For the carrier transport phenomena, the standard drift 

diffusion model has been used [57].  

 

 

 

Figure 3.5: Simulated meshing structure of the FinFET in Synopsys TCAD. 
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For both the FinFET device and the LET device shown next, at the metal contacts Dirichlet 

boundary condition has been assumed [57, 59]. At metal–semiconductor interfaces, by default, 

there is an Ohmic boundary condition (in our case no specific metal was specified, but just set the 

two MS contacts to be ohmic. However, it is possible to choose the metals for Ohmic/Schottky 

contacts, and even set workfunctions for the contact metals or the potential barrier height at the 

MS contacts) which has been used in the simulation [57]. In this simulation, the potential barrier 

at the MS contact is computed automatically by the software, and carrier tunneling models such as 

the Nonlocal Tunneling [57, 59] at material interfaces, MS contacts, and junctions are incorporated 

in the simulation with carrier tunneling mass for Silicon and oxide from their respective parameter 

files [57]. The simulated current density in various regions of the device is shown in Figure 3.6, 

with gate voltage (Vg) varying from 0 to 1.5 V and at a Vds of 1.4 V., and all the standard material 

parameters for Silicon were considered in the simulation. It is observed that there is also a very  

Figure 3.6: Simulated current density in various regions of the FinFET. 
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high current density on the body of the device. Though in a FET structure, the current is only 

expected to flow in the channel between the drain and source terminals, the body also has an 

appreciable current since it has an electrical connection and also due to the vertical electric  

field from the gate terminal. This unexpected current will not be present in the case of a LET 

structure since the body neither has any electrical connection nor is there any gate that creates the 

vertical electric field. The transfer and output characteristics for the FinFET device at different Vds 

and Vg values respectively are shown in Figure 3.7, and from the TCAD analysis section the 

threshold voltage (Vth) of the device is around 0.35 V and the off current (at Vg = 0 V and Vds ~ 0 

V, which is equivalent to the dark current in the LET) is of the order of 10-10 A.  

 In the case of the LET, the structure is very simple with no precise doping requirements 

and no gate electrode requirement. A NW of 300 nm in length and 50 nm in diameter is considered. 

Two metal contacts were taken from the two ends of the NW to form the source and drain. For the 

optical switching part, various constant optical generation rates were assumed which can emulate 

the optical gating in the NW for various optical powers shined on the NW, since optical generation 

rate (g)  Pg. Contrary to the case of FinFET, only the high field mobility degradation model has 

been incorporated in the LET since principally the NW is undoped (however if the NW is to be 

doped then doping dependent mobility modification and recombination models should be 

considered), and also there will not be any mobility degradation due to normal (perpendicular to 

the NW channel) electric field, but only due to longitudinal electric filed [56, 57] since there is  
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no gate control on the NW channel electrostatic. SRH and Auger recombination models with 

standard parameters for Silicon were included in the NW region as well as the Si/SiO2 interface 

with standard parameters for Silicon and SiO2 [57]. Also, the carrier tunneling model for tunneling 

of carriers from the two contacts into the NW channel under illumination and applied electric field 

has been included. For carrier transport, the standard drift-diffusion model has been used. The 

meshing of the LET structure in the SDE tool and the structure showing the current density in 

different regions of the device are shown in Figures 3.8 and 3.9, respectively. From Figure 3.9, it 

can be seen that in contrast to the simulated FinFET structure, the LET does not have any current 

flowing through the device substrate since the NW is placed on a thick insulator and the substrate 

has no electrical connection, and hence body related leakage will not be there in the case of LETs.  

Figure 3.7: Simulated (a) Id – Vg and (b) Id – Vds plots for the FinFET for 

various Vds and Vg values, respectively. 

a b 
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The output characteristics (Id – Vds) plot of the LET device under illumination for various 

optical generation rates g = 10 21 - 1029 /cm3/sec (which signifies the various optical gating powers 

Pg), and the Id - Vds under dark conditions (g = 0) are shown in Figure 3.10:  

 

 

 

 

 

 

 

Figure 3.8: Simulated meshing structure of the LET in Synopsys TCAD. 

Figure 3.9: Simulated current density of the LET in Synopsys TCAD. 
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It is well established from Figure 3.10 that the output characteristics of the LET under different 

illumination powers (in the simulation it is represented by different generation rates) are very 

similar to that of conventional FET’s output characteristic with different gate voltages. Also, the 

transfer characteristics, Id (drain current) – Pg (Pg equivalent to optical generation rates since Pg  

photon flux at a particular wavelength) plot for the LET under different Vds values 

  

 

 

 

 

  

 

 

is shown in Figure 3.11, where in Figure 3.11a the optical generations are also in log scale to 

accommodate for the wide range of values, and in Figure 3.11b the optical generations are in linear 

scale which resembles the FET’s transfer characteristics with a subthreshold slope. In the low 

power region, the Id - Pg (optical generation) is sublinear but quickly becomes linear as seen in 

Figures 3.11 and 3.13.  

Figure 3.10: Simulated output characteristics (Id – Vds) of the LET, g in /cm3/sec. 
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 Moreover, a ballistic LET with a much small dimension (length = 100 nm and diameter = 

30 nm) has also been designed and simulated using Synopsys TCAD. To incorporate the ballistic 

transport, the ballistic mobility model has been used in the simulation which considers the carrier 

dynamics in the ballistic regime [57]. 

 

 

 

Also, the dark current (for both regular and ballistic LET) is extremely low (of the order of 

10-13 A) mainly due to the lack of background doping in the NW (undoped NW). Moreover, 

asymmetrical MS contacts by using contact metals with different work functions such that one 

contact is close to ohmic (by default in Sentaurus SDEVICE module) and the other is close to a 

Schottky contact [60] (metal with workfunction > that of Silicon) can further reduce the dark 

current. The output and transfer characteristics of the ballistic device are shown in Figures 3.12 

and 3.13, respectively. As evident from the figure, the ballistic device needs an extremely low 

   

Figure 3.11: Simulated transfer characteristics (Id – Optical Generation) 

of the LET (a) both axes in log scale, (b) only Id in log scale. 

 

a b  
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drain-source bias of around 30 mV (as also mentioned in [13]) to have a similar range of on-

currents (10-6 A) as the regular device, in the comparable range of the generation rates, 1021 – 1029/ 

cm-3s-1, and hence it will be very suitable for ultra-low power applications.  

 

 

 

 

 

 

 

 

 

 

Figure 3.12: Simulated output characteristics (Id – Vds) 

of the ballistic LET, g in /cm3/sec. 

 

Figure 3.13: Simulated transfer characteristics (Id – Optical Generation) of the 

ballistic LET (a) both axes in log scale, (b) only Id in log scale. 
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Also, photoconductive gain of the device defined as the ratio of the total carriers in the 

current to the carriers generated by optical excitation [24, 29] is calculated for the regular LET 

using the simulated Id and optical generation values from Figure 3.11 and the gain is plotted for 

the regular LET with respect to the optical generation rates as shown in Figure 3.14.  

 

 

 

 

 

 

 

 

 

 

It is seen from the Figure 3.14 that there is some gain for the LET device at lower optical 

generations rates (1020 – 1022 /cm3/sec) which rapidly falls to values ~ < 1 as generation rates 

increase. The observed gain at lower optical generation rates (the reason for gain needs further 

investigation) may be due to the more pronounced effect of the externally injected carriers from 

the M-S Ohmic contacts on the total current giving rise to a gain, and the contribution of injected 

carriers from the M-S Ohmic contacts fall rapidly (due to carrier saturation maybe due to the effect 

of traps) at higher optical generation rates as the huge number of excess carriers generated from 

the external optical illumination dominate the total current and hence gain also falls rapidly and 

saturates to a value ~ 1.  

Figure 3.14: Gain vs optical generation (Pg) for the regular LET. 
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Now, considering Id = 1 µA, at Vds = 1.5 V at an optical generation g = 1028/cm3/sec (from 

Figures 3.10 and Figure 3.11) and using the (photoconductive gain) G = 0.98 (for g = 1028/cm3/sec 

form Figure 3.14), and using the Equations 3.3 and 3.5 (and other parameters exactly same as used 

in Equations 3.3 and 3.5), Pg = 2.38 µW and Eop = 10.2 aJ respectively, and also the calculated Pg 

is very similar to what is shown in Figure 3.10. Now using Equation 3.4 and considering the exact 

same parameters as used above, Eel = 6.45 aJ, which is comparable to the Eop calculated above, 

and Eop << Eel as discussed in Section 3.2.1 does not hold since the simulated LET gains are ~ 1 

(G values are not high) for the generating rates considered in the calculation. Also, it is to be noted 

that having no gain is not necessarily bad, because high gain typically means low speed (bandwidth, 

since gain-bandwidth product is constant for a device), although no gain means higher optical 

gating power (Pg) to produce the same photo current as seen in the above calculations.  

3.3 Conclusion 

In this chapter, the details of the LET device, its optoelectrical characteristics, performance 

matrices, and also its possible application in digital circuits are discussed. The I-V curve shows 

that a LET under single beam illumination can emulate the I-V (both the output and transfer 

characteristics) of a standard FET, the only difference is that the gate voltage in the case of the 

FET is replaced by the optical power in the case of the LET. Moreover, it has been found from 

TCAD simulation that since the LET does not have any electrical connection to the body 

(which just provides mechanical support), there is no unwanted leakage path to the body and 

hence the body current in the LET is almost ten orders of magnitude lesser than the body 

current in the simulated FinFETs. Since the nanowire in the LET is undoped the dark current 

is extremely low, of the order of 10-13 A for the Silicon NW used in the simulation, an on-
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current of the order of 10-6 A yields an on-off ratio of 107. Moreover, the ballistic device (length  

= 100 nm, diameter = 30 nm) also has similar values of the on-off ratio with only a slightly 

lower dark current of about 4 x 10-13 A (the regular LET has a dark current of about 7 x 10-13 

A), and it needs only around 30 mV – 50 mV of drain-source bias to achieve such high on-off 

ratios, which makes the ballistic devices extremely energy efficient and a very useful candidate 

for ultra-low voltage electronic circuits.   
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CHAPTER 4: Conventional and Hybrid 6T SRAM  

This Chapter reused the contents from the articles below:  

 Reprinted with permission from A. Pal, Y. Zhang, and D. D. Yau, "Monolithic and single-

functional-unit level integration of electronic and photonic elements: FET-LET hybrid 6T 

SRAM," Photon. Res., vol. 9, no. 7, pp. 1369-1378, 2021/07/01 2021, doi: 10.1364/PRJ.420887. 

Reprinted with permission from A. Pal, Y. Zhang, and D. D. Yau, "Light Effect Transistors for 

High-Speed and Low-Energy Electronic and Photonic Integrated Circuits," in 2021 IEEE 

Research and Applications of Photonics in Defense Conference (RAPID), 2-4 Aug. 2021 2021, pp. 

1-2, doi: 10.1109/RAPID51799.2021.9521451.  

4.1 Survey of SRAMs 

High speed, low power, low leakage, and low noise Static Random-Access Memory (SRAM) are 

in high demand for high-performance cache memories in computing systems. Memories are the 

most power-hungry blocks and consume most of the area on a chip due to their high capacity [61, 

62]. Therefore, the performance and energy efficiency of SRAM is extremely important in both 

high-performance and ultralow-power portable, battery-operated electronic systems. SRAMs 

being the fastest of all memories are generally used as high-speed cache memories which have a 

direct connection with the CPU as shown in the processor - memory architecture of Figure 4.1 

[63], and such high-speed memory-processor interfacing is not possible to attain with other 

memory architectures. Since on-chip caches typically consume 25% – 45% of the total energy of 

a chip [64, 65], and hence it is imperative to design high-speed, energy-efficient, low leakage 

embedded memories that are desirable for a modern electronic system.  

Many techniques have been exploited at both device and circuit levels to improve the 

performance of the SRAM on an incremental level, particularly in speed and energy consumption  
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[66-68]. It is possible to design a low leakage SRAM cell with supply voltage scaled down in 

which the voltage swing per switching activity per cell can be reduced (in both read or write 

operation), which will reduce the overall dynamic power consumption of the circuit. However, 

lowering supply voltage is fundamentally limited by various design issues like degradation in cell 

stability, noise margin, reduced on-current-to-off-current ratio, and strong sensitivity to process, 

voltage, and temperature variations [62, 69, 70]. Also, various other detrimental effects like 

degradation of the noise margin, an exponential increase of the leakage current, SCEs resulting 

from aggressive scaling of CMOS memory cells into the nanometer regime, especially in less than 

32 nm technology [69, 70]. Moreover, to worsen things, excessive scaling of device dimensions 

and using ultrathin gate oxide in advanced technology nodes have resulted in an alarming amount 

of gate oxide tunneling current [62, 70] which adversely affects the circuit leakage. Also, the 

parameter fluctuation effects like line-edge roughness, random dopant fluctuation, and gate-oxide-

Figure: 4.1 Memory levels in a processor showing the memory bandwidth 

and latency. Width of blue lines indicates relative access speed [63].  
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thickness fluctuation reduce the stability of SRAM cells and hence adversely affect the data storage 

capacity and the read and write operation (degraded noise margins and hence the stability), [62, 

70]. Though the sub-threshold design for low-power applications has been carried out, the 

successful operation of such memory circuits is very challenging since the performance of SRAMs 

and the noise margins degrade at very low voltages [62, 70].  

Double gate (DG) MOSFET, tunnel FETs (TFET), and FinFETs with better control of 

channel electrostatics have emerged as lucrative choices in the last decade to improve the 

performance of SRAM cells in terms of leakage current reduction, speed enhancement and 

mitigate various SCEs which are predominant in highly scaled bulk MOSFETs [50, 67, 71]. With 

the increase of SCEs with reduced technology nodes in highly scaled planar FETs, the most 

feasible device with reduced SCEs that is compatible with the standard CMOS technology is the 

tri-gate device structure, the FinFET. Various device and circuit techniques have been 

implemented to enhance the performance of FinFET based SRAM cells/arrays [67, 72, 73]. 

Different circuit techniques, such as using additional devices to improve SRAM cell stability and 

the usage of the back gate feature of independent gate FinFETs in the access paths of the SRAM 

cell to reduce environmental variation and leakage, have been used to boost the overall 

performance of the SRAM cell [67, 74, 75]. Techniques including the usage of reduced gate 

voltage (word line voltage) for the access transistors, using negative ground under the idle 

condition, employing dual threshold voltage devices, and transistor stacking have been reported to 

minimize the leakage currents and increase speed [76]. The ways to improve the read and write 

access time as well as reduce leakage many techniques have been proposed; like forward body 

biasing technique and self-controllable-voltage-level switch techniques are used to better the 
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performance of the SRAM cell in terms of speed improvement in the active mode, whereas a 

reversed body biasing technique is used to reduce the leakage in the standby mode [77].  

Moreover, it has been well established that 6T SRAMs made from nanowire (NW) based 

structures (e.g., gate-all-around, band-to-band tunneling FETs) have much better noise margin, 

lesser variability, and much better leakage suppression due to lesser SCEs as compared to FinFET 

based structures [78-80]. It has also been reported that scaling down to more advanced technology 

nodes (far below 22 nm), NW based device structures offer much better SCEs, drain induced 

barrier lowering (DIBL), subthreshold slopes, higher switching speeds, and less variability in 

device performance with scaling [81], which enhances the robustness of the circuits made from 

them. 

Above-mentioned efforts primarily focus on improving the FET performance on the single 

device level to bring about the improvement for the 6T SRAM cell. However, the primary factors 

limiting the read and write speeds and the corresponding energy consumptions are the 

characteristics of the access transistors (rather than the transistors of the inverters) and the 

capacitances of the word lines and bit lines. The hybrid FET-LET 6T SRAM [14, 18] discussed in 

this chapter can offer a major improvement in performance with better energy efficiency by 

replacing the two access FETs with two LETs and also replacing the electrical word line wires 

with dielectric optical waveguides (OWGs). This hybrid structure offers a very close monolithic 

integration of the electronic and photonic components at the chip level offering a hybrid EPIC 

structure. Additionally, this application avoids the well-known energy-data rate (EDR) challenge 

(EDR  10 fJ/bit for on-chip communication) [15, 16], because it does not require using light to 

address photonic devices individually, but in a group simultaneously through an optical waveguide, 

for example, simultaneously illuminating all the access devices in a row of the hybrid array [14]. 



37 
 

 

Although photoconductive devices are superior in compared to electronic devices in switching 

speed [13, 14] and switching energy [13, 20], they have a major drawback of directly cascading 

with another similar device. Likewise, LETs (with their electrical output) cannot be used to directly 

drive another LET-based logic gate (which needs optical input) efficiently without going through 

relatively inefficient electrical to optical energy conversion. 

4.2 6T SRAM 

4.2.1 Working Mechanism 

In this section, the roles of access transistors in determining the overall speed and total energy 

consumption of a conventional 6T SRAM cell/array with 6 FETs are analyzed to highlight the 

needs and directions for improvement. The three main operations of a 6T SRAM cell are writing 

data into the cell, reading data from the cell, and holding or storing data.  

 

 

 

 

Figure 4.2: A conventional 6T SRAM cell [14]. 
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As shown schematically in Figure 4.2, a conventional 6T SRAM has two cross-coupled latches 

formed of FETs M1-M4, along with two access devices M5 and M6 that allows to access the cross-

coupled latch for the read and write operations. The two access transistors along with the word 

line (WL) and bit lines (BL/BL̅̅̅̅ ) play an extremely crucial role in determining the overall speed, 

power dissipation, and stability of the cell [21, 82, 83]. Encircled in red in Figure 4.2 are the three 

p-FET devices which serve as the bit line conditioning elements, and their role is to pre-charge 

and make the bit line voltages equal to each other before each read and write operation, and they 

also play a crucial role in the read and write processes of the SRAM array [84].  

The dynamic energy consumptions of the 6T SRAM that occur during either the write or 

read process. are analyzed assuming that the SRAM cell is initially at logic 0 (i.e., Q = 0, Q̅ = 1), 

as shown in Figures 4.3a and 4.3b. Before the 6T cell read operation the bit line capacitances CBL 

and CBL
̅̅ ̅̅ ̅ are pre-charged to VDD via the pre-charge circuitry; then after the word line turns on the 

access devices M5 and M6, the bit line BL is partially discharged through the path M5 and M1 as 

shown in Figure 4.3a, while the bit line BL̅̅̅̅  remains at VDD, which allows the sense circuitry to 

read  

 

 

 

 

 

 

     

Figure: 4.3 (a) 6T SRAM cell showing the read operation (b) write operation.  

a b 
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the state based on the voltage difference between  bit lines BL and BL̅̅̅̅ . Similarly for the write 

operation as shown in Figure 4.3b, one of the already pre-charged bit lines, BL̅̅̅̅  is fully discharged 

via the write circuitry (not shown in the figure), then the node Q̅ which was initially at logic 1 is 

discharged through the access device M6 such that M1 and M4 turn off while M2 and M3 turn on, 

and a cell flipping occurs such that Q = 1, Q̅ = 0 and hence a write-1 operation takes place. As can 

be seen from Figure 4.3, the bit line and the word line capacitances mainly depend on the 

drain/source capacitance and gate capacitance respectively of the access transistors, along with bit 

line and word line wire capacitances. Hence, as evident the access devices play a crucial role in 

determining the overall SRAM cell performance. 

4.2.2 Delay and Energy Estimation of 6T SRAM Array 

A regular 6T SRAM array (without considering the various peripherals and assist circuits) 

is shown in Figure 4.4 it is evident that the word line capacitance (CWL) consists of the gate 

capacitances (Cgate) of all the access FETs in a row along with the horizontal wire capacitance and 

is calculated as following [21, 83]:  

𝐶𝑊𝐿 = 𝑛𝐶(2𝐶𝑔𝑎𝑡𝑒 + 𝐶𝑤𝑖𝑟𝑒,𝑟𝑜𝑤) (4.1) 

where nC is the number of columns in the 6T array and Cwire,row is the horizontal wire capacitance, 

and is given as: 

𝐶𝑤𝑖𝑟𝑒,𝑟𝑜𝑤 = 5𝑃𝑚𝑒𝑡𝑎𝑙𝐶𝑤  (4.2) 

where Pmetal and Cw are the technology dependent metal pitch and wire capacitance per unit length, 

respectively.  
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The bit line capacitance (CBL) consisting of the drain/source capacitance (Cdrain) of the 

access FETs and the vertical wire capacitance is calculated as: 

𝐶𝐵𝐿 = 𝑛𝑅(𝐶𝑑𝑟𝑎𝑖𝑛 + 𝐶𝑤𝑖𝑟𝑒,𝑐𝑜𝑙)  (4.3) 

Where nR is the number of rows in the array, and the vertical wire capacitance, Cwire,col is calculated 

as [82]: 

𝐶𝑤𝑖𝑟𝑒,𝑐𝑜𝑙 = 0.4𝐶𝑤𝑖𝑟𝑒,𝑟𝑜𝑤  (4.4) 

The capacitance at the output node (node Q in Figure 4.2) is the summation of the output 

capacitance of the (M1-M2) inverter, gate capacitance of the (M3-M4) inverter, and the drain 

capacitance of the access device M5, and is calculated as follows [21, 85].  

 

 

 

 

 

 

 

 

 

 

Figure 4.4: A conventional 6T SRAM array. 
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𝐶𝑜𝑢𝑡 = 𝐶𝑑𝑟𝑎𝑖𝑛,𝑀1 + 𝐶𝑑𝑟𝑎𝑖𝑛,𝑀2 + 𝐶𝑔𝑎𝑡𝑒,𝑀3 + 𝐶𝑔𝑎𝑡𝑒,𝑀4 + 𝐶𝑑𝑟𝑎𝑖𝑛,𝑀5 (4.5) 

The read delay and energy of the 6T array are calculated as follows [82]:  

𝑇𝑟𝑒𝑎𝑑 =
𝐶𝑊𝐿𝑉𝐷𝐷

𝐼𝑊𝐿,𝑑𝑟𝑖𝑣𝑒
+

𝐶𝐵𝐿𝛥𝑉𝑟𝑒𝑎𝑑

𝐼𝑟𝑒𝑎𝑑
   (4.6) 

𝐸𝑟𝑒𝑎𝑑 = 𝐶𝑊𝐿𝑉𝐷𝐷
2 + 𝐶𝐵𝐿𝑉𝐷𝐷𝛥𝑉𝑟𝑒𝑎𝑑  (4.7) 

where VDD and ΔVread are the supply voltage and the change of the bit line voltage at the end of the 

read operation respectively, and IWL,drive and Iread are the word line driver current and 6T cell read 

current, respectively. Similarly, the write delay and energy are calculated as [82]: 

𝑇𝑤𝑟𝑖𝑡𝑒 = 𝑚𝑎𝑥 (
𝐶𝑊𝐿𝑉𝑊𝐿

𝐼𝑊𝐿
,

𝐶𝐵𝐿𝑉𝐷𝐷

𝐼𝑤𝑟𝑖𝑡𝑒,𝑐𝑘𝑡
) +

𝐶𝑜𝑢𝑡𝛥𝑉𝑜𝑢𝑡

𝐼𝑤𝑟𝑖𝑡𝑒
  (4.8) 

𝐸𝑤𝑟𝑖𝑡𝑒 = 𝐶𝑊𝐿𝑉𝐷𝐷𝑉𝑊𝐿 + 𝐶𝐵𝐿𝑉𝐷𝐷
2 + 𝐶𝑜𝑢𝑡𝑉𝐷𝐷𝛥𝑉𝑜𝑢𝑡 (4.9) 

where VWL = VDD is the word line voltage when it is on, ΔVout is the change of output node voltage 

during the cell flipping operation, IWL, Iwrite,ckt, and Iwrite are respectively the word line current when 

on, write assist circuitry current and 6T cell write current. 

In the analytical relations for delay and energy, the carrier transit delay, and switching 

energy related to the transit delay of carriers through the FET channel are ignored as they are 

negligible compared to the RC delays and energies. The above relations clearly show that the read 

and write delay and energy of the 6T array structure depend on the critical capacitances related to 

the access transistors, although the wire capacitances of the word and bit lines also play a role. 

Therefore, it is highly desirable to have the access FETs replaced by some gateless devices, for 

instance, LETs (described in Chapter 3) with a different working mechanism as compared to gated 

FETs.  
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4.2.3 Peripherals and Assist Circuits in the SRAM Array 

In a 6T SRAM array other than the core memory elements (the 6T bit cells along with the word 

and bit lines) there are various peripheral and assist circuitries that assist in the proper functioning 

(generating the timing signals, control signals, decoding and multiplexing the input and output 

signals etc.) of the whole SRAM array in writing data into the array, reading data from the array 

and storing data in the array. The various peripherals and assist circuits in a 6T array are shown in 

Figure 4.5 [86].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5: A 6T SRAM array with all the peripherals [86].  
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As can be seen from Figure 4.5 the main peripherals are a row decoder, word line driver, sense 

amplifier, write circuitry, a column decoder, and pre-charge circuitry [87, 88]. Even though the 

peripherals (some of them performing analog operations) may be more power hungry and with 

higher latencies than the core memory 6T cells, however, the number of such peripheral circuits 

needed for the array is much lesser as compared to the number of 6T cells, for instance only one 

sense amplifier per column is needed. So, for a 64 KB array, with 1024 columns and 512 rows a 

total of 1024 sense amplifiers will be needed, while the total number of 6T cells for the array will 

be ~ 524 x 103. Moreover, for the hybrid array the word line driver circuit block shown in Figure 

4.5 will not be needed since the OWGs do not add to capacitive loading as will be discussed in 

Section 4.3.3. Also, it is to be noted that the number of active devices (FETs for the regular array) 

which predominantly contribute to the delay and energy consumption of the peripheral circuits are 

much (orders of magnitude in number) lesser as compared to the number of active devices in the 

core array. For instance, for an array of size 32 kb discussed in [89] the number of transistors 

needed in the decoder circuitry (which needs one of the highest numbers of active devices for logic 

operation, and is one of the most power hungry with the highest delay among all the peripherals) 

is around 546 [89] while for the same array size, the number of 6T cells will be 32 x 103 amounting 

to 192 x 103 transistors (each cell has 6 transistors) in the core memory array. Moreover, the same 

decoder (with 546 transistors) reported in [89] has an average delay and power consumption of the 

order of a few picoseconds (ps) and a few micro-watts (µW) respectively resulting in average 

energy consumption of the order of aJ (10-18 J) [89], while for the similar array size the average 

dynamic energy consumption in the core array elements (6T cells and the word lines and the bit 

lines) without considering the peripherals and also not considering the effect of leakage in the 6T 

cells is of the order of few tens of fJ (10-15 J) [14]. So even though individual peripheral circuits 
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maybe be more power hungry and have higher latencies than a single 6T cell, but in an array with 

large number of 6T cells and even larger number of active devices (6 transistors/cell) the energy 

and delay of the core array elements (6T cells, word lines, bit lines) is more predominant and has 

a much higher contribution to the overall delay/energy of the whole array circuit. So, ameliorating 

the delay and energy consumption of the core array elements by a large factor (by replacing the 

whole electrical word line with OWGs and removing the WL drivers as will be seen subsequently) 

even keeping the peripherals untouched is expected to improve the performance of the whole 

SRAM array by a major amount as will be seen in the next section.  

 

4.3 6T Hybrid SRAM 

In the hybrid 6T structure, the two access transistors (M5 and M6) in the 6T cell of Figure 4.2 are 

replaced by two LETs (L1 and L2), and the word line is replaced by the OWG that illuminates the 

nanowire in the LETs as shown in the prototype 6T cell of Figure 4.6 [14, 18, 19]. The LET has a 

very simple structure, with no polysilicon/metal gate embedded in a dielectric material which 

contributes to the oxide related part of the gate capacitance in FETs [85]; also no gate-drain or 

gate-source overlap capacitance, which also forms a part of the total gate capacitance and 

drain/source capacitance in gated FETs [85]. Though a thin oxide layer may be formed on the NW 

surface due to environmental oxidation, it does not contribute to any oxide related capacitance as 

in FETs, since there is no metallic gate electrode wrapping around the NW in a LET. Since the 

substrate in the LET just provides mechanical support without any electrical connection, there will 

also be no M-S junction to substrate capacitance which is equivalent to the drain-to-substrate or 
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source-to-substrate junction capacitance of conventional FETs in which the substrate generally has 

an electrical connection.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.6: Prototype hybrid 6T SRAM cell with LET access [14].  

Figure 4.7: Prototype hybrid 6T SRAM array [14]. 
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However, a very small M-S junction contact capacitance and capacitance due to the NW itself may 

be present which can be neglected for all practical calculations. For the analytical calculations in 

this chapter two separate LET based on generic semiconductor nanowires are considered: one with 

length (L) = 300 nm, diameter (D) = 50 nm, and another with L = 500 nm and D = 70 nm and drive 

currents of 5 µA and 25 µA, respectively (the plots in Figure 4.8 are considering the smaller LET 

with 5 µA drive current). A prototype hybrid 6T array is shown in Figure 4.7 [14] in which the 

FET access devices are replaced by LETs and electrical word lines (WLs) by OWGs, keeping the 

core FETs and other peripherals almost unchanged. The OWGs have to be illuminated by 

appropriate on-chip optical sources like nanoscale lasers [16] which form a part of the 

optoelectronic row decoding system. 

 

4.3.1 Delay and Energy Estimation of the Hybrid SRAM Array 

 

The LET structure has no M-S junction capacitance and hence the bit line capacitance for 

the hybrid array will predominantly consist of only the vertical wire capacitance. Therefore, 

Equation 4.3 can be modified as follows: 

𝐶𝐵𝐿,𝑚𝑜𝑑 = 𝑛𝑅(𝐶𝑤𝑖𝑟𝑒,𝑐𝑜𝑙)     (4.10) 

The internal node (output node) capacitance given by Equation 4.5 may be modified as 

follows, where the drain equivalent capacitance of M5 (Cdrain,M5) would not be present due to the 

same reason.   

𝐶𝑜𝑢𝑡,𝑚𝑜𝑑 = 𝐶𝑑𝑟𝑎𝑖𝑛,𝑀1 + 𝐶𝑑𝑟𝑎𝑖𝑛,𝑀2 + 𝐶𝑔𝑎𝑡𝑒,𝑀3 + 𝐶𝑔𝑎𝑡𝑒,𝑀4 (4.11) 
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Also, most importantly, the hybrid 6T structure should not have any word line capacitance 

which for a regular 6T array depends on the gate capacitance of the access FETs and the 

capacitance of the electrical wordline. This is because LETs neither have any physical dielectric 

or metal gate nor any electrical wordlines to control the gates as in access FETs of regular 6T array. 

Instead, the light is brought in through an OWG that will contribute no practical delay or 

capacitance. To incorporate the effects of the LET access devices and OWGs in the hybrid 6T 

structure, delay, and energy Equations 4.6 – 4.9 for the regular structure are modified to Equations 

4.12 – 4.15 for the hybrid array as follows: 

𝑇𝑟𝑒𝑎𝑑,𝑚𝑜𝑑 = 𝑡𝑊𝐺 + 𝑚𝑎𝑥 (
𝐶𝐵𝐿,𝑚𝑜𝑑𝛥𝑉𝑟𝑒𝑎𝑑

𝐼𝑟𝑒𝑎𝑑,𝑚𝑜𝑑
, 𝑡𝐿𝐸𝑇) (4.12) 

where CBL,mod is the modified bit line capacitance as shown in Equation 4.10, and Iread,mod is the 

modified cell read current for the hybrid structure with LET access devices. The RC-word-line 

delay term (first term) in Equation 4.6 is replaced by the time taken by the EM signal to propagate 

through the optical waveguide (tWG) and illuminate the access LETs, the second term in Equation 

4.6 is modified to include the larger of the modified RC-bit line delay during read, and the LET 

carrier transit delay (tLET) as discussed previously. 

𝐸𝑟𝑒𝑎𝑑,𝑚𝑜𝑑 = 2𝑛𝐶𝐸𝑜𝑝 + max (𝐶𝐵𝐿,𝑚𝑜𝑑𝑉𝐷𝐷𝛥𝑉𝑟𝑒𝑎𝑑, 𝐸𝑒𝑙 ) (4.13) 

where the RC energy of the word line in the case of the regular array in Equation 4.7 will not be 

present because OWGs practically do not consume or dissipate any energy while the light is being 

transmitted through them. The first term in Equation 4.13 is due to the optical gating switching 

energy for a LET (Eop) described in Section 3.2.1, and for a whole row, it is multiplied by 2nC, 

since there is nC number of 6T cells per row and each 6T cell has two access LETs. The second 
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term is the larger of the modified bit-line RC-energy during the read and the transit time electrical 

switching energy (Eel) for the LET access device. 

𝑇𝑤𝑟𝑖𝑡𝑒,𝑚𝑜𝑑 = max (𝑡𝑊𝐺 ,
𝐶𝐵𝐿,𝑚𝑜𝑑𝑉𝐷𝐷

𝐼𝑤𝑟𝑖𝑡𝑒,𝑐𝑘𝑡
) + max (

𝐶𝑜𝑢𝑡,𝑚𝑜𝑑𝛥𝑉𝑜𝑢𝑡

𝐼𝑤𝑟𝑖𝑡𝑒,𝑚𝑜𝑑
, 𝑡𝐿𝐸𝑇) (4.14) 

where Cout,mod is the modified internal node capacitance and is described in Equation 4.11, and 

Iwrite,mod, is the cell write current for the hybrid 6T cell. The RC word line delay term (1st term in 

Equation 4.8) during the write operation is replaced by tWG, and the first term in Equation 4.14 is 

the larger of the terms tWG and the modified bit line delay during write, and the second term is the 

larger term of the modified 6T cell flipping delay during the write operation and the LET carrier 

transit delay (tLET). 

𝐸𝑤𝑟𝑖𝑡𝑒,𝑚𝑜𝑑 = 2𝑛𝐶𝐸𝑜𝑝 + 𝐶𝐵𝐿,𝑚𝑜𝑑𝑉𝐷𝐷
2 + max (𝐶𝑜𝑢𝑡,𝑚𝑜𝑑𝑉𝐷𝐷𝛥𝑉𝑜𝑢𝑡, 𝐸𝑒𝑙) (4.15) 

where the first term is identical to Equation 4.13, the second term in Equation 4.15 is the modified 

bit line RC energy during write, and the last term is the larger of the hybrid 6T cell modified 

flipping energy during write, and the transit time electrical switching energy of the LET access 

device. 

4.3.2 Performance Evaluation of the Hybrid SRAM Array 

Using analytical relations, Equations 4.6 – 4.9 and 4.12 – 4.15, a set of delays and energies for 

various 6T array sizes (256 bytes – 512 KB) are calculated for the regular array, hybrid array, and 

hybrid array with the ballistic LET access device. Note that in the energy expressions in Equations 

4.7 and 4.9 for the regular 6T array and Equations 4.13 and 4.15 for the hybrid array, energy 

consumption due to leakage has not been considered, which will be discussed elaborately in 

Section 4.3.4. The various currents used in the analytical relations for the regular SRAM are 
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assumed to be 25 μA [90], ΔVread ≈ 120 mV, and ΔVout ≈ VDD/2 [82]. For direct comparison, the 

various analytical results are plotted in Figure 4.8a – 4.8d, and the results for the 256 KB and 512 

KB arrays are summarized in Table 4.1, from where it is evident that the hybrid array is capable 

of giving much better performance than the regular array even at lesser energy consumption. It is 

noted from the various plots of Figure 4.8, that though on a single device level the ballistic LET 

has much lesser carrier transit delay and switching energy as compared to the regular LET, the 

results for the hybrid arrays are coinciding. This is because for an array, the overall RC delay and 

energy will dominate over the carrier transit delay and switching energy of the individual LETs. 

In the plots of Figure 4.8, for increasing array sizes, both the number of cells along the word line 

(nC) as well as the number of cells along the bit line (nR) are increased, which is different from the 

case if the number of cells along the bit line is fixed to 512, where only the cells/word line will 

increase to meet the array size as discussed later in the chapter. As evident from Figure 4.8, the 

read delay and energy on average are improved by factors of 3 and 16 respectively, while the write 

delay and write energy on average are improved by factors of 2 and 3, respectively. 

Analyzing the read delay equations for the regular (Equation 4.6) and hybrid (Equation 

4.12) arrays it can be stated that the improvement is primarily due to the replacement of the large 

RC-word line delay in the regular structure by the much smaller optical waveguide delay (tWG) in 

the hybrid structure. Also, the highest reduction achieved in the read energy is mainly due to the 

replacement of the large RC word line energy consumption in the regular array (Equation 4.7) by 

a much smaller optical gating energy term (Eop) in the hybrid array (Equation 4.13). 
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b a 

Figure 4.8: Read and write delay and energy for various SRAM arrays with 

FET, LET, and ballistic LET access devices. (a) Read delay, (b) read energy, 

(c) write delay, (d) write energy. The curves with LETs and ballistic LETs 

are indistinguishable.  

c 
d 
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Table 4.1 Comparison of various performance metrics of 256 – KB and 512 – KB 6T SRAM array 

with FET, LET and ballistic LET access devices 

256 - KB SRAM array 

 

512 - KB SRAM array 

 FET 

access 

devices 

LET 

access 

devices 

Ballistic 

LET 

access 

devices 

FET access 

devices 

LET access 

devices 

Ballistic LET 

access 

devices 

Read 

delay (ps) 

6768 1496.8 1495.8 7244.7 2991 2990 

Write 

delay (ps) 

6295.3 2372.7 2372.7 7552.1 4738.5 4738.5 

Read 

energy 

(fJ) 

160.7 7.2 7.1 172.1 14.3 14.2 

Write 

energy 

(fJ) 

239.1 56.32 56.2 328.8 112.5 112.4 

 

So, the ultra-small carrier transit delay (high switching speed) and extremely low switching 

energy of individual LETs do not affect much the overall delay and energy of the array Also as 

seen from plots of Figures 4.8a and 4.8c, the improvement in write delay is lesser compared to 

read delay because the first max term in Equation 4.14 shadows the effect of replacing the RC 

word line delay with tWG. Similarly, as evident from plots of Figure 4.8b and 4.8d, the improvement 

in the write energy for the hybrid structure is lesser than the read energy, because VDD > ΔVout > 

ΔVread, and thus CBL,modVDD
2 > 𝑚𝑎𝑥(CBL,modVDDΔVread,Eel) in Equations 4.15 and 4.13 respectively.  

Moreover, the kinks in the plots of Figure 4.8 (and the EDP plot of Figure 4.9) are related 

to the array configurations (number of rows and columns) considered in the calculations because 

those properties have different sensitivities in varying the row and column size. For instance, 

considering the read delay plot (Figure 4.8a), values for the 256 B and 512 B array in the case of 
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the regular structure are similar because for both cases the number of columns nC = 32 (and nR 

differs by a factor of 2) and hence the CWL values are same as evident from Equation 4.1. Now 

from the read delay expression in Equation 4.6, the first term dominates (since CWLVDD > CBLΔVread 

and the current value are considered the same), and hence for both cases, the read delay values are 

similar (differ by only about 6%), as the first term in Equation 4.6 are same, while the slight 

increase is due to the greater 2nd term in Equation 4.6 in case of the 512 B array as nR doubles. 

While for the hybrid array, as seen from Equation 4.12, the read delay is dominated by the second 

term (since tWG term is very small), and hence the delay value increases with nR (tLET term is also 

very small) as evident from the Equation 4.12, and the delay remains similar for two arrays with 

same nR values (for instance 512 B and 1 KB hybrid arrays). Other kinks in the delay and energy 

plots for both the regular and hybrid array can be similarly explained.  

The overall delay and energy consumptions of the SRAM array with either FET or LET 

access devices can be modeled as in Equations 4.16 and 4.17 [82], where Tarray(FET/LET access) is the 

overall delay of the SRAM array with FET or LET access devices, Tread(FET/LET access) and 

Twrite(FET/LET access), are respectively, the read and write delay of the SRAM array with FET or LET 

access devices. Similarly, Earray(FET/LET aceess) in Equation 4.17 is the overall switching energy 

consumption of the SRAM array with FET or LET access devices (note energy due to leakage has 

not been considered here and will be discussed in Section 4.3.4), Eread(FET/LET access) and Ewrite(FET/LET 

access)) are, respectively, the read and write energy of the array with FET or LET access devices. β 

= 0.5 is the ratio of the read accesses to the total accesses, which is the number of times a 6T array 

is accessed for the read operation compared to the total number of times the array is accessed in a 

full cycle.  
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𝑇𝑎𝑟𝑟𝑎𝑦(𝐹𝐸𝑇/𝐿𝐸𝑇 𝑎𝑐𝑐𝑒𝑠𝑠) = max (𝑇𝑟𝑒𝑎𝑑(𝐹𝐸𝑇/𝐿𝐸𝑇𝑎𝑐𝑐𝑒𝑠𝑠), 𝑇𝑤𝑟𝑖𝑡𝑒(𝐹𝐸𝑇/𝐿𝐸𝑇𝑎𝑐𝑐𝑒𝑠𝑠))  (4.16) 

𝐸𝑎𝑟𝑟𝑎𝑦(𝐹𝐸𝑇/𝐿𝐸𝑇 𝑎𝑐𝑐𝑒𝑠𝑠) = 𝛽𝐸𝑟𝑒𝑎𝑑(𝐹𝐸𝑇/𝐿𝐸𝑇 𝑎𝑐𝑐𝑒𝑠𝑠) + (1 − 𝛽)𝐸𝑤𝑟𝑖𝑡𝑒(𝐹𝐸𝑇/𝐿𝐸𝑇 𝑎𝑐𝑐𝑒𝑠𝑠) (4.17) 

The figure of merit (FOM) of the SRAM array can be found from the energy-delay product 

(EDP) as shown by Equation 4.18 [82]: 

𝐸𝐷𝑃𝑎𝑟𝑟𝑎𝑦(𝐹𝐸𝑇/𝐿𝐸𝑇 𝑎𝑐𝑐𝑒𝑠𝑠) = 𝛼𝐸𝑎𝑟𝑟𝑎𝑦(𝐹𝐸𝑇/𝐿𝐸𝑇 𝑎𝑐𝑐𝑒𝑠𝑠). 𝑇𝑎𝑟𝑟𝑎𝑦(𝐹𝐸𝑇/𝐿𝐸𝑇 𝑎𝑐𝑐𝑒𝑠𝑠)   (4.18) 

 

 

 

 

 

 

 

 

 

 

 

 

Considering 50% probability (α = 0.5 is the array activation factor) of the array being accessed in 

a cycle, and 50% probability for each of the read and write operations [82], and using Equations 

4.16 through 4.18, the EDPs (not considering leakage energy) for both the regular and hybrid 

arrays are calculated and plotted in Figure 4.9 for various array sizes [19]. It can be roughly 

Figure 4.9: EDP for various SRAM arrays 

with FET and LET access devices [19].  
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estimated from the plot that the hybrid SRAM array on average exhibit more than one order of 

magnitude lesser EDP, as compared to the regular SRAM arrays.  

Considering a larger drive current (25 µA, 5 times the previous case) and larger device 

dimensions (L = 500 nm, D = 70 nm) for the access LETs in the hybrid structure, it has been found 

that the improvement in the read delay is drastically increased (almost by a factor of 5) as compared  

to the case of using lesser drive current for LETs. The average improvement in the case of write 

delay is almost the same since for large arrays it is predominantly dependent on the current from 

the write circuitry; while there is a very slight increase in the average read and write energies due 

to the increase of the transit time electrical switching energy (Eel) and optical gating energy (Eop) 

per LET device, and consequently, the average EDP also increase slightly with larger LET drive 

current and LET dimensions. 

 Moreover, in larger 6T arrays, the bit line length is generally capped to a maximum of 512 

cells/column, because of the increasing bit line loading which slows down the sense amplifier [91]. 

In such a case the word line length must be longer to accommodate the necessary number of 6T 

cells to meet a specific memory size (for example for a 128 KB array, if the number of 6T cells 

along the bit line is 512, then there will be 2048 cells along the word line). However, if the word 

line becomes too large (generally > 1024 cells/WL) then for a conventional SRAM array, it will 

lead to deteriorating performance, since it will further increase the capacitive load over the already 

high capacitance of the word line, leading to more increase in the delay and the energy of the 

regular array. Then, the common practice is to memory banking as discussed in [91, 92] In the 

case of the hybrid 6T array capping the number of cells/bit line to 512 and elongating the word 

line length will not much affect the delay and energy since for the hybrid array there will be OWGs 

along the word lines, which even elongated by tens or hundreds of microns will only slightly 
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increase the delay since OWGs practically do not contribute to any capacitance and the optical 

signal travels almost at the same order of magnitude as the speed of light (more accurately the 

group velocity of the waveguide). Using Equations 4.6 – 4.9 and 4.12 – 4.15 and capping the 

number of cells/bit lines to nR = 512 and considering array sizes 32 KB – 2MB or nC = 512 – 

31,250, a set of delays and energies are plotted for the regular and the hybrid array as shown in 

Figure 4.10. All the parameters are assumed to be exactly same as used in the analytical 

expressions to plot Figure 4.8, except the cells/bit lines are fixed to a maximum of 512. 

 Analyzing the delay and energy plots of Figure 4.10, it is found that using the hybrid array 

is more advantageous in case the number of cells/bit line is fixed to a certain number while the 

number of cells/word line is increased accordingly This is because for a regular array considering 

a planar layout (without any array partitioning or memory banking [91, 92]) as the word line length 

is increased, keeping the bit line length fixed to 512, the CWL term increases in Equations 4.6 – 4.9 

(nC increases in Equation 4.1) while the CBL term remains constant. Hence the delays and energies 

for the regular array given by Equations 4.6 - 4.9 increase linearly with the increase of the 6T array 

size which is solely due to the increase of the number of cells/word line as seen in Figure 4.10. 

While for the hybrid array increasing the number of cells/wordline (nC increases, while nR is 

constant and set to 512) increases the length of the OWG, which does not increase any capacitive 

loading, but only slightly the tWG term in Equations 4.12 – 4.15. For the read delay of the hybrid 

array (Figure 4.10a) the slight increase in the delay for higher memory sizes is mainly due to the 

increase of the tWG term in Equation 4.12 which becomes significant for very long OWGs, while 

for the write delay (Figure 4.10c) the curve is almost flat due to the max terms in Equation 4.14 

which takes the larger of the two terms. 
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a b 

c 

Figure 4.10: Read and write delay and energy for various SRAM arrays with FET, 

LET access devices and a maximum of 512 cells/bit line. (a) Read delay, (b) read 

energy, (c) write delay, (d) write energy.  

 

d 
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For the read and write energies of the hybrid array (Figures 4.10b and 4.10d respectively) the 

curves slightly increase for higher array sizes, due to the increase of the first term (2nCEop) in 

Equations 4.13 and 4.15 which only becomes significant for a very large number of hybrid 

cells/word line, while the other terms are constants since the bit line length is fixed. It is to be noted 

from Figure 4.10 that for the hybrid array the delays and energies do not increase much even with 

increasing the array size from 32 KB to 2 MB, which can be a huge design advantage for larger 

arrays, which gives room to design large arrays without much penalty in delay or energy 

consumption.  

Although the length of the OWG is not an issue from the signal delay point of view, other 

considerations will limit the practical length of the OWG, which will be discussed in Chapter 5. 

For a large capacity array (e.g., 2 MB), the OWG opening numbers will become very large. It is 

possible and in fact preferred to reduce the effective optical wordline opening numbers and thus 

length by grouping multiple cells of the same wordline together under the same OWG opening, 

which will be discussed in the Section 4.3.5. Beyond that, a similar approach as adopted for the 

conventional SRAM array might be necessary to limit the OWG length. 

4.3.3 Probable Effects on the Peripherals 

In this section, the effects of the hybrid SRAM structure on word line driver circuitry, which is a 

chain of CMOS buffers of increasing size as shown in Figure 4.11 of the 6T array, are analyzed. 

In the hybrid structure, since the access LETs have a different turn-on mechanism, electrical word 

lines are replaced by OWGs, and hence large electrical word line drivers to drive long electrical 

word lines are not needed, which not only minimizes the extra circuitry but also reduces the word 

line capacitance (note that the output capacitance of the buffer stages also add up to the total word 
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line capacitance if WL drivers are considered during the read/write delay and energy calculations) 

and RC- energy consumption to almost negligible. For the hybrid array without the electrical 

wordlines and drivers, the equivalent of the RC-WL delay and energy will be the light propagation 

delay (tWG) through the OWG, and the total optical gating energy consumption of a whole 6T array 

row, when all the LETs are simultaneously illuminated by the OWG.  

 

 

 

 

 

 

 

 

 

 

It can be roughly estimated as shown in Figure 4.12a that for the regular array with WL 

drivers, the RC-WL delay ranges between a few tens of ps to hundreds of ps over various array 

sizes ( 256 bytes – 512 KB), while for the hybrid array the equivalent delay approximately ranges 

between one-tenth of a ps to few ps, which gives on an average almost more than two orders of 

Figure 4.11: Conventional 6T SRAM array with word 

line driver buffers.  
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magnitude reduction in the WL equivalent delay in case of the hybrid array. Similarly, from Figure 

4.12b, the WL energy consumption with WL drivers for the regular array ranges between a few fJ 

to tens of fJ, while for the hybrid array the equivalent optical energy consumption is between one-

hundredths of fJ to one-tenth of fJ, which gives on an average almost three orders of magnitude 

reduction in the WL equivalent energy consumption in the hybrid structure. Also, it may be 

possible to replace the three p-FETs of the bit line conditioning circuitry as shown in Figure 4.2 

with LETs, which will reduce the bit line capacitances and hence bitline-related delays and energy  

 

consumptions, especially for large hybrid 6T arrays. 

 

 

 

 

 

 

 

4.3.4 Leakage and Possible Improvements 

On the single component level, the off currents in a FET predominantly depend on the supply 

voltage, the threshold voltage, channel length, channel doping profile, drain and source junction 

depth, and gate oxide thickness [93-95]. Various types of leakage currents in a conventional n-

FET are shown in Figure 4.13 [93] which include: sub-threshold leakage current (Isub), gate-

    

Figure 4.12: (a) Word line delay (b) word line energy 

for the regular array with WL - drivers and the hybrid SRAM array. 

b a 
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induced drain and source leakage current (IGIDL, IGISL), punch-through leakage current (Ipunchthrough), 

gate tunneling leakage current through the bulk (IGB), source (IGS) and drain(IGD) summed up as, 

Igate = IGB + IGS + IGD, and p-n junction leakage currents (Ijunction = Idrain,junc + Isource,junc) at the drain-

substrate junction (Idrain,junc) and the source-substrate junction (Isource,junc) [95]. Thus, the total 

leakage current of an individual FET in the 6T SRAM cell may be empirically modeled as the sum 

of gate, subthreshold, and junction leakage currents.  

 

 Figure 4.13: Leakage mechanism in a MOSFET. 
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The leakage in a 6T cell depends on the logic state of the cell, the logic level of the word 

line, and the type of operation performed. In Figure 4.14, the 6T cell shown is in the state just 

before the read or write operation (reading 0 or writing 1) [94]. Both the bit lines BL and BL̅̅̅̅  are 

precharged to VDD, but the word line WL is still at 0, and M5 and M6 are off, and hence 

subthreshold leakage may occur in the access devices. The arrows in Figure 4.14 show the various 

leakage currents in each FET depending on their operating conditions (drain, source, gate, 

substrate voltages, and conduction state). For instance, M5 is off (gate is at 0), the drain is at 1, 

and the source and substrate are at 0, and hence there will be a component of the gate leakage from 

drain to the gate (IGD), sub-threshold leakage (Isub) from drain to source and a component of 

Figure 4.14: Leakage currents in a conventional 6T cell just 

prior to a read or write operation.  

. 
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junction leakage (Idrain,junc) from the drain to the substrate as shown in Figure 4.14. Similarly, for 

M6, the gate is at 0, the drain and source are at 1 and the substrate is at 0, and hence there will be 

two components of the gate leakage (IGD+IGS) from the drain and source to the gate, and the 

junction leakages (Ijunction=Idrain,junc+ Isource,junc) from the drain and source to the substrate as shown 

in Figure 4.14. There will be no Isub between the drain and source since both are at logic 1. It is to 

be noted that the energy consumption due to these leakage currents, will add to the total switching 

energy consumption of the whole array given by Equation 4.17 to give the overall energy 

consumption of the array including leakage. If these leakages are severe, it may lead to a false read 

or write operation and affect the reliability of the 6T cell Analyzing Figure 4.14 it can be 

qualitatively estimated that about 40 % of the total number of leakage components in a 6T cell are 

in the access paths.  

 The hybrid 6T structure showing the various leakage components is shown in Figure 4.15, 

where the access LETs L1 and L2 are initially off such that the 6T cell is in the hold condition. It 

can be seen there are almost no leakages in the access paths except the subthreshold leakage in L1.  
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LETs have a different turn-on mechanism and no SCEs as discussed previously and have minimal 

subthreshold leakage (e.g., an off current as low as 10-13 A at a Vds of 30 mV for the ballistic device 

in Section 3.2.2, and an off current of the order of 1 pA at a Vds of 1.43 V and an off the power of 

1.5 pW even for a large LET device discussed in [13]), and hence hybrid 6T cells will have almost 

negligible subthreshold leakage in the access paths. Gate tunneling leakage current is one of the 

most critical sources of leakage in FETs as device dimensions are scaled down and ultra-thin gate 

oxides are used [93-95]. Gate leakages (independent of the conduction state of the device) in FETs 

in the access paths, as shown in Figure 4.14 increase the total leakage energy consumption of a 6T 

cell and more severely in an array having a large number of 6T cells. In the hybrid structure, there 

will be neither any gate related nor any SCE-induced leakage, in the access paths as shown in 

Figure 4.15 and so the leakage power consumption in the hybrid cell will be much reduced and 

Figure 4.15: Leakage currents in a hybrid 6T cell just prior 

to read or write operation.  
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will be more beneficial for an array that has many such 6T cells. Also, junction leakage occurs 

across the p and n junctions to the ground (formed between the source, drain, and substrate regions) 

in FETs [95] in the access paths (as shown in Figure 4.14), which severely increases the leakage 

power consumption in arrays that have a large number of such p-n junctions to ground. Since LETs 

do not have any such p-n junctions or paths to the ground (the insulating substrate does not have 

any electrical connection and only provides mechanical support), the hybrid 6T cell and the array 

will have no junction leakage in the access paths as shown in Figure 4.15. So, considering no gate 

and junction leakages, but still having subthreshold leakage (the dark current in the LETs) in the 

LETs in access paths, (as shown in Figure 4.15), there will be an overall reduction of roughly about 

35 % in the total number of leakage current components in a single hybrid 6T cell, which will be 

more advantageous in case of a hybrid 6T arrays which have a large number of such 6T cells. 

 

4.3.5 Proposal of a Novel Integration Scheme for the Hybrid 6T SRAM Array  

The hybrid structure shown in Figure 4.7 presents an intimate integration of both electronic and 

photonic components to operate synergistically as a system. For the layout of the hybrid array, 

both LETs and FETs can be laid out together on a single layer (the electronic layer) along with the 

electrical bit lines, and the OWG along with the optical sources can be placed on a different layer 

(the photonic layer) above the electronic layer leading to a 3D stacking (integration) structure as 

shown in the prototype 3D structure of Figure 4.16. As seen in Figure 4.16, the OWGs in the 

photonic layer are placed parallel to each other (just like electrical wordlines in the regular arrays) 

with many openings into the electronic layer to illuminate the LETs depending on the signal from 

the optoelectronic decoder, such that when a particular OWG is illuminated it shines light on all 
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the LETs in that particular row through the openings into the electronic layer. It is to be noted that 

in the schematic shown in Figure 4.16 the OWGs are shown along with the multiple openings just 

for clarity and a better understanding of the 3D integration scheme. However, the OWGs will have 

a square or rectangular cross-section, and neither the OWGs nor the openings will be visible since 

the whole OWG structure will be embedded inside a dielectric layer very close to the electronic 

layer with just the openings not enclosed inside the dielectric layer. A more realistic picture of the 

OWG system and the photonic layer is shown in Figure 5.19 of the next chapter.  

We also propose a novel scheme to increase the illumination efficiency of the LETs from 

the OWG openings. From a typical SRAM array operation, when a word line is switched on, all 

the access devices in that row are turned on, so to increase the illumination efficiency for the hybrid 

array, which is fundamentally related to the size mismatch between the light wavelength and the 

electronic components, four (or possibly more) LET access devices from two (or more) adjacent 

hybrid 6T cells in the same row can be grouped together and simultaneously illuminated from a 

single OWG opening as shown in Figure 4.17 and the cross-sectional view of Figure 4.18 [18].  

This scheme not only minimizes the illumination loss from each OWG opening into the 

electronic layer, and the total chip area but also drastically reduces the number of OWG openings 

by a factor of 4 (because 2 LETs/cell) per row. Since photonic properties are scalable with 

wavelength, and hence for the LETs operating in visible wavelengths, the OWG dimension can be 

made significantly small (e.g., to around 200 nm cross-section at 405 nm illumination as will be 

seen in the next chapter) which enables on-chip integration of the OWG with electronic 

components. 
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Figure 4.16: A prototype 3D integration scheme for 

the FET-LET hybrid 6T SRAM array.  

Figure 4.17: A 2D schematic of the hybrid 6T array layout with 4 LETs 

grouped together and illuminated for a single OWG opening [18].  
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4.3.6 Compatibility with CMOS and Scalability 

In electronic-photonic integrated circuits, there are various ways for integrating the optical 

transport layer in a standard CMOS system, out of which possibly the most promising approach 

would be the use of hybrid (3D) integration of the optical layer above a complete CMOS integrated 

circuit, where the basic CMOS process flow would remain the same since the optical layer can be 

fabricated independently [96]. For a few years now heterogeneous integration of Si electronics 

with electronic and photonic components/structures has been carried out where the photonic 

components are made from compound semiconductors and other dielectric materials that are 

compatible with the standard with CMOS process flows [30, 97, 98]. For instance, the necessary 

technologies have largely been demonstrated for different applications, like in the hybrid 

InGaAs/SiGe 6T SRAM [99], where the two InGaAs access transistors can be replaced with LETs, 

Figure 4.18: A cross sectional view of the novel integration scheme showing the 

electronic and photonic layers and the 4 LETs from 2 adjacent 6T cells grouped 

together and simultaneously illuminated [18].  
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and LiNbO3 photonic waveguide cavity on Silicon [100] which all can be easily transferred to the 

proposed new electronic-photonic hybrid integration scheme.  

In the context of a 6T SRAM array, for a typical circuit layout, the word-line spacing is 

generally of the order of 2 poly pitches, which is of the order of 200 nm for the 22 nm technology 

node and 100 nm for 7 nm technology node [101, 102]. OWGs fabricated on an insulating substrate 

can be scaled to achieve subwavelength lateral size, and can be made to have very low loss, for 

instance, a Si waveguide of width 400 nm for light at 1.55 µm can have loss as low as 2.8 dB/cm 

[103]. For the LETs operating in visible wavelengths, the OWG dimension can be significantly 

reduced (e.g., 200 nm at 405 nm illumination), since photonic properties are scalable with 

wavelength. Further miniaturization is possible by using plasmonic-dielectric hybrid waveguides, 

though the loss in such a case may be somewhat higher [97]. 

For cases where the space requirement is not very stringent, but SRAM performance is of 

paramount importance, larger waveguide spacing can easily be allowed. Since OWGs are typically 

designed for interconnection in photonic circuits for inter-chip or intra-chip they are long, while 

in the hybrid SRAM, the optical paths will be substantially shorter for on-chip operation. Thus, for 

the OWG structure, it will not be a problem to cover hundreds or even one thousand cells/WL and 

can illuminate them efficiently as will be seen in Chapter 5. For illuminating an OWG, the 

minimum light power output required from the optical decoder can be estimated to be in the order 

of only 76.5 µW per OWG for 1024 cells/WL, considering a propagation loss of 2.8 dB/cm, and 

an overestimated OWG length of 1 mm (the actual OWG length for 1024 cells will be lesser than 

1mm, signifying lesser optical power requirement than estimated), and using the optical gating 

power estimate of ~ 35 nW/LET (for the ballistic LET) from Section 3.2.2. This leaves a large 

room even for less efficient implementation or absorption of optical energy even with a large loss. 
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4.4 Conclusion 

In this chapter, the analytical designs of the regular and hybrid 6T SRAM array have been 

described in detail. The main advantage of the hybrid 6T array over the regular array from 

replacing the FET access devices with LETs is that the gate, source, and drain related capacitance 

for the FETs, and the electrical wordline are no longer present, which removes the word line delay 

and reduces the energy consumption. From the above delay and energy plots of the regular and 

hybrid 6T SRAM, it can be concluded that the new hybrid 6T SRAM array is much more energy 

efficient with lesser read and write delays than the regular 6T array. Moreover, it was also found 

that in case the bit line length is capped to a maximum of 512 cells, the performance of the regular 

6T array worsens as the word line length has to be very large to accommodate for the memory size. 

However, in such a case, the performance of the hybrid array is almost not affected (while the 

performance margin gets better) since increasing the OWG length neither affects the delay much 

nor affects the capacitive loading at all. In addition, LETs are expected to have much lower leakage 

currents (LETs only have the ref which is equivalent to the subthreshold leakage in FETs) than 

conventional FETs, and thus the hybrid 6T cell and the array will have much lower leakage power 

dissipation compared to the regular arrays. Also, in terms of affecting the peripherals, the use of 

OWG waveguide-based architecture abolishes the need for any electrical wordline drivers, which 

will drastically reduce the total word line capacitance, RC-delay, and energy consumption to 

almost negligible compared to that in the conventional SRAM array. Thus, the proposed hybrid 

SRAM architecture offers an example of a hybrid electronic–photonic integrated circuit with both 

electronic and photonic devices playing active roles synergistically.
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CHAPTER 5 Design of a Low Loss Optical Waveguide 

This Chapter reused some of the contents from the article below:  

Reprinted with permission from A. Pal, Y. Zhang, and D. D. Yau, "Light Effect Transistors for 

High-Speed and Low-Energy Electronic and Photonic Integrated Circuits," in 2021 IEEE 

Research and Applications of Photonics in Defense Conference (RAPID), 2-4 Aug. 2021 

2021, pp. 1-2, doi: 10.1109/RAPID51799.2021.9521451.  

5.1. On Chip Electronic Photonic Integration 

On-chip electronic–photonic integration refers to the placement of purely electronic components 

like FETs, resistors, capacitors, etc., and optoelectronic components like photodetectors, on-chip 

lasers, and purely passive optical components like couplers, waveguides, etc. inside the same die 

package such that the combination functions as a system-on-a-chip (SOC) as shown Figure 5.1 

[8]. Many common optical devices are implemented by using hybrid integration technologies. 

However, as the physical characteristics (such as thermal expansion coefficient, and lattice 

constants) and packaging requirements of the materials are different, the optimal materials used 

for active and passive optical and optoelectronic devices are not the same, which makes it very 

complicated to integrate multiple discrete components made from different materials and ensure 

reliable device performance as a whole, especially in the implementation of the large-scale 

electronic-photonic integrated circuits [8, 9], even more challenging for the single-functional-unit 

level integration of electronic and photonic elements [14]. While in a monolithic photonic 

integration scheme, various active and passive electronic and optoelectronic components are made 

from one material or combination of the materials with similar properties (from the same group), 

for example, III-V (e.g., InAs/GaAs) or II-VI (e.g., CdTe/CdSe) compound semiconductors such 
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that there are no adaptation issues between different materials. Compared to the integration of 

different materials together for on-chip electronic-photonic applications like III-V or II-V devices 

on silicon/germanium (group IV) substrates, monolithic electronic–photonic integration of similar 

materials like silicon photonic devices on group IV substrates have advantages in terms of energy-

saving and reliability [8, 104, 105]. 

Past efforts of electronic photonic integrated circuits (EPICs) are largely limited to using 

photonic components for exchanging data/information between electronic sub-systems, for 

instance, providing communication between the CPU and Memory Banks [2]. The incorporation 

of photonics into bulk silicon CMOS chips using a layer of polycrystalline silicon deposited on 

silicon oxide islands fabricated alongside transistors is described in [8]. In [8] a photonic platform 

was directly integrated with a 65-nanometre-transistor bulk CMOS process technology in a 300 

mm diameter wafer microelectronics foundry and then a high-speed optical transceiver was 

implemented in this platform that operated at ten gigabits per second. By decoupling the formation 

of photonic devices from that of transistors, the integration approach described in [8] can achieve 

many of the goals of multi-chip solutions, but with the performance, complexity, and scalability 

of systems on a chip. We instead explore EPICs with a higher-level integration - a single-

functional-unit level integration of electronic and photonic elements [14]. 

Among the various monolithic or hybrid integration schemes available, the use of silicon-

based electronic and photonic components for SOC applications as well as optical transmission 

are the most popular due to the versatility of silicon (also other group IV elements) in the electronic 

chip manufacturing industry [105]. Silicon photonics utilizes the optical properties of the group 

IV semiconductor (mainly silicon) and involves the design and fabrication of devices for 

generating, manipulating, detecting, and transmitting light. Silicon photonic devices can be made 
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using existing semiconductor fabrication techniques, and because silicon is already used as the 

substrate for most integrated circuits, it is possible to create hybrid devices in which the optical 

and electronic components are integrated into a single microchip [8, 104]. Silicon Photonics is 

compatible with CMOS (electronic) fabrication, which allows silicon EPICs to be manufactured 

using established foundry infrastructure. 

 

 

 

 

 

 

Given the physics of photonics, older CMOS nodes can be perfectly suitable for pattern 

and fabricating photonic devices and circuits. Waveguides, the interconnects between photonic 

devices in the circuit, are made with a silicon core and come in different styles: for instance, a rib 

Figure 5.1: Integration of a photonics process module into planar bulk CMOS 

with photonic devices implemented in an optimized polysilicon film (220 nm) 

deposited on a photonic trench filled with silicon oxide (about 1.5 μm). The 

numbers indicate major fabrication steps in the order appearing in the process [8]. 

https://en.wikipedia.org/wiki/Semiconductor_fabrication
https://en.wikipedia.org/wiki/Integrated_circuit
https://en.wikipedia.org/wiki/Optics
https://en.wikipedia.org/wiki/Electronics
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or strip that has the oxide from the SOI substrate as bottom cladding and air or another layer of 

silicon oxide as top cladding [8, 104]. The light is transported in these waveguides. Given the 

material properties of the silicon, only a certain range of wavelength (below its bandgap, not in the 

visible spectrum) signals can be transported without significant losses. Nowadays, silicon photonic 

PIC processes often include additional waveguides built from silicon nitride as the core material, 

this opens the ability to carry wavelengths over a wider range, including visible light. Light sources 

(lasers, the “power supply” of photonic circuits and systems) are today impossible to manufacture 

with silicon due to the indirect bandgap of the material. For light to be efficiently generated, a 

material needs to have a direct bandgap, and various techniques exist to integrate III-V materials 

and or complete lasers in the Si photonics wafer (chip) to drive the photonic components within 

the photonic circuits [106]. The monolithic silicon photonics integration provides photonic circuits 

with low parasitic capacitance, reduced power consumption, improved reliability, and better 

portability, with the industrial feasibility for mass production.  

5.2 Silicon Nitride Waveguides for Silicon Photonic Integrated Circuits 

The silicon nitride (Si3N4/SiN) waveguide platform has enabled a broad class of low-loss planar-

integrated devices and chip-scale solutions for on-chip photonic integration, which benefit from 

transparency over a wide wavelength range (300 nm – 2350 nm) and fabrication using the standard 

CMOS wafer-scale process [104, 107, 108]. Though basic Si3N4 waveguide structures with silica 

cladding were demonstrated as early as the 1970s, integrated Si3N4 photonic devices were first 

demonstrated in the 1990s [107, 109]. In the last two decades, the development of Si3N4 photonics 

has achieved a synergy of low waveguide loss (compared to III-V or Si waveguides) and 

compactness (compared to SiO2 planar optical circuits) that is attractive for a wide variety of 
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applications. Several key demonstrations of Si3N4 photonic integration are summarized in Figure. 

5.2 [109], highlighting the evolution of three different integration schemes, i.e., monolithic passive 

integration, hybrid active integration, and heterogeneous active integration. The main advantages 

of silicon nitride over silicon waveguides are its broader transparency window down to UV 

wavelengths, a range not accessible with the other platforms, no suffering from two-photon, and 

free carrier absorption over the telecommunication wavelength ranges and easier for 3D 

monolithic integration [104, 107]. 

 

 

 

 

 

 

 

 

 

 

Figure 5.2: Progress of silicon nitride-based photonic integration with 

key demonstrations labeled with the release year [109].  
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 As a complimentary platform to silicon-on-insulator (SOI) and III–V photonics, Si3N4 

waveguide technology along with its low propagation loss as well as low bending loss and signal 

dispersion as shown in Figure 5.3 [109] opens a new generation of system-on-chip applications 

not achievable with the other platforms alone. The availability of low-loss waveguides (<1 dB/m) 

[107] that can handle high optical power can be engineered for linear and nonlinear optical 

functions, and that support a variety of passive and active building blocks opens new avenues for 

system-on-chip implementations. As signal bandwidth and data rates continue to increase, the 

optical circuit functions and complexity are made possible with Si3N4  

 

 

 

 

 

 

 

 

 

 

Figure 5.3: (a) Si3N4 waveguide bending loss versus bending radius of the 

fundamental optical mode for four different Si3N4 core thicknesses. Insets show the 

mode profiles for each waveguide geometry with negligible bending loss at 20 μm, 

50 μm, 1 mm, and 10 mm respectively. (b) Waveguide dispersion (spreading of the 

optical pulse in time per unit wavelength band width and per unit propagation 

distance) for waveguides with Si3N4 core thickness and width selected from (a) [109].  
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has expanded the practical application of optical signal processing functions that can reduce energy 

consumption, size, and cost over today’s digital electronic solutions. Today, SOI offers large 

volume photonic integration through traditional complementary metal–oxide semiconductor 

(CMOS) infrastructure. Traditional SOI photonics employs high-contrast waveguides formed from 

a silicon core surrounded by oxide cladding, keeping the light tightly confined to the core. These 

strongly confining waveguides lead to very compact photonic circuits with small bend radii and 

moderate waveguide losses on the order of 0.1 dB/cm [107, 109]. The widely used group III–V 

photonics material indium phosphide (InP) is a foundry scale process that provides waveguides 

with optical gain and efficient signal modulation in telecommunications wavebands [106]. InP is 

used in many standalone PIC applications and as a gain block for SOI PICs with a tradeoff in 

higher waveguide losses (0.4 to 2 dB/cm) and larger bend radii, as compared to SOI [107]. Si3N4 

PIC technology provides lower loss waveguides and  

 

 

 

 

 

 

 

Figure 5.4: Bend radii, propagation loss, and window of 

transparency for Si3N4, SOI, and InP waveguides [107].  
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building blocks complimentary to SOI and III–V PICs [104, 107, 109]. Si3N4 is traditionally used 

in standard CMOS processes to insulate individual transistors, known as local oxidation of silicon 

(LOCOS), and is also used as gate material in ion-sensitive field-effect transistors (ISFETs) 

purposes [107]. Optical waveguides employ a core layer of Si3N4 embedded in a surrounding 

silicon dioxide (SiO2) cladding material. The refractive indexes at 1.55-μm wavelength of the 

cladding (1.04 for SiO2) and core (2.02 for Si3N4) allow for designs that range from low- to high-

contrast waveguides with low propagation losses in the range of 0.3 dB/cm to 1.0 dB/cm over the 

wavelength range from ∼ 400 to – 2350 nm [107]. In general, the waveguide loss and minimum 

bend radius are design trade-offs based on desired performance, footprint, and optical power 

density, and vary for each integration platform. Figure 5.4 summarizes the data on waveguide 

propagation loss, minimum bend radius, and wavelength operating range for Si3N4, SOI, and InP 

waveguides [107]. 

5.3 Design of Si3N4/SiO2 Low Loss Optical Waveguide 

This section describes the design of a low loss Si3N4 optical waveguide embedded in SiO2 

dielectric which serves as the cladding material. For the design of the waveguide structure with a  

rectangular or square cross section, either a channel type cross section or a rib ridge type [104, 110] 

cross-section can be chosen from the Synopsys RSoft CAD photonic design suite as shown in 

Figure 5.5 below [110].  
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The designed OWG structure has a rectangular/square channel type cross section (the 

cross-section dimensions will be discussed subsequently) with a length comparable to the word 

lines in a regular 6T array such that the OWGs can illuminate the whole row of the hybrid 6T array 

structure shown in Figure 4.5 of chapter 4. For a large 512 KB array, with the number of hybrids 

6T cells along the word line nc = 1024 and the overestimated width of each hybrid 6T cell to be ~ 

1 µm, the total required length of the OWG to illuminate all the cells in a row will be 1024 µm. 

Moreover, if we consider a 64 KB SRAM array (L1 caches are typically of the size of tens to a 

few hundred KBs) with nc = 512, then the total length of OWG required is 512 µm. Also, 

considering a different array layout where we cap the number of cells/bit line (column) to 512 (as 

discussed in Section 4.3.2) then for such a layout, considering a 64 KB array, nc = 1024 will again 

need a maximum OWG length of 1024 µm. In the conventional SRAM, the word line size nc is 

typically kept below 1024 cells/word line by using memory banking (array partitioning), a 3D 

stacking technique where large arrays are divided into multiple memory banks and stacked 

together [91, 92], and only the particular bank that contains the required data is accessed [91, 92], 

 

Figure 5.5: Channel type (left) and rib ridge type (right) 

OWG cross section structure in Synopsys RSoft CAD [110].  
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which may also be adopted for the OWG based word line if needed. Thus, it is evident that 

theoretically, the maximum possible OWG length will be of the order of 1100 µm, though in reality, 

it will be much lesser. In this design, we will simulate the maximum possible OWG length of 1100 

µm that may be needed for the hybrid array.  

For the novel 3D integration scheme discussed in Section 4.3.5 and [18], the OWGs should 

have multiple openings such that each opening should be enough wide to illuminate the group of 

4 LETs from two adjacent SRAM cells [18]. The access LET dimensions considered as discussed 

previously are 100 nm (length) x 30 nm (diameter) and each OWG opening cross-section should 

fully illuminate 4 of them placed together as a group as discussed in Section 4.3.5. Also, to avoid 

interference and cross-talk the minimum distance between two adjacent metallic word lines in the 

conventional SRAM should be at least 2 poly pitches which are around 200 nm for the 22 nm 

technology node [102]. For the hybrid SRAM, enough spacing is required to avoid interference 

between the adjacent OWGs. Moreover, to avoid interference between optical energy coming out 

from two adjacent OWG openings into the electronic layer, the openings should be placed far 

enough from each other and the minimum distance between two adjacent OWG openings can be 

roughly estimated from Figure 5.6 [18].  

The minimum opening between two adjacent OWG openings (center-center) as seen in Figure 5.6 

is given by: 

2(1/2 (each opening width)) + 2(distance between OWG edge and bit lines) + 4(spacing 

between 4T latch and bit line) + 2(width of each 4T cell) + (spacing between the two-bit lines of 

two adjacent cells) = 2(opening_width/2) + 2(2d_BL_4Tlatch) + 4(d_BL_4Tlatch) + 2(w_4Tlatch) 

+ d_BL.  

Where, opening_width = the width of each OWG opening = 300 nm (for one of the cases) 
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d_BL_4Tlatch = minimum spacing between the 4T FET latch and the electrical bit line = 

minimum contact spacing = 1.4λ = 30.8 nm for 22 nm technology (λ is  22 nm) [111].  

w_4Tlatch = width of the 4T cross coupled latch in 22 nm technology, and considering the 

FET dimensions for the hybrid 6T cell and layout from [111] it is ~ 400 nm  

d_BL = is the minimum spacing between two metal bit lines = metal pitch = 2.8λ = 61.6 

nm for 22 nm technology [111].  

Plugging in the above-mentioned values the center-to-center distance between two adjacent 

OWG openings = 1.5 µm, which is used in the design of the structure in RSoft CAD.  

The OWG is designed in Synopsys RSoft Photonic Design Suite and considering a channel 

type OWG cross-section [110] where the core Si3N4 OWG is enclosed in a SiO2 dielectric which 

serves as the cladding and the Si3N4-SiO2 provides good confinement to the light of wavelength 

405 nm (the most commonly available short-wavelength semiconductor laser based on InGaN) 

used for simulation. The refractive index profile of Si3N4 with respect to the wavelength of light 

is shown below in Figure 5.7 [110].  

Material loss (absorption by the material) depends on the imaginary part (dotted line as 

shown in Figure 5.7) of the refractive index (RI), and the imaginary part of RI for Si3N4 is almost 

zero for any wavelength > 300 nm as seen in Figure 5.7, and hence for our wavelength of interest 

(blue light of 405 nm), there is no material absorption (loss), while for wavelength below 300 nm 

Si3N4 is highly absorptive as λ nears the band gap energy for Si3N4. 
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Figure 5.6: 2D schematic of portion of the hybrid 6T array layout showing 

minimum distance required between two adjacent OWG openings.  

Real part of refractive 

index 

Imaginary part of 

refractive index 

Figure 5.7: Refractive index profile (real and imaginary) of 

Si3N4 with variation of optical wavelength [110].  
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The schematic of the simulated OWG is shown in Figure 5.8 and the simulation has been 

carried out in the Beam-Propagation simulation engine [110] to capture the energy transfer in the 

OWG along the propagation direction well as the energy coming out from the various OWG 

openings as shown in Figure 5.8. OWGs of length 1100 µm and three cross sections dimensions 

of 200 nm x 200 nm, 400 nm x 400 nm, and 800 nm x 800 nm., were considered for the simulation, 

with opening cross sections of about 120 nm x 120 nm for the first case, and 300 nm x 300 nm for 

the last two cases to bring out light to illuminate the LETs.  

The Si3N4 OWG core structure shown in Figure 5.8 is fully encapsulated by a SiO2 cladding layer 

such that only the openings through which light comes out into the electronic layer are not enclosed 

as shown by the YZ and XY cross-section of the encapsulated OWG structure in Figure 5.9 [18].  

 

 

 

 

 

 

 

 

 

 

Figure 5.8: 3D schematic of the OWG structure showing the cross section and 

the openings (not drawn to scale) perpendicular to the direction of light injection.  
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5.3.1 Simulation of the Si3N4/SiO2 OWG 

Simulation results for the 400 nm x 400 nm cross section OWG 

Light is injected into the OWG structure along Z – the direction of light propagation, while the 

OWG openings are perpendicular to the XZ plane i.e., perpendicular to the direction of propagation 

as shown in Figure 5.8. A Gaussian incidence beam is assumed with a beam width equal to the 

component width (that is 200 nm, 400 nm, and 800 nm cross-section OWGs) by default in the 

simulation engine [110]. As seen in Figure 5.10, the optical energy propagation.  

Figure 5.9: The YZ and XY cross sections of the hybrid 

structure showing the SiO2 encapsulating the Si3N4 OWG.  
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through the OWG along Z without the OWG openings is almost nonattenuated in magnitude, i.e., 

almost all the incident energy propagates through the OWG, emerging from the other end of the 

waveguide. The small loss is caused by the leakage and some coupling loss between OWG and 

the optical source. With the OWG openings, as seen in Figure 5.11, the optical power along Z falls 

as light is coming out through the OWG openings, which is very much essential to illuminate the 

LET group of LETs in the layer beneath.  

 

 

 

 

 

 

 

Figure 5.10: Optical energy propagation through the 400 

nm OWG along Z without the OWG openings.  
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Figure 5.12 shows the fundamental mode profile of light propagating through the OWG which 

shows that the optical energy is very well confined inside the Si3N4 core (when there is no 

opening).  

 

 

 

 

Figure 5.11: Optical energy propagation through the 400 nm OWG 

along Z with the OWG openings downward into the XZ plane. The 

power along Z falls as light is coming out through the OWG 

openings. 
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Simulation results for the 800 nm x 800 nm cross-section OWG   

 

 

 

 

 

 

 

 

Figure 5.12: Mode profile (XY cross section of the 400 

nm OWG) of the fundamental mode.  

 

Figure 5.13: Optical energy propagation through the 800 nm 

OWG along Z without the OWG openings.  
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Figure 5.14: Optical energy propagation through the OWG with 800 nm cross 

section along Z with the OWG openings downward into the XZ plane. The 

power along Z falls as light is coming out through the OWG openings.  

 

 

 

Figure 5.15: Mode profile (XY cross section of the 800 nm OWG) 

of the fundamental mode.  
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Simulation results for the 200 nm x 200 nm cross section OWG 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.16: Optical energy propagation through the 200 nm cross 

section OWG along Z without the OWG openings.  

 

 

Figure 5.17: Optical energy propagation through the 200 nm cross 

section OWG along Z with the OWG openings downward into the 

XZ plane. The power along Z falls as light is coming out through the 

OWG openings. 
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5.3.2 Analyzing the Waveguide Design  

The requirement for single mode propagation in an OWG is given by [112, 113]: 

2𝜋𝑎

𝜆𝑐
√𝑛1

2 − 𝑛2
2 < 2.405    (5.1) 

Where a = total width of the square cross section, λc = cutoff wavelength, n1, and n2 are respectively 

the refractive indices of the core and cladding materials. 

Equation 5.1can be written to calculate the cut-off wavelength as:  

𝜆𝑐 =  
2𝜋𝑎

2.405
√𝑛1

2 − 𝑛2
2     (5.2) 

For a given cross-section, for all operating wavelengths λ,> λc the OWG will behave as a single 

mode while for wavelengths λ < λc the OWG will be multimode. Considering the three different 

Figure 5.18: Mode profile (XY cross section of the 200 

nm OWG) of the fundamental mode.  
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cross sections of 200 nm, 400 nm, and 800 nm, and n1 = 2.072 for Si3N4 core and n2 = 1.47 for 

SiO2 cladding, the cut-off wavelengths are respectively ~ 381 nm, ~ 763 nm, and ~1.53 µm. So, 

for the 405 nm wavelength that has been used, the 200 nm cross-section OWG behaves as a single 

mode, the 400 nm cross-section OWG is very close to being a single mode, while the 800 nm 

cross-section OWG behaves as a multimode OWG, which generally transmits optical energy more 

efficiently as compared to single mode. The OWG with a higher cross-section should be the most 

efficient in propagating optical energy, however as seen from the simulation results for the OWGs, 

the 400 nm x 400 nm cross-section structure seems to be already highly efficient and hence the 

most suitable structure for the propagation of the optical energy at the wavelength of interest, and 

hence an 1100 µm long, and 400 nm cross-section OWG will be used for the hybrid SRAM array. 

This may be due to the better confinement of the optical modes in the 400 nm cross-section rather 

than in the 800 nm cross-section. Moreover, the 200 nm cross-section OWG structure is a single 

mode for the 405 nm wavelength used for the simulation and though principally it should be less 

efficient for optical energy propagation than multimode cases, however, due to better confinement 

of optical energy in its core, the 200 nm cross-section OWG seems to propagate optical energy 

more efficiently as compared to the 800 nm cross-section structure as seen from the simulation 

results of Figures 5.15 and 5.16. Since one of the main drawbacks of this hybrid integration of 

electronics and photonics is the requirement of a large area mainly for fabricating the photonics 

components, using an OWG with a lesser cross-section (200 nm) will be much more beneficial in 

terms of area for large hybrid arrays. In the typical SRAM architecture, the minimum spacing 

between two adjacent word lines is around 2 poly pitches (200 nm edge to edge spacing for 22 nm 

technology). For the hybrid SRAM, the optical word line or OWG spacing should be adequate to 

minimize the optical coupling between the adjacent OWGs. Reducing the OWG dimensions will 
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play a huge role in compactly laying out the photonic components in a hybrid integration scheme 

as shown in Figure 5.19. In Figure 5.19 the layout of the photonic layer with parallel OWGs is 

shown as well as a XY cross-section of the layer is shown with adjacent OWGs. It is to be noted 

that, though actually the OWGs will be embedded in the SiO2 dielectric layer as shown in Figure 

5.9 [18] and hence would not be visible, the top of the OWGs is still shown in Figure 5.19 just for 

clarity. The above simulation results have shown that the leakage depends on the OWG size. For 

instance, for the 200 nm OWG, the lateral leakage into the SiO2 encapsulation is less than 100 nm, 

as shown in Figure 5.19, thus, a 200 nm spacing would be adequate to isolate the two OWGs. For 

the 400 nm OWG, the leakage into the encapsulation layer is reduced, as shown in Figure 5.10, 

thus, a smaller spacing (around 100 nm) could be used. 

 As seen in Figure 5.19, W is the dimension of the OWG cross section, which can be 200 

nm, 400 nm, or 800 nm. However, if a 800 nm cross section is used then the period width of two 

adjacent OWGs considering a spacing of 200 nm between the two adjacent OWGs will be, 800 

nm + 200 nm = 1 µm. Now if there are 1024 (512 pairs of OWGs) such waveguides in parallel 

then the approximate total width of the photonic layer along X direction (shown in Figure 5.19) 

will be approximately = (1.0 µm x 1024) ~ 1024 µm, which is approximate 5 times the dimension 

needed for a regular array with 1024 word lines in 22 nm technology following the layout used in 

[111] and hence impractical to be put inside a single chip. However, if a 200 nm cross-section 

OWG is used, then the total width (period will be 200 nm + 200 nm = 400 nm) of the photonic 

layer along X direction with 1024 parallel OWGs will be ~ 409.6 µm, which is about 2 times the 

dimension needed for a regular array with 1024 electrical wordlines, and hence much more feasible 

for on chip integration. 
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However, if the OWG cross-section is further reduced to around 100 nm then the transmission 

efficiency falls drastically (< 50 %) as shown in Figures 5.20 and 5.21, and hence may not be 

suitable for the hybrid array. However, the initial loss may be the insertion loss due to the source 

in-coupling to the OWG (any maybe the propagation loss is not that high) because of size mismatch 

between the source and the OWG due to diffraction limit beam size (minimum beam size possible 

Figure 5.19: 3D layout of the photonic layer showing the parallel OWGs with 

minimum spacing between adjacent OWGs (Note: The OWGs will be 

embedded inside the dielectric and hence will not be visible in the 3D view). 

The XY cross section of the photonic layer showing the OWG encapsulation 

and minimum spacing between two adjacent OWGs.  
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for 405 nm illumination is 1.22 x 405 nm/NA = 494 nm with NA = 1). Typically, people used 

tapered waveguide (coupling structures) to improve the in-coupling efficiency due to size 

mismatch between the source and the OWG [114, 115]. Very large initial loss of > 50% for the 

100 nm cross section OWG is probably due to this coupling loss. This also implies the 100 nm 

OWG could still be useful for a shorter array (propagation loss may not be that high), as long as 

the in-coupling loss can be improved using various techniques, for instances, by using tapered 

OWG structures [114, 115]. In this sense, a 100 nm size may be still usable for a smaller hybrid 

array size. Figure. 5.21 suggest that the 100 nm cross section may be used for a smaller array (of 

size few KBs) where the total word line (OWG) length will be lesser than or equal to 400 µm. 

 

 

 

 

 

 

 

  Figure 5.20: Optical energy propagation through the 100 nm 

cross section OWG along Z without the OWG openings.  
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5.4 Conclusion 

This chapter elaborates on the design of optical OWG for the hybrid FET-LET 6T array. Though 

various OWG technologies compatible with silicon photonics are possible, here we have described 

the design of a Si3N4 OWG embedded in SiO2 dielectric, primarily because due to the huge 

transparency window of Si3N4, extremely low absorption loss in the wavelength of interest, and 

compatibility of its fabrication on a standard CMOS process. To incorporate the novel 3D 

integration scheme discussed in the chapter, the OWGs not only need to have multiple openings 

perpendicular to the direction of light injection but also precise spacings between adjacent 

openings so that the structure is neither too area inefficient, nor suffer from interference due to 

Figure 5.21: Optical energy propagation through the 100 nm cross section 

OWG along Z with the OWG openings downward into the XZ plane. The 

power along Z falls as light is coming out through the OWG openings. 
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light coming from two adjacent openings. To be suitable for large arrays (with long word lines) 

OWGs of length 550 µm and as long as 1100 µm with different cross sections were designed and 

simulated in Synopsys RSoft CAD, which shows that an OWG with a 400 nm cross-section has 

the highest transmission efficiency. Though all three cross sections (200 nm, 400 nm, and 800 nm) 

are equivalently efficient in transmitting optical energy with very less difference, keeping in mind 

the area parameter, the 200 nm cross-section will be the most viable option in the 3D integration 

scheme for the best possible compact structure. Further smaller OWG cross section (e.g., 100 nm) 

could still be usable for smaller SRAM arrays, which is appropriate for level 1 cache memory of 

the size of a few KBs.  
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CHAPTER 6: Design of a Fully Functional Hybrid FET-LET 6T SRAM Bit Cell 

6.1. Noise Margins in 6T SRAM Cells 

With the scaling down of device dimensions to sub-micron ranges, and as device variability 

increases in the nanometer scale technologies, SRAMs become increasingly prone to noise 

perturbations. To reduce the dynamic power dissipation in large SRAM arrays, the supply voltage 

is also scaled down with the technology node, which adversely affects the noise margins of the 

SRAM cells making the cells very much prone to noise and reducing their reliability [116-118]. 

The analysis of SRAM read/write margin is extremely crucial for low-power SRAMs and recently 

research on SRAMs operating in the sub-threshold regime has shown prospects for the design of 

energy-efficient and ultra-low-power caches for different applications, mainly portable 

devices[119, 120]. It is a huge challenge to design a SRAM operating in the sub-threshold region 

(operating at very low voltages) due to its compromised reliability and noise immunity. It is 

extremely important to have a good read/write margins for all kinds of SRAM designs. Static noise 

margins (SNMs) are widely used as the criteria for stability for SRAM cells. The traditional 

butterfly SNM approach is the most popular one, although recent studies on the N-curves (Noise-

Curve, is one of the practical inline measurement techniques used to determine SRAM cell stability 

In this technique set of noise parameters like, static voltage noise margin write trip voltage, static 

current noise margin, and write trip current [121] are measured from the I-V curves. The N-curves 

are extracted from the cell I-V by sweeping the voltage at the internal node with logic 0 on it. [122]) 

have demonstrated their benefits as an alternative metric for understanding SRAM cell stability 

[116, 123]. As SRAM cells are scaled down to nanometer regimes, they are constrained to operate 

at very low supply voltage since sub-nanometer MOSFETs operate at very low bias voltage to 

reduce power dissipation in the circuits, and to increase the reliability of the device against the 
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gate oxide dielectric breakdown due to hot carrier effects. However, as the device dimensions are 

scaled down, the transconductance of the devices decreases (mainly due to mobility degradation 

and parasitic contact resistance) which adversely affects the noise margin of the memory cell [123, 

124]. The noise margin arising from process variations and due to the effect of soft errors does not 

scale down with the supply voltage. So, the design of an SRAM cell at a low supply voltage with 

sufficient noise margin s more challenging as compared to the design of a SRAM cell at a nominal 

supply voltage.  

To ensure both read stability and writability, the transistors must satisfy ratio constraints, 

i.e., the ratio of strengths between the pull-down, access, and pull-up transistors in the SRAM cell 

[21, 125]. The nMOS pulldown transistor (M1 and M3 in Figure 4.1) in the cross-coupled inverters 

must be the strongest, followed by the access transistors (M5 and M6 in Figure 4.1) are of 

intermediate strength, and the pMOS pull-up transistors (M2 and M4 in Figure 4.1) must be 

weaker. The static noise margin of the SRAM cell determines the SRAM cell stability, writability, 

and readability. Matrices for determining the SNM are given by the hold margin, the read margin, 

and the write margin, in various modes of operation of the SRAM cell. Quantitatively the SNM 

measures how much noise can be applied to the inputs of the two cross-coupled inverters before a 

stable state is lost (i.e., stored data is lost during a hold state or there is a false read) [85]. 

6.1.1 Measuring SNMs in 6T SRAM Cells 

A test circuit for determining the SNM of the 6T cell is shown in Figure 6.1a where an external 

noise source Vn is applied to each of the cross-coupled inverters and the SNM is determined 

graphically from the butterfly curve, which is the voltage transfer characteristic (VTC is the output 

voltage versus input voltage curve) of the two cross-coupled inverter pairs plotted on the same 
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graph, while an analytical way for determining SNM will be discussed in the next section. The 

SNM for the circuit in Figure 6.1a is obtained from the butterfly curve of Figure 6.1b by setting 

Vn = 0 and plotting the variation of V2 with respect to V1 and V1 with respect to V2, or plotting 

either of them and flipping the other with respect to the line of symmetry [85]. Curve I shown in 

Figure 6.1b is the VTC of the top inverter of Figure 6.1a, while curve II is the VTC of the bottom 

inverter of Figure 6.1a. As can be seen from the butterfly plot of Figure 6.1b, there are two stable 

states (with one output low and the other high) and one metastable state (with V1 = V2) [85]. A  

positive value of noise at the input of the cross-coupled inverters in Figure 6.1 shifts curve I left 

and curve II up. Excessive noise eliminates the stable state of V1 = logic 0 and V2 = logic 1, and 

hence destroys the stable state of operation [85].  

 

 

 

 

 

 

Figure 6.1: (a) 6T SRAM Cell with noise source to determine SNM. 

(b) Butterfly diagram showing hold SNM [85].  
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The length of the side of the largest square that can be inscribed inside the butterfly curves 

quantitatively determines the SNM of the 6T cell [21, 85]. For asymmetric butterfly diagrams with 

respect to the line V1 = V2, the SNM is always the lesser of the two values that can be obtained 

from the curve. The noise margin increases with VDD and threshold voltage (Vth) of the FET devices 

as will be seen in the analytic expression in the next section. During the 6T cell read operation, the 

bit lines are initially charged, and one of the nodes (depending on the data stored in it) is discharged 

via the access transistor. This operation perturbs the voltage transfer characteristics (VTC) of the 

cross-coupled inverter latches and the amount of voltage perturbation that can be tolerated without 

sacrificing the read operation is known as the read SNM. The relative strength (ratio of device 

widths which is also known as the beta ratio or the cell ratio) of the pull-down transistor to the 

access transistor determines the read SNM. [85, 126]. As the beta ratio for a 6T cell increases, the 

read margin improves, however, this increases the total 6T cell area, and hence there is a clear 

trade-off. A few other techniques generally adopted to improve the read SNMs are, increasing VDD 

or Vth or reducing the word line voltage drive relative to VDD. During the cell write operation, for 

proper stability of the cell, the strength of the access device must be greater than the pull-up device 

to create a single stable state [85]. Similar to the read SNM simulation, the write SNM is 

qualitatively determined, with one access transistor moving towards logic 1 and the other towards 

logic 0. As in the case of read SNM, the write SNM is also the smallest of the two squares inscribed 

in the butterfly curve of the VTC. The write SNM depends on the relative strengths of the pull-up 

device to the access device and it improves with a more powerful access device as compared to 

the pull-up device and also with the increase of the word line voltage [85, 126]. 

Read write and hold SNMs are also affected by the threshold voltage mismatch which is 

caused by random dopant fluctuations mostly in the advanced nanometer semiconductor 
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fabrication processes [120, 124]. However, the variations in technology parameters, such as 

threshold voltage, effective channel length, gate oxide thickness as well as supply scaling, and 

operating temperature heavily affects the stability of 6T cell in submicron technologies [85, 116, 

124]. It is interesting to note that the SNMs only depend on the ratio of the transconductance 

parameters (ratio of the relative device strengths) of the pull-down, access, and pull-up transistors, 

and not on the absolute values of the transconductance of the transistors.  

6.1.2 Analytical Calculation of the SNM in Regular 6T Cells 

The regular 6T cell of Figure 4.1 with two noise voltage sources Vn is shown in Figure 6.2 where 

it is assumed that the voltage at node Q is logic 1 while at node Q̅ it is logic 0.  

 

 

 

 

 

 

 

For the voltage conditions shown in Figure 6.2, M1 and M6 are in saturation while M2 and M3 

operate in the linear region. Equating the drain currents of M1 and M2 and M3 and M6 we get 

[126]:    (𝑉𝐺𝑆𝑀1 − 𝑉𝑡ℎ)2 = 
2𝑞

𝑟
𝑉𝐷𝑆𝑀2(𝑉𝐺𝑆𝑀2 - 𝑉𝑡ℎ - 

1

2
𝑉𝐷𝑆𝑀2)   (6.1) 

Figure 6.2: A regular 6T cell with noise sources for analytical 

estimation of SNM. 
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(𝑉𝐺𝑆𝑀6 − 𝑉𝑡ℎ)2 = 2𝑟𝑉𝐷𝑆𝑀3(𝑉𝐺𝑆𝑀3 - 𝑉𝑡ℎ - 
1

2
𝑉𝐷𝑆𝑀3)  (6.2) 

where VGS and VDS are the gate-source and drain-source voltages respectively of the FETs M1-

M6, Vth is the threshold voltage of the FETs and they are assumed to be equal; β = µcox
’(W/L) is 

the transconductance parameter for the FET devices, and r = βpulldown/βaccess, and q = βpullup/βaccess 

[126].  

Using Kirchhoff’s Voltage Law (KVL) to the circuit in Figure 6.2 the voltage equations are:   

VGSM1 = Vn + VDSM3      (6.3) 

    VDSM2 = VDD - Vn - VGSM3     (6.4) 

    VGSM2 = VDD - Vn - VDSM3     (6.5) 

    VGSM6 = VDD - VDSM3      (6.6) 

Substituting Equations 6.3 – 6.6 into Equations 6.1 and 6.2 gives: 

(VDSM3 + Vn – Vth)
2 = 

𝑞

𝑟
(VDD - Vn - VDSM3) (Vs – Vth – Vn – 2VDSM3 + VGSM3)  (6.7) 

(VS + VDSM3)
2 = 2rVDSM3(VGSM3 - Vth -  

1

2
 VDSM3),    (6.8) 

  where Vs = VDD - Vth 

Eliminating VDSM3/GSM3 from Equations 6.7 and 6.8 leads to a fourth-degree non-linear equation. 

Linearizing the equation at around the operating point of the FET leads to a linear approximation 

given by, VDSM3 = V0 – kVGSM3, where k is the slope of the linear approximation. Three variables 

are defined as follows [126]: 

Vr = Vs - (
𝑟

𝑟+1
) Vth     (6.9) 

𝑘 =  (
𝑟

𝑟+1
) √

𝑟+1

𝑟+1−
𝑉𝑠

2

𝑉𝑠
2

− 1,    (6.10) 
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 and 

V0 = kVs + (
1+𝑟

𝑟+1+𝑟/𝑘
) Vr   (6.11) 

Using Equations 6.7 – 6.11, eliminating VDSM3 from Equations 6.7, using the double root stability 

criteria [126], and then solving for Vn, the SNM is obtained as follows [126]: 

SNM6T_Cell = 𝑽𝒕𝒉 − 𝑨(
𝑩

𝑪
−

𝑽𝑫𝑫−𝟐𝑽𝒕𝒉

𝑫+𝑬
)     (6.12) 

where A = 
1

1+𝑘
,B = VDD - 

2𝑟+1

𝑟+1
Vth, C = 1 + 

𝑟

𝑘(𝑟+1)
, D = 1 + k

𝑟

𝑞
, and E = √

𝑟

𝑞
(1 + 2𝑘 +

𝑟𝑘2

𝑞
). 

Now for the regular 6T cell, designed and simulated in the mixed mode environment of Sentaurus 

TCAD, the FinFET and 6T cell parameters are as follows: Vth = 350 mV, r = 2, q = 0.375, and VDD 

= 1 V. Plugging in these values into Equations 6.9 through 6.12, the SNM6T_Cell is calculated to be 

around ~ 230 mV which is very similar to values obtained from mixed mode TCAD simulation as 

shown in the next section. It is to be noted that for the hybrid 6T cell, an expression like Equation 

6.12 cannot be derived analytically, since, for the hybrid cell, all the voltage equations governing 

the regular 6T cell operation are not applicable due to the presence of the access LETs which are 

not a voltage-controlled device like FETs. However, mixed mode TCAD simulation as discussed 

in the next section can be a powerful tool to capture the SNMs for both the regular and the hybrid 

6T cell.  

6.2 Mixed Mode TCAD simulation of Regular and Hybrid 6T Cells 

The FinFET and LET devices designed and modeled in chapter 3 are used to design a regular and 

hybrid 6T cell in a mixed mode simulation environment by directly establishing the netlist in the 

system section of the SDEVICE module of Sentaurus TCAD [56, 57]. A series of parametric 
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simulations are run for various r and q ratios describing relative strengths for pull up, pull down, 

and access FET devices, and it was found that the best SNM for the regular cell was obtained for 

r = 2 and q = 0.375, i.e., the pull-down FETs should be stronger than the access FETs by a factor 

of 2, while the pull-up FETs should be weaker than the access FETs. For the hybrid 6T cell since 

the LETs are optically controlled devices, optical gating power (generation rate) can be a 

controlling parameter, and varying the generation rate for the two access LETs will give different 

SNM curves for different generation rates, and the best optimized SNM is obtained at an optical 

generation rate of ~ 1025/cm3/sec.  

 

 

 

 

 

 

 

 

  

 

Figure 6.3: Simulated (mixed mode) hold SNM for a regular 6T SRAM cell. 

400 mV 
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Figures 6.3 and 6.4 show the hold SNM for a regular 6T cell and hybrid 6T cell, respectively. The 

SNM values are measured by the length of the side of the largest square that can be fitted inside 

the butterfly curve as shown in Figure 6.1b. For the regular case, the hold SNM is ~ 400 mV, while 

for the hybrid 6T cell it is around 420 mV.  

 

 

 

 

 

 

Figure 6.4: Simulated (mixed mode) hold SNM for a hybrid 6T SRAM cell.  

  

Figure 6.5: Simulated (mixed mode) read SNM for a regular 6T SRAM cell.  

420 mV 

250 mV 
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Figures 6.5 and 6.6 show the read SNM for a regular 6T cell and hybrid 6T cell, respectively. The 

read SNM values as seen from the figures are approximately 250 mV and 430 mV respectively for 

the regular 6T cell and hybrid 6T cell.  

 

 

 

 

 

 

 

Figure 6.6: Simulated (mixed mode) read SNM for a hybrid 6T SRAM cell.  

Figure 6.7: Simulated (mixed mode) write SNM for a regular 6T SRAM cell.  

430 mV 

< 100 mV 
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Figures 6.7 and 6.8 show the write SNM for a regular 6T cell and a hybrid 6T cell, respectively. 

The SNM values as seen from the figures are approximately < 100 mV and 420 mV respectively 

for the regular 6T cell and hybrid 6T cell.  

6.3 Analyzing the Results and SNM Variation in the Hybrid 6T Cell 

From the butterfly SNM plots, it is very clear that the SNMs for the hybrid 6T cell are better than 

the regular 6T cell (especially for the read and write cases). This can be attributed to the reason 

that fundamentally the LETs operate using a different mechanism which gives them better 

switching characteristics compared to the FETs. It is evident from the simulated output and transfer 

characteristics of the LETs as shown in Figures 3.10 and 3.11b and also from measured results [13] 

(the output and transfer characteristics plots for the LET are steeper as compared to FETs) the 

threshold power (threshold power Pg in Watts) and the subthreshold swing (SLET in Watts/dec), are 

Figure 6.8: Simulated (mixed mode) write SNM for a 

hybrid 6T SRAM cell.  

420 mV 
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much smaller as compared to the equivalent of the threshold power (threshold voltage in case of 

FETs) and subthreshold swing (in mV/decade in case of FETs) of FETs of similar size FETs. This 

is fundamentally due to the simple structure of the LET that does not add any unwanted 

capacitances to the structure due to the lack of any unwanted pn junctions and a physical gate [14]. 

Also, for the access FETs in the 6T cell to operate in either the liner or saturation region (for the 

read or write operation) precise voltage conditions like VDS > = VGS - Vth or VDS < VGS - Vth must 

be satisfied [127], which, if not strongly satisfied, leaves the FETs in marginal saturation or liner 

region, also affecting the noise margin for the cell. However, for the hybrid 6T cell where LETs 

are under single beam illumination, it does not have such distinctive regions of operation and acts 

as a more idealistic switch than the FETs, which improves the noise margins. Moreover, the 

stability condition for a 6T SRAM cell [21, 125] is very well satisfied for the hybrid structure since 

the pull-down n-FinFETs used in the cell have a stronger current drive capability as compared to 

the access LETs, while the access LETs have a stronger current drive as compared to the pull-up 

p-FinFETs, as discussed later. SNM butterfly curves are plotted for the hybrid 6T cell for various 

optical generation rates for the access LETs as shown in Figure 6.9. It is observed that the SNMs 

distorts at higher optical generations rates because at higher generation the LETs sink more current 

as compared to the pull-down FETs that have a fixed gate voltage and hence cannot drive more 

current which affects the stable operating point of the hybrid 6T cell. Considering the hybrid 6T 

cell of Figure 4.4 in Chapter 4, for stability analysis of the hybrid cell just as in the case of a regular 

6T cell, the drain current of M1 should be equal to the current through LET L1 for the read 0 

operation and drain current of M2 should be equal to the current through L1 for write 0 operation. 

Since the current through the n-FinFET M1 and current through LET L1 should be equal during 
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the read 0 process, and current through p-FinFET M2 and LET L1 should be equal during the write 

0 process, equating the currents for the FinFETs and the access LETs we get: 

𝑊 µ𝑒𝑓𝑓

𝐿𝑒𝑓𝑓
[(𝑄𝑠 −  𝑄𝐷) (

𝑄𝑠+𝑄𝐷+𝑄𝐿

4𝐶𝑜𝑥
) +

8𝑘2𝑇2𝐶𝑆𝑖

𝑞2
log (

𝑄𝐷+8(
𝑘𝑇

𝑞
)𝐶𝑆𝑖

𝑄𝑠+8(
𝑘𝑇

𝑞
)𝐶𝑆𝑖

)] = 
ɳ(

𝑃𝑜𝑝𝑡

ħ𝜔
)

𝑣𝑜𝑙𝑢𝑚𝑒
𝑒𝐸(µ𝑛𝜏𝑛 + µ𝑝𝜏𝑝)𝜋𝑅2 

            (6.13) 

Where the LHS of the equation represents the current through the FinFET [128, 129] where Qs 

and QD are the mobile charge densities at the source and drain respectively; CSi is the silicon film 

capacitance [128]. The RHS of the equation represents the current through the LET [13], where 

ɳ(
𝑃𝑜𝑝𝑡

ħ𝜔
)

𝑣𝑜𝑙𝑢𝑚𝑒
 is the optical generation rate = g, and R is the radius of the nanowire. Now, for proper stable 

read operation it is needed that voltage at node Q does not get above the Vth of n-FET M3 and 

accidentally turn it on, and unwantedly flips the cell. To stop the cell from flipping during the read, 

the current drive strength of the n-FET M1 should be greater than LET L1 so that the node voltage 

Q does not go above Vth of M3. While for write 0 operation, i.e., changing the data stored in node 

Q (assuming initially a 1 was stored), the access LET L1 should be stronger than p-FET M2 such 

that L1 can effectively pull down the node voltage at Q so that the cell flips and there is a successful 

write operation [21]. So, considering the factors for both read and write operations, it can be 

concluded that for the best-optimized noise margin for both read and write cases, the strength of 

the transistors should be as follows: pull down n-FETs > access LETs > pull up p-FETs.  
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This is easy to achieve in the case of the hybrid 6Tcell since, for similar dimensions, the n-FinFETs 

have a higher current driving capability that the optically controlled LET, while the p-FinFETs 

have lower current drive capability than the LET due to the lower majority carrier mobility for p-

FETs. Keeping all the parameters of the FinFET same from Equation 6.13, the design parameters 

for the current drive in the FinFET is the ratio of W/Leff (where W is the total width of the device, 

and Leff is the effective channel length) and similarly, for the LET keeping all the other parameters 

same as in Equation 6.13, R and g are the two current tuning parameters. In this work, we only 

used the optical generation rate (g) as a tuning parameter at a fixed value of R to modulate the 

conductivity and the current through the LET L1 and hence the SNMs. The SNM butterfly curves 

Figure 6.9: Butterfly curves for a hybrid 6T SRAM cell for various 

optical generation rates for the access LETs. 

g = 1022 – 1024 /cm3/s 

  
 

 

 

 

g = 1025 /cm3/s 

  

 

 

 

 

g = 1026, 1027 /cm3/s 
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were plotted for various generation rates, keeping all the other parameters for both the LETs and 

FinFETs to be constant. It was found from the various SNM curves that for a set of g values (1022 

- 1025/cm3/sec) the SNM butterfly curves somewhat coincide and give the best possible optimized 

SNMs, while for other generation rates the butterfly curves are very skewed (asymmetrical) since 

the stability condition related to the relative strengths of the pull-down, access, and pull up 

transistors are not satisfied, and thereby worsening the SNMs to some extent.  

6.4 Conclusion 

This chapter depicts the potential of a hybrid FET-LET 6T cell to function properly as a 1-bit 

SRAM. Though the superiority of a 6T hybrid array in terms of the overall delay and energy 

consumption over a regular 6T array has been clearly shown in chapter 4, it was not certain whether 

the hybrid 6T cell with LET access devices will satisfactorily perform the function of a SRAM bit 

cell in terms of SNM which is estimated from the butterfly curves of the 6T cell. It is evident from 

this chapter that the hybrid 6T cell not only performs satisfactorily (as evident from the non-

collapsing butterfly curves) but also has better noise immunity (evident from better SNMs) as 

compared to the regular 6T cell. This is mostly because the LET under single illumination serves 

as a better switch as compared to a FET as discussed in the chapter. Moreover, it is also found that 

the hybrid 6T cell along with the LET dimension and the optical generation rate can also be a 

control knob to modulate the SNMs and hence the performance of the hybrid 6T cell.  
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CHAPTER 7: Conclusion and Future Possibilities 

 

7.1 Conclusion 

 

LETs open up a whole new avenue for electronic-photonic integrated circuits where both the 

electronic and photonic components play the roles synergistically, and the photonic components 

directly play the roles in the computing process, not only beyond serving high-speed 

communication links between various electronic modules but also offering much better 

performance with higher energy efficiency as compared to ICs with pure FETs. Though typical 

MSM photoconductors require large bias voltage across their two ends for efficient carrier 

transport, the LETs require significantly lesser voltages (~ 1V to a few tens of mV for the ballistic 

structure) due to the reduction of the nanowire lengths to a few hundred nanometers. Also, to avoid 

the cascading issues of the LETs directly driving another LET, only switching FETs are replaced 

with LETs like the access FETs in the case of a 6T SRAM cell. In gated FETs, generally, RC 

switching delay and energy predominate over the transit delay of carriers through the channel, and 

hence it is much less energy efficient. In the hybrid array, the main advantage stems from the fact 

that the gate, source, and drain-related capacitance of the access FETs and electrical word line are 

no longer present, which removes the word line delay and greatly reduces the energy consumption, 

and thus the overall structure is much more energy efficient with better performance as compared 

to the regular 6T structure. In addition, due to their simple gateless structure, LETs can be expected 

to have much lower leakage currents than conventional FETs, and thus the hybrid 6T array will 

have much lesser leakage compared to the regular 6T array. The use of the optical waveguide-

based word line architecture in the hybrid SRAM array abolishes the need for electrical wordlines 

and also the word line drivers, which drastically reduces the total word line capacitance, RC-delay, 

and energy loss to almost negligible compared to regular array structure. Also, the proposal of 
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grouping the four access LETs from 2 adjacent hybrid SRAM cells and illuminating them from a 

single OWG opening not only reduces the number of OWG openings by a factor of 4 but also 

reduces the energy loss due to each OWG opening. Moreover, despite the hybrid 6T cell being 

much superior compared to the regular SRAM in terms of speed and energy consumption, it has 

to also function satisfactorily as a memory storing unit which is determined by the noise margins 

(the butterfly curve of the two cross-coupled inverters) of the cell. The mixed mode TCAD 

simulation of a fully functional FET-LET hybrid 6T cell shows excellent noise margins as evident 

from the butterfly curve. Hence the proposed hybrid 6T SRAM is not only superior in terms of 

delay and energy as compared to a regular 6T SRAM, but also it is a more stable bit cell as 

compared to a regular 6T cell. So, the 6T hybrid SRAM structure offers a much closer on-chip 

electronic–photonic integration where both the components play active roles in the performance 

and efficiency of the overall photonic integrated circuit (PIC). 

7.2 Future Directions  

In the future, it will be great research to develop a compact analytical SPICE model for the LET 

which will take into account all the device physics like ballistic transport, carrier recombination, 

tunneling of carriers at MS contacts, and so on. Once the SPICE model for the LET has been 

created, the electrical model for passive OWG can also be developed in either Synopsys or 

Lumerical, and then the compact SPICE mode for the LET, optical OWG, along with the compact 

SPICE model of a FinFET can be used together to create a netlist for the whole hybrid SRAM 

array (say for example the 64 KB hybrid array) and a SPICE simulation can be run (maybe in 

Synopsys HSPICE or Cadence) to calculate the delay and energy consumption of the whole array. 

Furthermore, LETs may find useful applications in other peripheral and assist circuits of the 
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SRAM array like the bit line conditioning circuit for improvement in speed and energy 

consumption. Lastly, a prototype FET - LET-based 6T array (of small capacity maybe 4 KB) may 

be monolithically fabricated and put inside a die and interfaced with other off-chip CMOS 

peripherals to build a whole prototype functional hybrid FET - LET 6T SRAM array.  
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1. A. Pal, Y. Zhang, and D. D. Yau, "Monolithic and single-functional-unit level integration of 

electronic and photonic elements: FET-LET hybrid 6T SRAM," Photon. Res., vol. 9, no. 7, pp. 

1369-1378, 2021/07/01 2021.  

2. A. Pal, Y. Zhang, and D. D. Yau, "Light Effect Transistors for High-Speed and Low-Energy 

Electronic and Photonic Integrated Circuits," in 2021 IEEE Research and Applications of 

Photonics in Defense Conference (RAPID), 2-4 Aug. 2021 2021, pp. 1-2.  

3. A. P. Y. Z. D. D. Yau, "Hybrid Electronic-Photonic Integrated Circuits: Hybrid FET-LET 

SRAM," presented at the 20th International Conference on Numerical Simulation of 

Optoelectronic Devices (NUSOD 2020), Italy, Sept 2020, 2020. [Online]. Available: 

https://nusod.com/.  

4. A. Pal, Y. Zhang, D.D. Yau, “Single-Functional-Unit Level Integration of Electronic and 

Photonic Elements: FET-LET Hybrid 6T SRAM with Greatly Improved Performance in Speed 

and Energy”, in Frontiers in Optics and Laser Science, Oct 2022 (Poster).  

5. A. Pal, Y. Zhang, "TCAD simulation of light effect transistor," presented at the 2nd iiScience 

International Conference 2021, March 29-30, 2021, 2021. [Online]. Available: https://iiscience-

intl-conference.org/. 

https://nusod.com/
https://iiscience-intl-conference.org/
https://iiscience-intl-conference.org/
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Electronics, Photonics, and Energy Applications, V. K. Tewary, Y. Zhang Ed., 2nd ed.: 

Elsevier, 2022.  

U.S. Patent (Filed): 
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