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ABSTRACT

PEYMAN RAZI. Numerical Simulations and Lo®Wrder Models of the TwaVay
Interaction between Ocean Current Turbines and the Background Flow. (Under the
direction of DR. PRAVEEN RAMAPRABHU)

Ocean Current Turbines (OCTs), which function similarly to wind and tidal turbines,
represent a promising technology for harnessing the energy from oceanic currents such as
the Gulf Stream. In planning the deployment of arrays of OCT devices, it isciitica
consider the twavay interactions between the turbines and the ocean environment:
temporally and spatially nonuniform flow fields are expected in the dynamic flow
environments of western boundary currents, and include the presence of upstream shear
ard turbulence. These nonuniform flow conditions will affect power extraction, and the
efficiency of the turbines when operating in isolation or as part of an array. Furthermore,
models that are used in a predictive capability to compute the levelizedf arstrgy
obtainable from such devices, or to optimize the layout of an array of turbines must be
modified to account for the effects of such spatially and temporally inhomogeneous
conditions. Similarly, the operation of OCT arrays can in turn influencédbkground

flow in two significant ways, namely by contributing to the production of turbulence and
through the generation of internal gravity waves that are radiated away from the point of
origin. In this thesis, we have studied using detailed numeiitallations, the above two

way interaction between arrays of OCTs and the ocean environment. Insights developed
from the simulations have guided the development ofdoder wake interaction models

capable of describing the effects of inhomogeneous flowlitons on array performance.



A new, wake interaction modeling framework capable of capturing the detailed effects of
turbulence and upstream shear on various performance parameters associated with OCTs
arrangedn any arbitrary configuration has been developed. The model accounts for the
effects of turbulence and shear on the structure of the turbine wakes, specifically the extents
of near and farwake regionsThe analytical description for turbine wake is camell with

an existing wake interaction model, thmrestricted Wind Farm Layout Optimization
model to predict the global power output from an array of OCTs. The resulting modelling
framework accurately captures the effect of inlet turbulence and shelae @CIT farm

power and efficiency, and can be applied to any array configuration. Results from the
model were validated against both Large Eddy Simulations and Reynolds Averaged
NavierStokes simulations, in which the OCTs were modeled using a Blade Element
Momentum model. The dispersion of OCT wake turbulence through the background
stratification of the ocean was investigated using Large Eddy Simulations for different
levels of the density stratification. The effects of varying the strength of the satadific

as well as the turbulent forcing were studied. Finally, the wake turbulence associated with
OCT operation can drive the formation and radiation of internal gravity waves in the
densitystratified background flow of ocean currents. Through detailethenigal
simulations, the effect of the propagation of the internal waves on the background turbulent
diffusivity was studied, and found to alter the transport properties of the ambient flow. The
properties of the internal wave field, and its impact on gemknd turbulent mixing was

found to depend both on tiRkeachardson number and the ambient, upstream turbulence.
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CHAPTER 1: INTRODUCTON

The use of renewable sources of energy has increased in the last several decades, coincident
with an increasing societal awareness of environmental issues. As more renewable sources
of energy are brought online, reducing the Levelized Cost of Energy (L@OR)
significant consideration in the largeale deployment of such alternate sources. While
terrestrial and offshore wind farms have reached levels of technological maturity that
enable their largscale adoption, extracting energy from marine hydrdkindevices

(MHK) deployed in ocean currents is still in its infancy. This is despite the fact that wind
turbines and OCTs operate at comparable levels of power density, while the longevity of
tidal energy equipment is almost four times greater than cehewable energy resources

such as wind or solar powlr]. Furthermore, OCTs in western boundary currents such as
the gulf stream (GYR] will operate under velocity conditions that are predictable, and can

be modeled using ocean circulation mod2]s

The GS represents a perennial energy source with reliable current speeds ranging from 1.5
I 3 m/s, and has been estimated in recent st{@je&} to transport upwards of 70 GW of
power. OCTshave been proposd@, 4] as an efficient means to extract energy from
western boundary currents like the GS, becoming a component in the global trend towards
a renewable energy portfolio. For instancegnB et al.[2] discussed the economic
feasibility of deploying OCTs in the GS and other western boyndarents, based on a
census of ocean circulation models. It was shown that the power density in the GS could
reach 500 1000 W/n%, but the location of peak power densities was susceptible to higher

frequency meanders and lowfeequency GS path shiftf.o evaluate the feasibility of



deploying such MHK devices for operation in the GS current, and to aid in the design and
optimization of arrays of OCT[®, 6], low-order models that accurately describe single
turbine wake dynamics and wake interactions between multiple devices are necessary.

In this disertation, we have investigated the tway interaction between OCTs and the
background flow of the ocean environment. We classify these interactions into the (i) effect
of flow conditions on OCT performance and (ii) the corresponding impact of OCT wakes
on the background flow. Through extensive and detailed simulations and by developing
theoretical models, we have characterized the nature of these interactions. Insights from
these models can be used in planning and developing deployment strategies far@CTs,

in estimating their potential environmental impact. In the following sections, we briefly
introduce and discuss the four topics studied in this dissertation: (i) Effect of ambient
turbulence on OCT wake development and performance; (ii) OCT perfoemarter
spatially noruniform flow conditions; (iii) Evolution of OCT wakes through the turbulent
background stratification; and (iv) internal wave generation from OCT operation.

1.1 Background

1.1.1. Effect of ambient turbulence on OCT wake developmdmierformance

While OCT operation principles are broadly similar to wind turbines and based on Betz
law, certain key differences in the operating environment, and farm layout must be
considered. Compared to wind turbines, OCTs generally operate in atlmvelence
environment{7, 8], which impacts the observed wake structure. At the loesxsl$ of
turbulence intensity in the marine environment, the recovery of the wake of atsirghe

is delayed by the lower entrainment and turbulent diffusion, so thatwada effects can

no longer be ignored. Simultaneously, downstream turbines toygetia the turbulent



wakes of upstream devices are likely to operate in a high turbulence environment, and are
expected to recover faster. Thus, wake interaction models for OCTs must be capable of
capturing both these limits, and account for the compbkevibehaviors in the intervening
parameter space. Similarly, turbines in offshore wind farms are exposed to lower levels of
turbulence intensities as observe{@hand[10], which could extend the neasake region.
Nearwake effects are also significant in-awial turbine designs under considerafibi],

in which counterotating turbinesare employed to create a device with nearly net zero
torque to avoid twisting of the turbine teth§tg]. Surface roughness and boundary layer
effects, which are significant considerations in wind turbine siting, are less significant in
OCT operation, which will likelyoe moored in the deep waters using tethers. The tethered
configuration[13, 14]will allow for placement of OCT turbines in a farm lay§2it 15]in

which the turbines are stggred in all three dimensions, responsive to optimization around
the total farm power as the objective function.

While Computational Fluid Dynamics (CFD) simulations [15] have led to significant
insights into the behavior of wind turbines and MHK devites computational workload

is prohibitive for large arrays of turbines or extensive parametric studies [6]. In particular,
tethered OCT deployment in the GS or other western boundary cudemsy rely on

active, reattime repositioning based on optiration strategied| 6] to account for varying
properties of the frestream or the meander of the currefjt [n such scenarios, efficient

and reliable loworder wake interaction models that account for the unique wake
characteristics of OCTs includirige persistence of the neaake regions, are required to
ensure fast convergence of the coupled layout optimization techniju&eyeral wake

models originally developed for wind turbines are valid in the limit of vanishingwalee



regions, and henacaannot be applied to the OCT application. In this work, we propose a
wake turbulence model that describes OCT wake properties over a wide range of
turbulence intensities in the incoming flow, and the corresponding variations in wake
structures. This singlturbine wake model is then implemented in a recently published
[16] modeling framework for wake interaction effects that will be present in a dense OCT
farm layout. Both the singleirbine model and the wake interaction model for multiple
turbines are Vaated using detailed threstmensionallLarge Eddy SimulatiorLES) with

a commercial CFD solver.

1.1.2. OCT performance under spatially ramiform flow conditions

Unlike wind turbines which operate in the strestgear environment of the lower
atmospheric boundary layer, tethered OCTs will in general, experience low shear
conditions associated with the background, oceanic flow. For typical values of freestream

mean elocities (~ I' 2 m/s) and turbine diameters of ~ 50m, the strength of the local shear

ratef k — i can be quantified in terms of the ndmensional parametgr—, where

0 is the turbine rotor diameter aids the mean flow velocityWe expect OCTSs to operate
under conditions satisfying— L p, indicating a lowshear environment. While this is

generally true, due to the meander of the GS currents, turbines could be exposed to strong
shear conditions locally, and over short periofisme.

Il n addition, when multiple devices are dep
turbines will be trapped in the wakes of their immediate neighbors, which are characterized

by strong velocity gradients. Similarly, offshore wind turbineéaxiperience strong shear
conditions, since t hweayl ladr er eegriboend doefd tihne tahten

layer. Thus, a modeling framework to estimate the dependence of turbine performance on



shear in the upstream flow is required, before atalg the economic feasibility of OCT
operation and power extraction. We have modified thedoder model 0f16], developed

for shear effects on wind turbine performance, to account for wake interaction of multiple
OCTs operating in a spatially namiform flow environment. Our model has been
validated usindreynoldsAveraged NaviefStokes (RANS) simulations, and is applicable

to both the weak and strong shear regimes.

1.1.3. Evolution of OCT wakes through the turbulent background stratification
Understanding the potential footprint of wake turbulence iscaliin estimating the
environmental impact of largecale arrays of OCTs. From a detailed energy balance in
which turbines were modeled as drag elements, it was estif@atgldn a recent survey,

that largescale deploym& of OCTs would result in significant energy dissipation up to
several gigawatts, thereby potentially affecting the resource. However, the interaction
between the turbine elements and the background resource is complicated by several
factors, including tb details of the background stratification and shear flow, and the
locations and numbers of turbines. For instance, turbines deployed in the surface boundary
layer would operate in a region of the ocean that is well mixed by wind shear stress as well
as durnal surface temperature variations. In addition, internal waves have been observed
in the current velocity field from vessel transects and glider current measurg¢ivgnts

that significantly enhance shear in at least the upper 200 m of the water column. The
temporal persistence of these internal waves has not been quantified, but consideration for
their influence on the sheand mixing of stratification will be necessary. In contrast, the

maximum current speeds exist in the upper 100m of the water column, often referred to as



the GS jet. Shear in the jet region is often lower than that beneath it, and within the cyclonic
andanticyclonic shear zones.

The local competition between the shear flow and density stratification determines the
stability of the background flow to large perturbations in the form of turbulence created by
OCTs. This competition is captured by the gratiRi number,

5
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where( ——, is the buoyancy frequency; is the density gradient in the direction

of ocean depth, and- and — represent the shear in crestseam and downstream

velocities with depth, respectively. From linear analy$& 19] it was shown thaRi >

1/4 ensures stability of the stratified fluid to velocity perturbations; however, the
consolidated wake generated by an OCT array could represemiinear perturbation.

While there have been theoretical studies satigg theRi number cutoff should be higher

[20, 21](Ri> 1) for such nonlinear perturbations, there have not been detailed experimental
or simulation studies to investigate this critical limit under conditions relevant to OCT
operation.

While the general problem of turbulent mixing in stratified fluids has been extensively
studied[22], the development of localized turbulence according to an oceanic background
stratification has received relatively little attention. The author$20f performed a
nonlinear analysis for the stability of a shear layer subjected to -&mpgitude
perturbatios while embedded in a background stratification. They found that in contrast
to the linear case, when nonlinear perturbations are imposed, the shear layer is stable only

for Ri> 1. Early experimental results included ADCP and Rapid Sampling VerticaEProfi



(RSVP) measurements reported2B] at the site of the South Equatorial Current (SEC).
These measurements included vertical profiles of velocityaf3hsalinity, temperature,

and density obtained within the top 150 m of the ocean surfacd&riThenber computed

from these measurements varied from ~0.2 near the surface to values approaching unity at
depthsof 150 m. Theauthg28]Jc onc |l uded t hat Ripdranetgqzaterst f or
of turbulent mixing is doomed because it does not address the necessary physics of the
probl em. o

Laboratoryscak studies were reported jA4] of a mixing tank experiment in which a
lighter turbulent layer was above a density stratified quiescent layer. However, the authors
of [24] were focused omierfacial instabilities between the layers (and not transport within

the bulk fluid), and found that Keliftdelmholtz instabilities at the interface were
suppressed fdRi > 1. A similar setup was examined using Direct Numerical Simulations
(DNS) in[25], and investigated the development of turbulent patches in a stratified shear
layer. Vortices associated with the turbulent patches were found to be stabilized when the
stratification was such th&i > 0.25. There has been some ambig[#i6] in the value of

the criticalRi for turbulent forcing of a stratified flow. Other stud[@§] have taken issue

with the centrality oRias a predictor of turbulent diffusivities, arguing that flow ontes

should also depend on the turbulent intensity[2If, it was shown that to accurately
reproduce LES data, the parameterization of the turbulent diffusivity must also include a
shear length scale and the kinetic energy of the background turbulence (in addition to the
backgroundRi number). The explanation for this dependence is that whilRithamber
governs stability, it is the turbulent intensity that determines the overall turbulent transport,

and so must be included.



Similarly, the authors di28] suggest framing the problem in terms of separate shear and
buoyancy parameters, with lines of const&utdividing the parameter map into shear
dominated, buoyanegominated, and unforced regions. Progress in this area has been
limited by the scarcity of highesolution data from the GS. We have performed detailed
LESto investigate the growth of locally generated turbulence, through a stratification field
similar to the conditions present in the ocean. To accomplish this, a new unit problem was
first defined in which the density and velocity profiles are such ieaRtchardson number

is constant throughout. This removes the possibility of an artificial lengthscale associated
with the'Y “@rofile, that could interfere with the development of the turbulent phES.

in which a turbulent spot was refracted throtigg above stratification profile at different
values of Y "‘Were performed. The spatial footprint of turbulence was measured for each
case, and expressed in terms of a power law, in which the coefficients were functions of
'Y he power law for the tutdbence footprint was then applied to actual data from the
Gulf Strean{4] to provide rough estimates for the extent of turbulent spreading from OCT
wakes. We have taken advantage of recent advances through the ADCP and Conductivity
Temperature Depth (CTD) cast measurementglthyacross different transects of the GS
(density and shear profiles), which were directly used to drive our numerical simulations.
1.1.4. Internal wave generation from OCT operation

Internal Gravity Waves (IGWs) are generated in the ocean, when isopycnals in a
continuously stratified fluid are pwirbed, so that the graviipduced restoring forces
create oscillatory motion and engender wave propagation. IGWs explain a significant
portion of the energy flux budget in the ocean, while the breaking of such waves resulting

in turbulent bursts is respsible for much of the observed mixing (the nutrient exchange



rate has been observed to increase by tenfold in the presence of IGWs when compared with

a quiescent ocedg9]).

~500 s
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Figure 11: Time-depth image of the turbulent dissipation rate of a breaking internal wave
[30].

Since IGWs may also be generated from artificial sources, such as ocean current turbines
operating in the pycnocline, we refer to theotsources to distinguish between wave
generations. Internal waves from submerged objects can be referreghamiasource

waves since the wake of an OCT may be treated as a string of point sources generating
momentum that propagates as wave motion. IGWs generated naturally in the ocean from
the interaction of ocean tides with the ocean floor topography will be referreahteraal

tides (waves generated due to sharp density gradients at the ocean surface are not
considered since their propagation is restricted to the horizontal plane). Point source waves
may then interact with the (longer wavelength) internal tides, resulttitigei premature
breakup of the latter objects through nonlinear triadic interacf8js The implications

for such a scenario coulte wide ranging and include modifications to the lesgale
transport of nutrients in the ocean.

Point sources such as OCTs generate internal waves through three distinct mechanisms
[31-33]. Internal waves generated as a result of flow deformation around the shape of an
object are Lee waves, and deterministic in nature. The rotation of turbine blades will result

in swirling wake flow, characterized by helical vortices that lead to formafitransient
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waves that are expected to be stiogd. Finally, the turbulent wake behind OCTs will
collapse under the influence of the stable background stratification, resulting in the
formation of gravity waves f wvesarerandanaddb ubbl
bear the broadspectral signature of the turbulent wake, and hence cannot be predicted
using linear wave theories, and are the subject of our numerical investigation.

Previous studies of towed objects in stratified flg@4%-33] have shown that Lee waves
dominate whefOi< 2.51  @hd the random, turbulent, wakeluced waves dominate for

"0i0 where the Froude numbghe ratio of the buoyancy time scale to the turbulence

time scale)s defined as0i — with Y, N, and’Y representing the mean flow velocity,

buoyancy frequency, and radius of the turbine, respectively. Assuming typical values for

the buoyang frequency from recent observational measurements in té]GS ~ 1 m/s

andY ~ 25 m, théOinumber for typical conditions of operation may be estimaté®ias

O 4Thus,.internal wave generation from OCTs is expected to be domimataddom

waves that cannot be addressed by linear wave theory, and will require detailed numerical

simulations.

Waves from OCTs will influence energy extraction and the ocean ecosystem in three ways:

(1) Energy extractioninternal waves radiating upstream from the collapsed wakes of
OCTs may adversely influence energy extraction by decelerating the mean flow. Such
an effect has been observed in wind fa@#, 35] and has been estimated to be
significant. In wind turbine farms, unfavorable pressure gradients associated with the
gravity waves have been shown to result in a deceleration (and deviation) of the
upstream flow, along with a corresponding decrease ah fatm efficiency by 18%

[34, 35] The deployment of tethered OCTs (as propos€8,ii6]) in the ocean must
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consider the potential for internal wave generation that may negatively impact the
energy extraction effiency.

(2) Interactions with internal tides?oint source waves from OCTs may interact with the
background internal tides through nonlinear wavave interactions callettiadic
interactions A scenario where two shentavelength waves (from the OCTS) intdrac
nonlinearly with a longvavelength internal tide will result in the redistribution of
energy among the wavenumbers in the triad. The corresponding induced diffusion of
energy among the wavenumbers will have the potential to cause internal tides to break
prematurely, thereby affecting the turbulent mixing in the photic zone.

(3) Turbulent diffusivity and mixingVhen the amplitudes of the point source waves reach
a threshold value, the waves will break in a highly turbulent process. The strength of
the resultng turbulent diffusivity will depend on the amplitudes of the waves, and the
nature of the instability processes that trigger the wave breaking. The breaking of point
source waves may result in significant
and mixing efficiency, as well as the mean temperature and salinity profiles.

We have performed detaildcES of internal waves generated from the transport of a

turbulent wake through a stratified layer. The properties of the wave field were carefully

studed including the phase angle at which the IGWs propagated at different vati® of

We found the IGW generation meaningfully affected the properties of the background

flow, including the mean streamwise velocity, turbulent kinetic energy, and other turbulent

correlations. The IGWs were also found to decrease the mean velocity, thoisappte

impacting energy extraction by downstream turbines.
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The rest of the dissertation is organized as follows: In Chapter 2, we proposemérw
model for the structure of OCT wakes at different turbulence intensities. The model is
combined with anUnrestricted Wind Farm Layout Optimization (UWFLO) model to
predict the total power generated from an OCT farm at different turbulence intensities,
while the results are validated using detailed companion simulations. In Chapter 3, a similar
approach is ten to describe the effects of spatial nonuniformities in the upstream flow
(shear) on the performance of individual OCTs and OCT farms. Once again, tbedlkw

wake interaction model for shear conditions is validated using RANS simulations. Chapter
4 includes a discussion of the evolution of localized turbulence through the background
stratification. Using insights from LES, we develop power law expressions for the
downstream evolution of locally generated turbulent perturbations. The expressions are
valid for different’Y j@nd are applied to velocity and density measurements obtained from
the GS resourcgd], to develop estimates for the turbulent footprint under realistic
conditions. Internal wave generation from OCT wake turbulence develapioga
stratified background flow is discussed in Chapter 5. Specifically, we describe the effect
of IGWs generated from an OCT wake, on both mean and fluctuating quantities associated

with the background flow. Concluding thoughts are presented in Clapter
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CHAPTER 2: A LOWORDER WAKE INTERACTION MODELING FRAMEWORK
FOR THE PERFORMANCEF OCEAN CURRENT TUBINES UNDER
TURBULENT CONDITIONS
Understanding the effects of ambient turbulence (expressed often in terms of the turbulence
intensity) ) is critical to the development of predictive models for the performance of
OCTs. Thischapterdescribes a new, wake interaction modeling framework capable of
capturing the detailed effects of turbulence on various performance parameters associated
with OCTs that may be arranged in any arbitrary configuration. The model accounts for
the effects of turbulence on the structure of the turbine wakes, specifically the extents of
near and farwake regions, and the dependence of the transition point betweemothe
regions on) . The analytical description for turbine wake is combined with an existing
wake interaction model, theWFLO model to predict the global power output from an
array of OCTs. The resulting modelling framework accurately captures the dffalgto
turbulence on the OCT farm power and efficiency, and can be applied to any array
configuration. Results from the model are validated against LES in which the OCTs are
modelled using the Blade Element Momentum (BEM) model, while the inlet flow is
superposed with a synthetic turbulence field designed to approximate turbulence properties
obtained from observational measurements of the Gulf Stream. The simulations show that
OCT wakes recover faster at higher levels of inlet turbulence due to the ahhance
entrainment and mixing between ambient flow and the wake, an effect that is captured by
the proposed UWFLO model.
The chapter is organized as follows: In § 2.1.1, we briefly review previous models for
turbine wakes, before introducing our model for bmearwake and fafvake regions in 8

2.1.2. Using the wake interaction model framework for multiple turbines introduced in
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[16], we extend our model to OCT farm layouts in 8 2.Dur simulation strategy is

described in 8§ 2.2, along with an outline of the different cases examined. Single turbine
wakes are analyzed in detail in § 2.3, where we examine the role of the upstream turbulence
intensity in determining the length of thearwake region and wake growth rates. Here,
we validate our wake model against simulation data and previously proposed models. Our
modeling framework for multiple OCTs is validated in § 2.4 using LES data, and includes

(a) twoturbine configuration, (b)taggered OCT arrangements, and (c) a square array of
turbines. A summary and concluding remarks are presented in § 2.5.

2.1 Models for OCT wakes and array performance
2.1.1. Models for turbulence effects on siAgigkine performance
Several analytic modelhave been proposed to describe the evolution of wind turbine

wakes, and to account for the interactions between multiple wakes in a wind farm. The
Jensen[37] wake model represents one of the earliest efforts, and describes the

development of the downstream velocity field in the wake of a turbine. The model is
derived from applying conservation ofass between the upstream and downstream

regions, and assuming a tbpt velocity profile for the wake, while the nesake region

is neglected:
YY p p 6
o 7 o PP
P o

In eq. (2.1.1)7Y is the freestream velocityY'Y o k Y  “Y o is the wake deficit at the
streamwise locatioty 0 is the thrust coefficient of the turbinejs the growth rate of the
linearly expanding wake, arfd represents the diameter of the turbine. In several studies

[38, 39] a linear wake assumption is coupled with a constant expansion|faeten as
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a function of the surfac®ughness (recommended values difased on surface roughness
from [40, 41] are 0.075 for onshore and 0.05 for offshore applicatr@spectively).
Frandsen et a[38] proposed a wake model valid in the far wake by assuming-hatiop

velocity profile and enforcing momentum conservation:

(4

Y

<
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o
P P S50 8 CHE

<

In the above equatiom, is the turbine swept area andw is the wake area ab Eq.

(2.1.2) is compatible with the general form of the wake expansion gived tay

1 .
ot 7T | — witht -

, while the specific case @ ¢ was considered

in [42].

The above models were derived to conserve either [Ba@$sor momentum[38]. To
constrain both the mass and momentum fluxes, a second wake velocity parameter is
required in addition to the amplitude of the peak (or the average). By assuming self
similarity in the farwake, a Gaussian profile for the wake velocity deficit could be
introduced with the width of the profile constrained to yield a particular mass flux.
Bastankhah and Portegel [42] took this approach and derived new analytic models by
constaining mass and momentum fluxes, while assuming a Gaussian profile for the wake
velocity deficit. In solving the momentum equations, viscous and pressure terms were
neglected, while the width of the salimilar function was determined from matching the

mass flux with that of the Frandsen mo¢l&8] to give

(4

Y o Qo i -
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where, — T®& uf is alengthscale associated with the expanding waké &nthe

radial coordinate. Niayifar and Po#dgel [43] suggested the following empirical
dependence of the wake growth rate on the turbulence intensity, based on LES data and
valid in therange 0@uv O T v

| ™ m8rmt P8
Similarly, based on a wintlirbine field study, Fuertes et §44] recommend for the wake

growth rate the expressian 1@ (Q Finally, [45] observe the above model when
extended to the neavake region can lead to the term within the square poot—

becoming negative.

The above selsimilar model (referred to hereafter as the BP model) for the wake deficit

given in eq. (2.1.3) may be expressed in the generaliermc") W"Q- ,whered w

p p — expresses the decay of the centerline velocity deficit;@adhe similarity

solution In the lower ambient turbulence environment of the ocean, wake recovery will be
delayed resulting in a finite nearake region, which must be accounted for in-onder
models for OCTs. 1f45], the authors suggest a modificatiorftav in the BP model to
capture the effects of ambient turbulence, turbine properties through the coefficient of
thrust0 , and the near wake region. The modified expression for the velocity deficit
function proposed bj45] is:

Y Qoh — (2.1.5)

In eq. (2.1.5), th p (b,o term in the denominator repr

effect when the neawake region is considered, andcith R are taken as functions of
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the coefficient of thrus® and the upstream ambient turbulence inten&ywith
corresponding coefficients and exponents obtained by fitting to a suite of LES simulation
data.
2.1.2 Proposed model for turbine wake
In this section, we propose a simple analytic formulation for the dependence of turbine
wake parameters on theténsity of turbulence in the flow. Our model accounts for both
near and farwake regions, and we have found this is important in describing the complete
dependence of wake properties on turbulence for OCTs. In theafa, our model
assumes the form ttie Jensen modg7], but with the growth rate and transition location
between nearand farwake regions dependent on the turbulence intensity. The model for
turbine wake dependence on turbulence is described in theestibn, while the extension
to a turbine array is psented in 8 2.1.3. The turbine wake model is obtained through the
following steps:
1) The diameter of the wake is taken to be a linear function of the axial coordinate in the
nearwake region, and in accordance with the Jensen framd®&ofk

O® O ¢ ® CPD

2) From applying continuity to the nearake region at the turbine plane (fig. 2.1) and at

the plane containing the transition paint O the diameter of the turbine wakedat
can be btained as a function of the induction facioj#6]

07 o6°7Y p YO P ¢cOYO R
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whereY is the velocity at the rotor plane aédk Y "Y T7Y is the induction factor

(the above standard definition of the velocity at the rotor plane in terms of the induction
factor ensures the change nmomentum across the turbine plane balances the thrust
extracted; however, similar to the other models discussed in 8§ 2.1.1, we ignore changes to
the pressure as well as viscous effects). In eq. (2.1.8), we have made use of the expression
for the minimum seamwise velocity occurring at, Y P c®Y proposed by47]

and others.
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Figure 21: Control volume downstream afturbine showing neavake (0 ®) and
far-wake (0 ) regions.
3) From dimensional arguments, we t&Bavx 6@ wheredaeepresents the characteristic
turbulent velocity scale associated with the dominant coherent structures in the wake.
Writing 6 “0Y, so that
0 wx 'OYd 6Qn CPBO
where0 is a coefficient that will be determined by fitting to LES simulations of single
turbine wakes, and we have takenwa®d&ant age
Combining eq. (2.1.6) withce (2.1.9), the wake growth rate as a function of the

turbulence intensity is written as
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| EQ—(Q 0@ PP T
CQw
The corresponding location of the transition between-we&e and far wake regions as a
function of the turbulent intensity is obtained by pluggingsnw into eq. (2.1.6) and
combining with (2.1.10) to give

® 0 o—p2 O—piﬁ RP p
(@) q (@) coO

while’O in the above equation is computed from eq. (2.AB)p note that from the above
analysis (and as we will show with LES data), the product of the location of the transition
point and the wake expansion rate is also a constari®( | ) 0
Finally, note that as suggested® 42, 48] the wake expansion factor can be influenced
by not only the ambient turbulent intensi€y, but also turbinénduced turbulence. In
particular, when the added effect of turbinduced turbulence was considered, enhanced

mixing, faster wake recovery and higher wake expansion factors have been opEgrved

In [46, 50] the wake expansion modified by these effects was modeled as

f
|

—, although this effect is not considered in the current work. In evaluating our model
h

eg. (2.1.11) for upstream turbines, we take ‘G, the ambient turbulent intensity.
However the turbulent intensity approaching the downstream turbines includeBebts

of both the ambient frestream turbulence (through entrainment) and the machine

turbulence shed by an upstream turbieand must be computed fro@ G O

as suggested bja6, 48, 51] In computingO for downstream turbines, we use the

expression for thadded wake turbulence

8

O ugd *Q > PP ¢
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suggested bjs2]. The above expressions for the added wake turbul€naed the total
turbulence'Owere independently verified bgomputing the wake turbulence intensity
approaching a downstream turbine directly from the LES results by averaging over a
rectangular window of dimension®2 'O 'O upstream of that device.

2.1.3 A wake interaction model for turbuleneffects

We modify the UWFLO mode[16] to incorporate e above turbulence and wake
structural effects on the total array flow field and power performaneUWFLO model

[16] computes the total power of an array of wind turbines or OCTSs, by accounting for the
cumulative momentum shadowing of upstream wakes. In the original UWFLO model, a
linearly expanding wakis assumed, while the nearake region was neglected. We briefly
describe the UWFLO model, before discussing the modifications proposed here. The effect
of an upstream turbin€@on a downstream turbin@is computed in the UWFLO
framework as follows:

1. First, an influence matrit  is defined which categorizes turbine paif{according

to:

p OWE 1 GE Mo 6 0d b AME Q
0 P OWO I G 6 QHORITME QPP o
T QN1 VE &4 6 0 OWENQX 6 Qe W Q
Turbine’Gs affected by the wake of turbif@if and only if:
Op ©O

O TmHheiQ — — 1
c c PP

whereQy, is the rotor diameter afirbine™QO is the diameter of the wake from upstream

turbine"Qeaching the downstream turbiig&gand

O o oh o ® oh Q o o PP v
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2. Turbines are rank ordered according to their influence number, which is based on their
location along the streamwise coordinate

3. Inthe UWFLO framework, the velocity deficit associated with downstream turbines is
obtained by consistently accounting tbe momentum shadowing due to upstream

devices by adding the velocity deficits in quadrature:

5
Yoy L PP ¢

where'Y is the upstream inlet velocity approaching the first turbiviejs the velocity of
wake from turbinéQeaching a downstream turbif@d is the overlap area between the

wake of turbinéand the blade swept area'@figure 2.2) and can be computed using the

geometrical principles iflL6].

_—

Figure 22: Schematic for UWFL(16] model showing multiple OCT turbines with
wake interaction.

4. In the original UWFLO[16] model, aJensen37] wake was assumed with a wake

diameter that is a linear function of the downstream distané&om applying mass
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conservation over theontrol volumed win figure 2.1, and neglecting thearwake
region 0@ w° ),
- - qw

W
o CI’O

PP X

The velocitiesYy, are then substituted in eq. (2.1.16) to compute the average upstream
velocity approaching each downstream turland accounting for the velocity deficits

of all upstream turbine@hat satisfy eq. (2.1.14).

5. Finally, the corresponding power produced by turléiie computed from

s «

06 § 8y BP Y

where0 is the power coefficient defined as 1@ p @ , and the total array power

for § turbines is obtained as B 0.

The above framework is modified by first applying a modified control volume analysis that
allows for separate nearaked w Tt and recovery regions. First, enforcing continuity
between the turbine plane and a downstream plane vitlagfigure 2.1) and assuming

a linear expansion of the wake in between, an expression for the velocity at the downstream

location may be obtainedsk:

YO Y®O Yp OY Yo | ® PP w
Yo P O

=7 ‘ CPR 1
caw
P O

From a similar analysis and applying continuity to the planes containing the transition point
@ and a pointoin the far wakedontrol volumed wshown in Figure 2.1), the velocity in

the far wake is then obtained as:
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In rewriting eq. (2.1.23) from eq. (2.1.22), we have replao@dth w to represent the

development of the wake originating from turbifend reaching turbin@Whenw ©

(neglecting the neawake region) the expression for the Jensen waee (2.1.1), is

recovered, while the neaand farwake solutions are matched for finbeas®® @ . The

solution for the streamwise velocities in the Reand farwake regions are then given by:

1y
'y

. Yp @ o
Y, ——— W w
caw
O
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A n

Q
)
QO
Q

In practice, the main steps for calculating the modified wake interaction model by

incorporating the effects of turbulent intensity and neakeregion are:

1) Compute UWFLO wake model equation (2.1.16) usiiYg obtained from

equation (2.1.24).

2) The wake growth rate and the location of the wake transitian for upstream

turbines used in eq. (2.1.24), are computed from eq. (2.1.11), whembtained

from fitting to LES data.
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3) For downstream turbines, we compute used in eq. (2.1.24) based on the total
turbulence intensity including both ambient and wake effects as suggested in 8
2.1.2.
2.2. Numerical Simulations
The simulations reported in this article were performed using the STBM software
and employed the LES methodology. The filtered NaS8imkes equations were solved

using a finitevolume discretization given by

o
T &P
6 . to pTAf prt T 16

5 °To "o "Te fe o cas

where the overbars represent quantities that survive the filtering processlnfare the
filtered velocities and pressure, is the modeled stress aifis the body forcéerm. Sub

grid contributions to eqgs. (2.2.1)(2.2.2) are represented using a subgrid scale (SGS)
model[53] with a Smagorinsky model constant value of 0.1.

Figure 2.3 shows a schematic of the simulation domain employed in the LES simulations
of a single turbine. The simulation domain veasended with an appropriate scaling factor

to accommodate multiple turbines. The 3D computational domain is comprised of three
meshing zones, representing a hierarchical meshing strategy: the turbine is located in zone
1 which spans a distanc®2 with a mesh spacinf x 8t ¢ ®. Similarly, zones 2 and 3

are concentric witlhy = 20 andx= 4 0. In all the simulations, the mesh resolution across
the turbine, and the scaling relationship between the three zones was maintained.
Simulations were perfored with total mesh sizes of 400" and 2x10 to demonstrate

convergence of firstand seconarder quantities of interest. The lateral boundaries were
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treated as periodic surfaces, while an outflow boundary condition was enforced at the outlet
boundaryto ensure flow features exit without generating spurious reflections. The
simulation domain had dimensions ofQ0n the axial direction and a cresection of ®

x 80, while the turbine was located at a distance@fffom the inlet plane toll@w for

upstream effects (due to the turbine potential flow) to develop.

T« ’ ‘ Zonel A 2] T 3

T S O S
IR
Figure 23: Schematic of the LES simulation domain with different meshing zones
displayed.

The turbine was modeled in our simulations usingBE#M [39]. In this approach, the
turbine airfoils are diretized radially into blade elements whose lift and drag forces are
computed in response to the local incident effective velocity. The performance of the OCT
is then obtained by numerically integrating the forces along the blad¢3gjawhile the
turbine blades were taken to have the aerodynamic properties of a Gottingen 804 airfoil
[52]. The properties of the airfoils including the drag and lift coefficients, thickness, chord
length and twist angle were all obtained as funsti@f the radius from published
experimental datgp4]. The complete list of LES simulations reported in this study is given

in Table 2.1.
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Table 2.1: Summary of LES simulations of singkeirbine and array configurations.

Case number Configuration Turbulence intensity
1 Single turbine 0.03
2 Single turbine 0.05
3 Single turbine 0.12
4 Single turbine 0.2
5-8 Two turbine tandem 0.2
9 OCT array(scattered) 0.2
10 OCT array (scattered) 0.2
11 OCT array (scattered) 0.05
12 OCT array (periodic 4x4) 0.2

2.2.1 Inlet turbulence flow field

We briefly describe the methodology developed5h, 56] to generate the turbulent
spatiotemporal velocity field that constitutes the inlet boundary condition in our
simulations. The flow conditions at the inlet plane were generated as a function of time,
that were then fed in to the LES computational domaailowing [57] and Acoustic
Doppler Current Profiler (ADCP) current measurements reporte{Blinthe ocean
turbulence velocity fluctuation spectrui® along direction 'QQ was modeled as
containing an inertial rang&y 7 ) with maximum and minimum frequencies'of 1

Hz and "Q 0.01 Hz respectively, and a freestream turbulence intensity in the

streamwise direction that was varied in our simulations. Spatial coherence over the inlet
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plane was introduced through a coherence parametdrich was then used to compute a
coherence funabn. Larger values of the coherence parameteorrespond to smaller

scale coherent structures in the inlet flow field and vice versa. Simulations withO

were performed in this study. The velocities were then generated in time by summing over
the frequencies but randomized by introducing a random phase angle. Theydabss
components were generated using a similar approach, while an anisotropy ratio of one was
assumed between the axial and lateral velocities. The relationship between the turbulence
spectrum, standard deviation in each velocity direction, and the turbulence intensity can be

summarized through the following equatidbs, 56}

f . "0 Q0 (2.2.3)
Q, ?gz (2.2.4)

Inegs. (2.2.3) (2.2.4)] represents the standard deviation of velocity fluctuations along

the "Qdirection, and§ S BT . Figure 2.4 (a) is a comparison of the power spectral

density associated with the synthetic turbulent field at the inlet plane, and the
corresponding ADCP measurements in the GS. The current measurements were collected
using a 150 KHz ADCP moored in thesGoff the coast of Cape Hatteras, North Carolina

[4], but only a 400 s window was analyzed for figure 2.4 (a).

A convective turbulent flow fieldu(y,z,t), where (y,kare directions perpendicular to the
mean streamwise flow) spanning a total time window of 400 s was generated using the
above approach with an average axial velocity of 1 m/s, anisotropy ratios of 1 between the
principal and lateral directions (to mat&kDCP measurements fror#]), while the

turbulence intensity was varied. The 2D tiependent snapshots were then fed into the
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inlet plane of the LES computational domain, where they were interpolated into the
simulation mesh and in time to corresgg to the local timestep. Figure 2.4 (b) shows such

a snapshot of contours of the instantaneous, streamwise velocity dielfx
corresponding td, T®&, and, p mThe simulations were run for a total time400D

s, of which the first 200 s we used to clear the transients out from the computational
domain. This startup time for data collection was chosen to be the time taken for coherent

structures to traverse the entire length of the simulation domain at the mean convective
velocity: i.e.— ¢ 1 8). The turbulent statistics and data analysis were then computed
during the 200 400 s simulation window, corresponding to ~ 20 turnover times for eddies

with turnover times of-. Our simulation results were validated by comparing ther wit

other published LES data using both actuator disk and BEM m{ie]s Table 2.2

summarizes the input parameters that define the turbulent flow at the inlet boundary.
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Figure 24: a) Comparison of power spectral densities from synthetic turbulence field and
ADCP measurements from the Gulf Stream reportéd]irb) Streamwise
instantaneous velocity contours on the inlet plane generated using the approach
discussed; = 10, Clit= 0.2.
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2.3. Single turbine results

In this section, we discuss results from LES simulations of a single turbine operating under
turbulent conditions, while a comparison of the simulation data for array conditions with
the modified UWFLO model is presented in § 2.4. The sigleine result serve to
validate our model for the wake structure in egs. (2.1.11) and (2.1.24), for different levels
of ) . The spatial and temporal characteristics were analyzed to clarify the behavior of the
turbulent wake in the neaand farwake regions. The vka recovery models ¢#2] and

[38] are also compared with our LES results. A comparison of model results with the
singleturbine LES data dfL0] is also presented in this $ier.

Table 2.2: Flow parameters for turbulent inlet flow.

Parameter

Average Streamwise Velocity 1 m/s

Minimum Frequency 0.0Hz
Maximum Frequency 1Hz

Tip Speed Ratio 7.2
Turbulence Intensity 0.0571 0.2

Qualitative results in the form afo-surfaces of the vorticity and the second eigenvalue of
the strain rate tensor ) [58] are shown in figures 2.5 (&)b) corresponding t& = 0.2

at t = 400 s. In the absence of tip vortices which are not captured in our LES, the wake
turbulence is dominated by coherent longitudinal structures that contribute significantly to
the entrainment of ambient fluid outside the wake. [Thigeld is more compact than the
vorticity magnitude field, since it represents persistent coherent stru¢b@jesrhese

structures persist for several diameters downstream, while thestakr structures are
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rapidly dissipated by the wake shear in our simulations (figure 2.5 (b)). From figure 2
(b), a clear demarcation between a ngake region dominated by wake turbulence, and a
far-wake recovery region in which significant entrainment of ambient fluid leading to

dissipation of coherent structures is visible.
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Figure 25: Iso-surfaces of the vorticity (a) and (b) magnitude from singiaurbine LES
att =400 s (case 4).

-0.33

In figure 2.6 (a), we plot the downstream evolution of the local turbulence intéeity

from simulations with inlet turbulence leveg = 0.05 (case 2) and 0.2

(case 4). The streamwise variation plots in figure 2.6 were generated by first averaging
over the data collection time window, and then averaging over the wake diafhete
turbine is located adffO 1 and adds significant turbulence to the incident flow, as
observed in the contours of figure 2.5, and figure 2.6 (a). At the transitiorupdietween

the nearand farwake regions, the downstream turbulence intensities in both simulations
reach a peak value of ~ 0.26 due to significant turbulent kinetic energy (TKE) production
for @ . Previous studiefsl, 59] have shown the onset of turbulence decaw at
coincides with the instabilitdriven breakdown of tip vortices. Since tREM employed

in our simuations does not account for rotational effects, the wake dynamics in our
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simulations are statistically axisymmetric and dominated by longitudinal vortices (similar
to the wake structures observed in the LE$461). The induced velocities from these
vortex structures entrain ambient fluid into the wake, legth the observed decay in wake
turbulence intensity fon ©.

The evolution of the corresponding averaged streamwise velocity profiles are shown in
figure 2.6 (b). The neawake region is evident in the decreaséYoby for ® @, as a

result of monentum removal by the turbine. Momentum recovery is observed fow ,

although the transition locatian itself can depend on the inlet turbulence intensity. This

is shown in figure 2.6 (c), by plotting the scaled mean streamwise veleeity— against

the streamwise coordina?é-o. As the inlet turbulence intensity is increased frogm=

0.05 to 0.2 wake recovery occurs earlier, consistent with the enhanced entrainment

observed at higher levels of inlet turbulence.
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In figure 2.7, we plot the development of the mean-diomensional velocity defici— at
different downstream locatiors from simulations witiG, = 0.05 and 0.2As reported in
previous studies, a pronounced wake defgiblbserved in the nearake region— ¢,

which is completely overcome by entrainmentby . The velocity profile downstream

has two peaks in the neamake region due to the presence of the turbine shear layer, that
creates a 0 poo[6le6ilatihadenter accupidll byrredatively quiescent fluid.

As the wake recovers, the wvelty deficit assumes a unimodal shape resulting from the
merging of the shear layer streams, which consume the potential core region. The Gaussian
shape of the scaled velocity deficit within the-feake region represents the assumption

of a selfsimilarwake behavior foto @ . As the turbulence intensity is increased, every

aspect of wake recovery is accelerated as shown in fig992 For'Q, = 0.2, the collapse

of the potential core occurs as early-as T as seen irthe unimodal velocity deficit

profile, while by— W turbulencedriven entrainment has resulted in a significant wake

recovery.
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Figure 27: Crossstream profiles of the mean velocity defﬁ'ﬁ( 7y at WO =2 (a), 4
(b), and 8 (c) for cases 2 and 4.
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Components of the kinematic shear stress associated with the turbulent wake are plotted at

several planes downstream of the turbine in figuresi229. Figure 2.8 shows the

evolution of the streamwise velocity fluctuation te?m—o(wherecf) Oindicatestime-

averaging as outlined before) @O = 2, 4, 8, and follows the same trend as previous

results from[49, 6264]. At — ¢, significant turbulence production is observed within
the shear layer regions of the wake, as the vortical structures in this region are strengthened
by the local shear. The local vaIIeyng—Onear the wake centerline-( ™ in fig. 2.8

(a) isconsistent with the presence of a potential core in thewalae region. As the shear

layers merge overcoming the potential core, a sipghk is observed at the centerline,

while the edges of the shdarer show very low turbulence activity. By , the'Q, =

0.2 case has entrained significant ambient fluid returning a nearly flat, quiescent profile for
® 9 This observed laminarization of the wake appears earlier iigthe0.2 simulation,

once again suggesting high levels of upstréarbulence lead to a faster wake recovery.
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Figure 28: Crossstream profiles ofo “ at afO =2 (a), 4 (b), and 8 (c) for cases

2 and 4.

Crossstream profiles of the Reynolds stress compogen%oare shown in figure 2.9,
wheredaandu aeepresent fluctuating components of the streamwise and vertical velocities
respectively In contrast to thg—oprofiles, plots of—in figs. 2.9 (ac) show an anti

symmetric behavior with positive and negative peaks corresponding to the bottom and top
shear layers respectively, whdbsolute values around the blade tips are maximum. Once
again, the peaks are gradually attenuatedefidiv emerges from the neasake region,

while the rate at which this happens is governed by the upstream turbulence intensity as

described earlier.
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Figure 29: Crossstream profiles o v GTY at WO =2 (a), 4 (b), and 8 (c) for cases

2 and 4.

In figure 2.10 (a), the locations of the transition point separating the aredifar wake

regions are plotted from simulations at different turbulent intensitiedor each case in
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fig. 2.10 (a) is computed as the streamwise location at whiech— reaches its minimum

in fig. 2.6 (c). The LES data are compared with the modgk5f60] and the expression

in eq. (2.1.11). For the Ishihara mo@b], @ is determined as th@location where eq.
(2.1.5) reaches a maximum value. The transition point betweendar and farwake
regions can also be obtained from the sempirical model of Vermeulej®0], which is

based on including the effects of wake growth from (i) ambient turbulence, (ii) turbulence
induced from the shear between the wake flow and the ambient flow, andaginima
induced turbulence. All models in fig. 10 provide good agreement with simulation data for
large values ofQ, . For low values ofQ,, the model of45] underpredicts our LES data.
Furthermore, note that the model [@0] predicts a finitevalue for w as the flow
approaches the laminar limitQ( © 1), which is incorrect. Thus, from figure 10, eq.
(2.1.11) captures the behavior of the wake structure for all valu& ,ohcluding the
nearly laminar limit. This prescription forms thasis of our turbine array model described

in 8 2. Finally, eq. (2.1.11) does not account for the mechanical properties of the turbine
and its operation parameters, which are typically captured through the number of turbine
blades, tip speed ratio and ttmeust coefficien{60]. These aspects of the wake transition
will be taken up in future studies. Note that from combining eqgs. (2.1.10) and (2.1il1),
should be a constant in our study, independefi@ofsince the induction factor was not
varied in our simulations)n fig. 2.10 (b), we verify this by plottingw from the LES
against’G,. The wake growth rate was computed by fitting eq. (2.1.6) to the wake
envelope from our simulations, identified as the radial location where the averaged

streamwise velocityeached 99% of its upstream va[68].
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Figure 210: (a) Variation of the locations of the transition paintoetween the neaand
far- wake regions with the turbulence intens@y : Comparison between LES
data and models. (b) plotjotv vs. the turbulence intensit§, from LES data.

In fig. 2.11 (a)i (d), we plot the streamwise evolution of the mean scaled velocity deficit

C)Y'\OLY against‘b o from the LES data, and compared with several models discussed

earlier. To enable a direct comparison with the mode[8dfand[38] and eq. (2.1.24),

all of which assume a tophat profile for the wake streamwise vel@tyOis obtainel

from LES by first timeaveraging, followed by spanwiseeraging over the extent of the
local wake diameté® w . The models of37], [38] and[42] are valid in the limito © T,

and hence are plotted only fortheregion @ w  Tinfig. 11. Our model eq. (2.1.24)
describes both the neand farwake regions, and is plotted for all 1in fig. 11, and
shows good agreeent with LES data for all the turbulence intensities investigated in this
study. At low values ofy, (figs. 2.11 (a) (b)), an extended nearake region is observed

in the LES data, which adversely affects the comparison with the modaig ahd[38].

As the upstream turbulence intensfiy is increased in figs. 2.11 (€)(d), the neafwake

is shortened sthat the models dB37, 38, 42] and our eq. (2.1.24) converge in agreement
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with the simulation data. The model of Ishihdgdb] incorporates neawake effects
through a virtual origin terr(eq. (2.1.5)), and is in good agreement with LES data for cases

17 3, while case 4, T™®) is overpredicted by their model.
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Figure 211: Variation of mean velocity defic?fTYTY with ofO from LES, eq. (2.1.24)

and models of37], [38], [42] and[45] for @, = (a) 0.03, (b) 0.05, (c) 0.12 and (d)
0.2.

In fig. 2.12 (a)i (b), we plot the radiajl integrated total mass flow deficit ra)tvef/—'Q 0
derived from eq. (2.1.24) and the model$33f, 38]and[42], and compared with the LES
data. For the control voluméswandd wshown in fig. 2.1, a constant value>vo¥—'Q 0

implies conservation of mass at evarlocaton in the wake, since it accounts for both the
wake mass flux and the entrainment flux. For the LES calculatiofgs at0.05 and 0.12

in figs. 2.12 (a) (b), the total mass flow deficit rate was computed by integrating radially
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to the edge of the daain. For our model eq. (2.1.24) and the model of Jej35@mn the
fully-recovered wakesf w , radially integrating the deficit mass flow for a linear wake
profile yields
&
S ¢ 11 cuo

g W
P B

CE&P

5%

where0  represents the area of the wakewat @ . Thus, thel '@ of the above eq.

(2.3.1) is independent of and suggests our model maintains a constant mass flux in the
far wake region, in agreement with observations from LES (figure 2.12). For the model of
[38], (eq. (2.1.2)) is @rived from applying momentum conservation to a control volume
bounded by an inlet plane far upstream of the turbine, and an outlet plane invladcéar
region where the pressure has fully recovered. Once again integrating the model equation

(2.1.2) for he velocity deficit in the radial direction yields for the total mass flow deficit

rate
—ﬁp cOo cO O w
E P P 0—0 ¢" 1Ql P P 5 0 - h OB
. . A 7 .
which retains anxlependence for the wake folmew ©O | 7 | — assumed in

[38], and seen in figs. 2.12 (a)b). Similarly, applying the above analysis to the model of

[42] gives for the deficit mass flow rate,
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where we take advantage of the Gaussian forfiYbéfi to extend the integration to®

Hb. Eg. (2.3.3) is also plotted in fig. (2.12), and shows a dependence of the deficit mass
flow rate on the streamwise coordinate for the modglzit Finally, integrating eq. (2.1.5)

from the model of45] in a similar manner will yield

c ”

1"Qs g5 ¢“1 Qi 8 c®8

AL o “p (l),o
Outside the neawake region, the rhs of eq. (2.3.4) is only weakly dependett as seen
in the plots in figs. 2.12, thus indicating fidelity to total mass flux conservatiorwFor
®, our model and eq2.3.4) derived from the model 045 show mass flux increasing
with streamwise distance in agreement with the trend from LES data, and consistent with

the positive entrainment flux in the nesake region.
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Figure 212: Variation of the deficit mass fluvxy—'Q owith afO from LES, proposed

model eq. (2.3.1), and the wake model§3af, [38], [42] and[45] for @, = (a)
0.05, and (b) 0.12.

A comparison of the models with the LES datf1dX is presented in figure 2.13 (a)b)

for '@, =0.13 and 0.048 respectively. The two cases correspond to case 2 and 5 in the wind
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turbine study of42], which also differed in the extent of roughness effects representing
the surface terrain case 2 (fig.2.13 (a)) had a roughnes® ofp 11 , while case 5 (fig.

2.13 (b) was simulated with a roughness parameter gb 1 m). The roughness eiftts

are not captured in any of the models discussed here, but the autf2$ adjust the
wake growth rate and the wake width a@b to fit the simulation results. In contrast, our
model eq. (2.1.24) and the modelg#] 1 [38], [45 are evaluated in fig. 2.13, for a value
of | independent of the surface roughness, that is only determined by the upstream
turbulence mtensity described earlier. From figs. 2.13i(&)), our model and the models

of [37] and[42] are in very good agreement with the LES data presenf&@Jinwhile [38]
underpredicts the simulation results. The model of Ishif@ba captures the fawake
decay of the velocity deficit, but overpredicts the maximum value at the transition plane
. Finally, note that in42], the LES data from[Q] is plotted under the assumption of
negligible neaswake distanceo © T, but figs. 2.17 (a) (b) of the latter midy show a
finite nearwake region. In generating figure 2.13, we included the-wed&e region by
estimating it from the data presented 1f][ and plotted the models 087, 38, 42] by

displacing them by since they are only valid faee T
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