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ABSTRACT 

 

 

MINRUI ZHENG. Spatially Explicit Hyperparameter Optimization for Neural Networks. 

(Under the direction of Dr. WENWU TANG) 

 

 

Neural networks as a commonly used machine learning algorithms, such as artificial 

neural networks (ANNs) and convolutional neural networks (CNNs), have been 

extensively used in GIScience domain to explore the nonlinear geographic phenomena. 

However, there are a few studies that investigate the parameter settings of neural 

networks in GIScience. Moreover, the model performance of neural networks often 

depends on the parameter setting for a given dataset. Meanwhile, adjusting the parameter 

configuration of neural networks will increase the overall running time. Therefore, an 

automated approach is necessary for addressing these limitations in current studies. In 

this dissertation, I proposed an automated spatially explicit hyperparameter optimization 

approach to identify optimal or near-optimal parameter settings for neural networks and 

accelerate the search process through both model and computing levels. I used two spatial 

prediction models in this dissertation to examine the utilities of spatially explicit 

hyperparameter optimization. The results demonstrate that the approach proposed in this 

dissertation improves the computing performance at model and computing levels and 

addresses the challenge of finding optimal parameter settings for neural networks in the 

GIScience field.  
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CHAPTER 1: INTRODUCTION 

 

 

1.1. Background  

In the past decades, with the increasing volume of spatial data and development of 

cutting-edge techniques, several spatial models have been created to investigate complex 

spatial phenomena and explore spatial process (Goodchild and Geosciences 1992, 

Longley and Batty 1996, Graham 1997, Fotheringham, Brunsdon, and Charlton 2000, 

Miller and Goodchild 2015).  

Spatial modeling embraces a series of models and techniques that explore 

relationships, patterns, and phenomena across space and time. The steps of spatial 

modeling often proceed in a sequence from problem specification, model theory, data 

preparation, model verification, calibration, and evaluation to prediction (see Figure 1). 

Although spatial modeling traditionally belongs to the domain of geography, it can be 

applied to a variety of geography-related domains, e.g., ecology, urban studies, 

transportation, and social science (Longley and Batty 1996, Miller 1999, Krewski et al. 

2009, Borcard, Gillet, and Legendre 2011, Logan 2012), as well as other disciplinary 

domains, including computer science and mathematics (Gelfand, Kottas, and 

MacEachern 2005, Andrews et al. 2010).  
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Figure 1. Spatial modeling process (adapted from Shannon (1975) and Batty (1976)) 

 

Although spatial modeling exists in a number of research areas, one of the vital parts 

of spatial modeling is algorithms. Figure 2 illustrates the process of algorithms from input 

X to output Y. Algorithms are a sequence of computational steps that transform the input 

into the output. In each spatial modeling exercise, it includes one or multiple model units 

which have a single algorithm and related parameters. There are two types of parameters 

based on their contributions to spatial modeling, standard parameters, and 

hyperparameters. Standard parameters are an “internal” component of spatial modeling, 

and their values usually are derived from models, such as coefficients of regression 

models and coefficients of objective functions of optimization models.  
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Figure 2. Illustration of algorithms (Y = f(X); Y = [y1, y2,…, yn]; X = [x1, x2,…, xm]; f is 

the algorithm between X and Y), revised from Gahegan (2003).  

 

Hyperparameters are an “external” component of spatial modeling, and the values are 

user-defined or pre-defined by other algorithms. Hyperparameters usually influence the 

algorithms themselves and the derivation of standard parameters. Some examples of 

hyperparameters are the learning rate of artificial neural networks (ANNs), the initial 

number of clusters of k-means clustering, and the number of trees in random forest 

algorithm. However, hyperparameters also exist in rule-based spatial modeling, such as 

the cellular automata (CA) model. Stochastic disturbance term from transition rules is a 

hyperparameter for CA, which allows the CA model generated patterns to be closed to 

reality (Yeh and Li 2001).  

With consideration of big spatial data and complex spatial phenomena (Couclelis 

1998, Longley et al. 1998, Openshaw and Abrahart 2000), the emergence of 

GeoComputation opened a new computational world to geographers because it provides 

more computational methods and techniques that are applicable to geographical problems 

(Longley et al. 1998, Couclelis 1998, Openshaw and Abrahart 2014, Brunsdon and 

Singleton 2015). GeoComputation has four core aspects (Gahegan 1999): computer 

architecture and design (e.g., parallel computing); search, classification, prediction and 

modeling (e.g., artificial neural network); knowledge discovery (e.g., data mining); and 

visualization (e.g., statistical results using graphics).  
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Machine learning belongs to the second aspect of GeoComputation (search, 

classification, prediction, and modeling). A number of geographers are placing emphasis 

on the use of machine learning algorithms for spatial modeling (Batty, Xie, and Sun 

1999, Sui and Maggio 1999, Pijanowski et al. 2002, Li and Yeh 2002, Pijanowski et al. 

2014). But, several studies discussed hyperparameter settings of machine learning 

algorithms. Finding optimal hyperparameters thus can often make the difference between 

average results and state-of-the-art performance. Most of hyperparameter optimization-

related articles were published in computer science and engineering (Chapelle et al. 2002, 

Bergstra and Bengio 2012, Bergstra, Yamins, and Cox 2013a, Thornton et al. 2013). In 

geography field, the most commonly used hyperparameter optimization approach is 

manual selection (Li and Yeh 2002, Pijanowski et al. 2005, Pijanowski et al. 2014), 

although a number of automated hyperparameter optimization approaches and 

applications were proposed by researchers from computer science (Bergstra, Yamins, and 

Cox 2013b, Thornton et al. 2013, Li et al. 2017).  

Hyperparameter optimization has data- and computational-intensity issues, which 

have been identified by current hyperparameter optimization studies (Bergstra, Yamins, 

and Cox 2013a, Bergstra et al. 2015, Lorenzo et al. 2017, Falkner, Klein, and Hutter 

2018).  In addition, as the volume of spatial data increases, the process of finding optimal 

or near-optimal hyperparameters is becoming a computational-intensive problem. In 

order to address these limitations, cyberinfrastructure (CI) and high-performance and 

parallel computing (HPC) provide a solution. CI is “a combination of data resources, 

network protocols, computing platforms, and computational services that bring people, 

information, and computational tools together to perform science or other data-rich 
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applications in this information-driven world” (Page 1)(Yang et al. 2010). HPC includes 

grid computing, cluster computing, and ubiquitous computing, which provides supper 

computing power for CI’s applications (Yang et al. 2010, Tang et al. 2018). Existing 

hyperparameter optimization approaches or applications typically adopted HPC to 

address the computational bottleneck (Bergstra et al. 2015, Falkner, Klein, and Hutter 

2018). Meanwhile, the capabilities and importance of CI and HPC in spatial modeling 

have been discussed in a series of studies (Armstrong 2000, Wang and Liu 2009, Yang et 

al. 2010, Wang 2010, Tang et al. 2018).  

However, the discussions of hyperparameter optimization-related studies are 

insufficient. Also, current hyperparameter optimization approaches assumed 

hyperparameters are independent. According to the First Law of Geography —

"everything is related to everything else, but near things are more related than distant 

things” (Tobler 1970), similar things are placed closer than dissimilar things. The 

“distance” between two things is not only about the distance in real-world (e.g.,  spatial 

units (meters or miles) or traveling time), it also can be measured as similarity in a virtual 

space (Waters 2017). Thus, the assumption of current hyperparameter optimization is 

inappropriate. Since each combination of hyperparameters may contain information 

relative to others, the methods from geography may help to identify the similarity (spatial 

dependence) and explore the landscape of the hyperparameter space. Hence, a 

hyperparameter approach that considers the similarity (spatial dependence) and landscape 

of hyperparameter space is necessary, particularly within the context of spatial modeling.  

Figure 3 is the roadmap of this dissertation showing the motivations, the methods, 

and the contributions. In this doctoral dissertation research, I propose a new 
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hyperparameter optimization approach that is closely related to spatial modeling, 

machine learning algorithms, and HPC. The specific research objectives will be discussed 

in Section 1.2. 

 

Figure 3. Roadmap of dissertation 

 

1.2. Research objectives 

There are a number of machine learning algorithms that are applied in spatial 

modeling, such as artificial neural networks (ANNs), support vector machines (SVMs), 

genetic algorithms (GAs), and random forests (RFs). As one of the popular machine 

learning algorithms, ANNs are a practical and widely applicable algorithm in current 

geography-related research (Zheng, Tang, and Zhao 2019). A series of neural network-

related studies have been carried out on various aspects of geography-related fields, such 

as land change models, remote sensing, and urban planning (Li and Yeh 2002, 
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Pijanowski et al. 2002, Nevtipilova et al. 2014). Hence, I examine the utility of spatially 

explicit hyperparameter optimization approach in neural network-based spatial models in 

this dissertation.   

While ANNs have been the subject of many classic studies in GIScience1 field, the 

search process of hyperparameter optimization for ANN-based spatial models is still a 

“black-box” or “gray-box” problem. The performance of ANNs depends crucially on the 

specific hyperparameters, such as the learning rate. The quality and features of data may 

influence the hyperparameters as well. Most previous studies used trial-and-error 

approach or expert opinions (Li and Yeh 2002, Pijanowski et al. 2005, Pijanowski et al. 

2014). These methods are easy to use, but, they are subjective. Moreover, ANNs are a 

data-driven method, different datasets may have different hyperparameter settings. Thus, 

finding optimal or near-optimal hyperparameters of ANNs can often make the difference 

between average results and state-of-the-art performance.  

In this dissertation, I present a spatially explicit hyperparameter optimization 

approach, which is an improvement for existing approaches by taking into account spatial 

characteristics (i.e., spatial dependence). In addition, I develop an automated framework 

of spatially explicit hyperparameter optimization for ANN-based spatial models, which 

allows for 1) handling the data- and computational-intensity challenges of 

hyperparameter optimization, using cyber-enabled HPC, 2) handling multiple 

hyperparameters simultaneously, and 3) explore the local variation structure of 

hyperparameters. Lastly, I apply the proposed spatially explicit hyperparameter 

 
1 “Geographic information science (GIScience), which is the research field that studies the general 

principles underlying the acquisition, management, processing, analysis, visualization, and storage of 

geographic data” (page 494) (Goodchild 2003).  
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optimization in different case studies. The results of case studies might guide 

practitioners on improving their model performance. Therefore, I use three research 

objectives for advancing the body of knowledge: 

1.2.1. Objective 1  

⚫ Examine the feasibility and necessity of hyperparameter optimization in machine 

learning algorithm-based spatial models;  

⚫ Evaluate how the methods from geography may help to identify the similarity 

and explore the landscape of the hyperparameter space;  

⚫ Explore the potential feasibility of accelerating hyperparameter optimization 

from the model-level.  

1.2.2. Objective 2 

⚫ Automate the spatially explicit hyperparameter optimization approach that 

considers spatial dependence in the optimization process.; 

⚫ Examine the utility of the automated spatially explicit hyperparameter 

optimization; 

⚫ Explore the local variation structure of the search space of hyperparameters and 

adjust the local variation structure based on spatial dependence. 

1.2.3. Objective 3 

⚫ Investigate the universality of spatially explicit hyperparameter optimization in 

different neural network-based spatial models; 

⚫ Evaluate the model performance and efficiency of spatially explicit 

hyperparameter optimization; 
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⚫ Identify future directions of spatially explicit hyperparameter optimization.  

 

1.3. Roadmap 

In the remainder of this dissertation, Chapter 2 focuses on a literature review of 

artificial neural networks, hyperparameter optimization, cyberinfrastructure and high-

performance and parallel computing, and evolutionary algorithms. Chapter 3 describes 

the framework of spatially explicit hyperparameter optimization. Chapter 4, which 

connects to objective 1, focuses on introducing the basic framework of spatially explicit 

hyperparameter optimization that incorporates spatial statistics and high-performance and 

parallel computing. Chapter 5 demonstrates the utilities of the automated spatially 

explicit hyperparameter optimization (objective 2). Chapter 6 examines the practicability 

of spatially explicit hyperparameter optimization, which links to objective 3. Chapter 7 

concludes this dissertation.  
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CHAPTER 2: LITERATURE REVIEW 

 

 

This literature review covers four topics, including artificial neural networks, 

hyperparameter optimization, cyberinfrastructure and high-performance and parallel 

computing, and evolutionary algorithms. 

 

2.1. Artificial neural network  

The first artificial neural network (i.e., perceptron) was designed in 1958 (Rosenblatt 

1958). Since then, more and more studies adopt ANNs in their studies to capture 

nonlinear relationships between input and output, and solve complex real-world problems 

(Roberts and Attoh‐Okine 1998, Li and Yeh 2002, Gulliford et al. 2004, Neaupane and 

Adhikari 2006). As identified by some pioneers from geography, ANNs and other 

machine learning algorithms can explore patterns and investigate complex relationships 

from spatial data with multiple scales and different spatial resolutions (Openshaw and 

Openshaw 1997, Gopal 2017). Further, ANNs and other machine learning algorithms are 

well suited to capturing nonlinearity from spatial data. Figure 4 shows the growth trend 

of the number of publications of ANN-based spatial modeling from 1990-2019. From this 

figure, we can see that the number of publications using ANNs in spatial modeling is not 

constantly growing since it was developed. The number of new publications kept a low or 

negative growth rate in the middle of the 1990s and early 21st century. Since 2014, the 

growth trend of research outputs (i.e., publications) has entered a stage of rapid growth. It 

is directly associated with the faster computing processors and new extensions of neural 
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networks (e.g., convolutional neural networks) (Mellit and Kalogirou 2008, Niu et al. 

2016). 

 

Figure 4. Growth trend of spatial modeling and neural network-related publications from 

1990-2019 based on  Web of Science database (keywords: neural network and spatial 

modeling (or spatial analysis, or spatial analysis and modeling, or spatially explicit 

model, or geospatial analysis, or geospatial modeling); the total number of publication is 

3,095). 

 

The ability of ANNs in examining nonlinear relationships between input and output 

has been discussed in the past years (Hornik, Stinchcombe, and White 1989, Chen, 

Billings, and Grant 1990, Brondino and Silva 1999, Limsombunchai 2004, Mas and 

Flores 2008, Pijanowski et al. 2014). ANNs cover different types of neural networks, 

such as feedforward neural networks, recurrent neural networks, and convolutional neural 

networks. The latter is also an application of deep learning techniques. Input layer, 

hidden layer, and output layer are the basic types of layers used in traditional neural 

networks (Figure 5). Each input variable is linked to a node in the input layer, and each 

outcome is linked to a node in the output layer. Each connection (e.g., from input layer to 
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hidden layer, from hidden layer to output layer) has a weight value associated with it. 

Learning algorithms are used to adjust the weights in order to minimize the error in the 

output. There are two types of learning algorithms, supervised learning algorithms (e.g., 

backpropagation) and unsupervised learning algorithms (e.g., self-organizing map). The 

goal of supervised learning is to map a function from input to desired output (Nasrabadi 

2007). The goal of unsupervised learning is to explore the potential patterns and 

structures based on a series of data without pre-defined features or pre-defined objectives 

(Sanger 1989). Further, activation functions are used to determine the output based on a 

set of inputs. The major contribution of activation functions is to involve nonlinearity into 

neural networks. Other examples of activation functions include sigmoid, hyperbolic 

tangent, and rectified linear unit (ReLU) (Specht 1990, Hahnloser et al. 2000, Bishop 

2006). 

 
Figure 5. Basic structure of a neural network with 4 input variables and 2 outcomes 

(network is fully connected) 

 

A number of neural network-based spatial models have been constructed in 

GIScience. For example, Atkinson and Tatnall (1997) used feedforward backpropagation 
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multi-layer neural network to classify land cover types from Landsat Thematic Mapper 

imagery, and to identify and classify different categories of clouds (e.g., cirrus and 

stratocumulus) from Landsat Multispectral Scanner data. They mentioned that neural 

networks provide more accurate results than traditional statistical approaches (e.g., 

maximum likelihood) and less computing time, and allow to classify images from multi-

resource spatial data. Similarly, Xu et al. (2017) demonstrated the ability of convolutional 

neural networks to classify multi-resource remote sensing data. Li and Yeh (2002) 

simulated land use land cover changes using an integrated method (neural networks and 

cellular automata). The results showed that neural network-based cellular automata (CA) 

model can handle the multiple land use changes simulation, which is difficult for standard 

CA model. Based on Li and Yeh’s work, a series of studies adopted neural network-based 

CA model in land change models or further refined this network-based CA model, such 

as Yeh and Li (2003), Pijanowski et al. (2005), Guan et al. (2005), Almeida et al. (2008), 

and Omrani et al. (2017).  

Although there are many applications of neural network-based spatial models (Figure 

4), a few studies discussed the hyperparameters of neural networks (Wanas et al. 1998, 

Stathakis 2009, Karsoliya 2012). Besides the quality of datasets, the hyperparameters of 

neural networks have a significant influence on model performance. The investigations 

on how to find appropriate hyperparameters have been conducted in many years and the 

most remarkable contributions of existing hyperparameter optimization approaches came 

from computer science. Trial-and-error and recommendations from previous studies are 

the most popular method used in neural network-based spatial models. But, they have a 
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common weakness--all of them are subjective (Zheng, Tang, and Zhao 2019). Therefore, 

it is necessary to encourage spatial modelers to adopt hyperparameter optimization.   

 

 

2.2. Hyperparameter optimization 

The importance of hyperparameters in neural networks has been discussed in the 

previous section, but how to effectively find appropriate hyperparameters is still a 

challenge. The process of determining appropriate hyperparameters is called 

hyperparameter optimization. Sampling can provide supports for accelerating the process 

of hyperparameter optimization. Grid search and random search are two widely used 

sampling methods in hyperparameter optimization. For grid search (Figure 6A), we first 

need to define a grid size of the search space and then divide the entire search space into 

a number of grids based on the grid size. The hyperparameter at each grid point is a 

sampled hyperparameter. Random search is to randomly select sampled hyperparameters, 

and each combination of hyperparameters has an equal chance of being sampled (Figure 

6B). However, a random search may result in uneven distribution of samples. As the 

example in Figure 6B shows, the distribution of samples is uneven; some areas have 

more samples than other areas. Latin hypercube sampling can resolve this limitation of 

random search. Latin hypercube sampling is a combination of grid search and random 

search. That is, we also need to separate the search space into a number of grids (Latin 

squares here), and sampled hyperparameters come from those Latin squares, and the 

combination of hyperparameters has an equal chance of being selected (Figure 6C).   
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Figure 6. Sampling methods with 9 sample points.  

 

Bayesian optimization is another way to find optimal hyperparameters, which can 

find appropriate hyperparameters with less computing time (Snoek, Larochelle, and 

Adams 2012, Shahriari et al. 2015). Bayesian optimization (Močkus 1975) is a global 

optimization approach, which creates a model based on known sampled hyperparameters. 

Sequential model-based optimization (SMBO) also refers to Bayesian optimization. 

Typically, these known sampled hyperparameters are drawn from a Gaussian distribution. 

This step is called Gaussian process (GP), a stochastic method that is an extension of 

Gaussian probabilistic distribution (Williams and Rasmussen 2006). Acquisition function 

is used to create a utility function from these known sampled hyperparameters, which 

guides next search of hyperparameter optimization. Acquisition function is the key 

component of Bayesian optimization because the goal of acquisition function is to obtain 

an unbiased estimation from samples. In other words, acquisition function balances the 

number of samples from unknown (exploration) and known areas (exploitation). Also, 

this is the major challenge for acquisition function.  There are many ways to construct 

acquisition function, such as expected improvement and Gaussian process upper 

confidence bound (Snoek, Larochelle, and Adams 2012, Shahriari et al. 2015).   
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Although most existing hyperparameter optimization approaches were developed or 

investigated from computer science and engineering research areas (Zheng, Tang, and 

Zhao 2019), the discussion of hyperparameter optimization is not sufficient in machine 

learning community (Figure 7). Also, existing hyperparameter optimization approaches 

have a set of limitations, for example, the inappropriate assumption (i.e., hyperparameters 

are independent) and high demand of computing (Zheng, Tang, and Zhao 2019). 

 

Figure 7. Research domains related to machine learning algorithms (Web of Science 

database was used; keyword: machine learning; the number of publications: 84,442). 

 

2.3. Cyberinfrastructure and High-performance and parallel computing 

Cyberinfrastructure (CI) includes computing systems, data, services, tools, and virtual 

organizations for solving scientific problems (NSF 2007), which provides solid support 

for addressing computing challenge within the context in GIScience and other disciplines 

(Armstrong 2000, NSF 2007, Wang 2010, Yang et al. 2010, Tang et al. 2018). High-

performance and parallel computing (HPC) is a part of CI, and there are three types of 



17 
 

HPC: cluster computing, grid computing, and cloud computing (Yang et al. 2010). As 

mentioned by Hey et al. (2009), HPC also promotes the development of data-driven 

science. For GIScience field, it is necessary and meaningful to use cyberinfrastructure 

and HPC for exploring and understanding complex and nonlinear geographical 

phenomena.  

There are four categories of parallel computer architectures (Wilkinson and Allen 

1999): Single Instruction Stream, Single Data Stream (SISD); Single Instruction Stream, 

Multiple Data Stream (SIMD); Multiple Instruction stream, Single Data Stream (MISD); 

and Multiple Instruction stream, Multiple Data stream (MIMD). SIMD and MIMD are 

two popular parallel computer architecture categories, which have many applications 

(Armstrong 2020, in press). SIMD uses a single operation instruction to execute multiple 

processors using multiple datasets. In contrast, MIMD adopts multiple processors to run 

different operation executions using multiple datasets (Ding and Densham 1996, 

Armstrong 2020, in press). Based on SIMD and MIMD computers, there are two popular 

parallel computing paradigms: multi-core and many-core. Multi-core computing is an 

extension of single-core computing, which includes multiple processors to execute an 

execution instruction(s). Typically,  these multiple processors are connected by shared 

memory modules. Since early 2000, many researchers suggested the use of graphic 

processing units (GPUs; an example of many-core computing) to further accelerate 

computing performance for a range of studies (Tang and Bennett 2009, Nickolls and 

Dally 2010, Krieder, Grimmer, and Raicu 2012, Zhang et al. 2015). 

Based on multi-core and many-core computing paradigms, embarrassingly parallel, 

shared memory, and message passing are three parallel approaches (Wilkinson and Allen 
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1999). For the embarrassingly parallel approach, communication among processors is not 

necessary. In other words, tasks with no communication requirements can adopt 

embarrassingly parallel approach. Otherwise, shared memory and message passing can be 

considered. In shared memory approach, different processors access and exchange data 

through shared memory space. In contrast, the message passing approach does not rely on 

shared memory space, and each processor has its own memory space. The 

communication among processors for data exchange is handled via message sending or 

receiving. However, communication among processors can lead to a significantly reduced 

in computing performance. Further, decomposition is a necessary step for all parallel 

computing tasks, which introduces load balancing2 issues (Wilkinson and Allen 1999).  

Besides adopting suitable parallel approaches, decomposition is also an important 

strategy for HPC. Complete decomposition, domain decomposition, and control 

decomposition are three categories of decomposition methods (Wilkinson and Allen 

1999). The complete decomposition method is the simplest decomposition method that 

divides a task into multiple independent sub-tasks. The communication among sub-tasks 

is not necessary. The basic idea of domain decomposition is to divide a global domain 

into many subdomains. However, the difference between complete decomposition and 

domain decomposition is that domain decomposition can apply to dependent sub-tasks 

with necessary communication. Based on this feature, domain decomposition is a popular 

approach for spatial problems. Ding and Densham (1996) summarized the scopes of 

applications for domain decomposition, including static data structure problems, dynamic 

 
2 Load balancing is spreading tasks across processors that lead to maximize the use of computing resources, 

minimize response time, and avoid overloading (Wilkinson and Allen 1999). 
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data structure problems, and fixed domain but dynamic computation problems. Control 

decomposition covers two decomposition methods: functional decomposition and 

manager/worker decomposition. Functional decomposition breaks the execution 

instruction into a set of sub-instructions and then allocates to multiple processors. For 

manager/worker decomposition, the function of the manager is to assign tasks to workers, 

and workers return the finished jobs to the manager. A benefit of manager/worker 

decomposition is efficiency because the manager dynamically distributes tasks to workers 

instead of allocating tasks in advance.   

The advancements of cyberinfrastructure and HPC have attracted much attention in 

the GIScience community. From spatial statistics, Armstrong et al. (1994) developed a 

method for addressing the computational intensity issue when processing measures of 

spatial association (G). A parallel implementation for computing G*(d) statistic using grid 

computing was proposed by Wang et al. (2008). Hohl et al. (2016) adopted HPC to 

accelerate the process of space-time kernel density estimation (STKDE). In spatial 

simulation, a parallel agent-based model for simulating large-scale land-use opinions was 

presented by Tang et al. (2011). Gong et al. (2013) developed a parallel approach to 

handle the computational complexity of a spatial interaction simulation model. In 

addition, there are a number of applications of cyberinfrastructure and HPC in 

geovisualization. For example, Soroknine (2007) discussed a parallel implementation of 

visualizing big spatial data using GRASS GIS software. Tang (2013) adopted GPUs to 

accelerate the development of a type of area cartograms (i.e., circular cartograms).  

Hyperparameter optimization typically comes with data- and computational-intensity 

issues. HPC has the ability to handle these issues. The use of HPC in addressing data- and 



20 
 

computational-intensity have been discussed in existing hyperparameter optimization 

approaches. The adoption of computing clusters (GPU- or CPU-based) is at the center of 

current studies (e.g., Bergstra et al. (2013a, 2015); Lorenzo et al. (2017); Falkner et al. 

(2018).  

 

2.4. Evolutionary algorithms  

Evolutionary computation is a population-based machine learning algorithm, which 

is inspired by biological evolution (Darwinian principles of natural selection). The 

algorithms involved in evolutionary computation include four main types: genetic 

algorithms (GA), genetic programming (GP), evolutionary strategies (ES), and 

evolutionary programming (EP) (Eiben and Smith 2003). The ability of EAs for handling 

real-world problems has been discussed by several studies, see for example, Srinivas and 

Deb (1994), Zitzler and Thiele (1998), Deb (2001), and Xiao et al. (2002). 

There are six necessary steps of EAs: representation, initialization, selection, 

evaluation, recombination, and mutation (Figure 8). Representation is the first step of 

EAs. The major goal of this step is to transform real-world problems to EA-world 

problems using encoding methods. The context within problems from real-world is called 

phenotypes. Genotypes are the encoded context from real-world problems, which refer to 

chromosomes within EAs.  There are a number of available encoding methods, such as 

binary string, a string of integer or float numbers, and tree-based (Eiben and Smith 2003). 

Binary string method is the popular encoding method in EAs (Cao et al. 2014), but some 

studies suggest that other representations may be more effective than binary string for 

specific cases (Armstrong, Xiao, and Bennett 2003, Cao et al. 2014). Earlier works tried 
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to include all hyperparameters into the binary string, but it resulted in poor scalability 

(Kitano 1994). Thus, how many hyperparameters in a chromosome and how to encode 

them post a challenge. The initialization step provides an initial set of solutions, which 

has the similar function as sampling. 

 

Figure 8. The general workflow of evolutionary algorithms 

 

The role of selection and evaluation is to show directions of improvement. Typically, 

each individual has a fitness value associated with it. The fitness values are derived from 

measurement indexes determined by objective functions. The selection process identifies 

better solutions to survive to the next generation based on fitness values. That is, 

solutions with higher fitness values have a higher chance of surviving, whereas lower 

fitness has a lower chance of surviving (Branke 1995, Xiao, Bennett, and Armstrong 

2002, Cao et al. 2014). However, there is still a chance that solutions with high values 

may perish, and solutions with low values may survive. Thus, fitness proportionate 
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selection or elitism selection is needed for improving the generation process. Fitness 

proportionate selection (aka, roulette-style selection algorithm (Lipowski and Lipowska 

2012)), is to select a part of solutions for recombination using a probability of being 

selected. The remaining solutions are copied into next generation without modification 

(Goldberg 1989). Elitism selection is to select the best solutions (e.g., top 10%) in the 

current generation and duplicating those best solutions directly to the next generation 

without modification, and then the remaining solutions are produced through variation 

steps. Elitism selection avoids missing the best solutions found in the previous 

generations, whereas roulette-style selection maintains genetic diversity.  

Variation operators have two types of operators, recombination (crossover) and 

mutation (Eiben and Smith 2003). The role of variation operators is to create new 

individuals from old generations, and to maintain genetic diversity. Variation 

operators are accomplished by creating an offspring from two parents and the 

offspring contains genotypes from both sides of parents. Meanwhile, variation 

operators can speed up the local fine-tuning because only those survived individuals 

in the current generation have the chance to survive in the next generation.  

Recombination (or crossover) is that the offspring chooses and exchanges one of 

some parts of chromosomes from parents with a certain probability. The general 

recombination operators include one-point, n-point, uniform, discrete, intermediate or 

arithmetic, and subtree (Eiben and Smith 2003). The one-point recombination is 

illustrated in Figure 9. Besides the types of recombination operator, there exists 

another hyperparameter in recombination operator—crossover probability (or 

crossover rate). Crossover probability is used to determine how often individuals will 



23 
 

be performed crossover operator. A larger value of crossover rate, the speed of 

generating offspring is fast than the smaller values. For example, if crossover 

probability is 60%, then the offspring has 60% chance of being created by crossover 

operator.  

  

Figure 9. One-point recombination of real-valued representation. 

 

 The primary function of mutation is to maintain genetic diversity and enhance the 

local searching capability of EAs that avoids the local minima issue. Such diversity is 

important for the successful application of EAs to a multi-objective optimization problem 

because it is related to the exploration of the search space (Deb 2001, Xiao et al. 2007). 

Like the recombination operator, there are a number of types of mutation operator, such 

bit-flip, random resetting, and Gaussian (Eiben and Smit 2011). Mutation probability (or 

mutation rate) is used to determine how often do parts of a chromosome mutated. For 

example, if mutation probability is 1%, then parts of a chromosome of an individual has 

1% chance of being mutated. Typically, the value of mutation probability is small. If the 

probability is high (e.g., 60%), then EAs will in fact change to random search.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 
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CHAPTER 3: METHODOLOGY 

 

 

3.1. Overview  

In previous sections, I identified current hyperparameter optimization approaches 

have a number of limitations, such as inappropriate assumption and high computing cost. 

In this dissertation, I propose a spatially explicit hyperparameter optimization framework 

that focuses on addressing data- and computational-intensity challenges, considering 

spatial dependence, and exploring local landscape of search space of hyperparameters.  

The generic framework of spatially explicit hyperparameter optimization is illustrated 

in Figure 10. Three modules are covered in spatially explicit hyperparameter 

optimization: generation of sampled hyperparameters, evaluation of sampled 

hyperparameters, and hyperparameter analysis. Generation of sampled hyperparameters 

determines the search space of hyperparameters (i.e., hyperparameters that need to be 

optimized) and how to acquire sampled hyperparameters. Evaluation of sampled 

hyperparameters module examines the performance of sampled hyperparameters through 

three aspects: whether the sample size is enough; whether the number of repetitions is 

enough; and whether results from samples are robust. Generalization performance of the 

search space, computing performance, and model performance are evaluated in the 

hyperparameter analysis module. For detailed explanation see Chapter 4 and Zheng et 

al.’s study (2019).  

 Further, the framework comprises three components: automatic search of 

hyperparameters, spatial prediction of hyperparameter space, and acceleration of 
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hyperparameter search. Each component contributes to one or more modules. The major 

contribution of automatic search of hyperparameters component is to automate the 

process of spatially explicit hyperparameter optimization. Acceleration of 

hyperparameter search component is responsible for handling data- and computational-

intensity issues of spatially explicit hyperparameter optimization. Moreover, spatial 

prediction of hyperparameter space component links to evaluation of sampled 

hyperparameters and hyperparameter analysis modules. I will discuss the core parts of 

these three components in the following sections. That is, Section 3.2-3.4 will cover 

automatic search of hyperparameters (component 1), spatial prediction of hyperparameter 

space (component 2), and acceleration of hyperparameter search (component 3), 

respectively.  

 

Figure 10. Generic framework of spatially explicit hyperparameter optimization  
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Spatially explicit hyperparameter optimization that is proposed in this dissertation 

covers three research communities– spatial modeling, cyberinfrastructure, and machine 

learning algorithms (Figure 11). The major contributions of this dissertation are: 1) 

considering spatial dependence between hyperparameters, 2) exploring and visualizing 

the landscape of the search space of hyperparameters, and 3) improving the computing 

performance at both model- and computing-levels.    

  

Figure 11. The Venn diagram of this dissertation 

 

3.2. Component 1 – automatic search of hyperparameters 

Machine learning algorithms have great potential capabilities for discovering of the 

relationships from data through structural and functional aspects (Mitchell 1997). Several 

geographers have placed emphasis on the use of machine learning algorithms to spatial 

modeling (Batty, Xie, and Sun 1999, Sui and Maggio 1999, Pijanowski et al. 2002, Li 

and Yeh 2002, Pijanowski et al. 2014). However, the discussion of how to select 

hyperparameters for machine learning algorithm-based spatial modeling is inadequate in 

GIScience community.  
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Since most machine learning algorithms contain more than one hyperparameters, 

there is a challenge for finding multiple hyperparameters at the same time. There has 

been a great interest in evolving neural networks through population-based 

hyperparameter optimization since 1990s (Belew, McInerney, and Schraudolph 1990, 

Yao 1994, Zhang, Shao, and Li 2000, Yu, Wang, and Xi 2008). As one of the global 

optimization methods, EAs derive their behavior from a metaphor of the processes of 

evolution in nature. EA-based hyperparameter optimization method has a series of 

advantages, for example, 1) EAs can increase the efficiency and robustness of the 

optimum seeking process, 2) EAs are suitable for complex evaluation functions, and 3) 

EAs can reduce the occurrence of local optimum (Ding et al. 2013). Although EA-based 

hyperparameter optimization approaches have been successfully implemented in the 

computer science field, the discussion of using EA-based hyperparameter optimization in 

GIScience is insufficient. Meanwhile, existing EA-based hyperparameter optimization 

approaches have some limitations, which are discussed in the previous section (Section 

2.4). Further, the methods from GIScience may benefit current EA-based hyperparameter 

optimization, which may further improve the computing performance.  

A number of studies have been shown that incorporating prior knowledge can 

significantly improve the learning process (Schwarz and Ocenasek 2000, Pitiot et al. 

2009). Much recent research has been devoted to learning algorithms for architectures of 

machine learning algorithms, such as the deep brief network (Erhan et al. 2010). They 

found that supervised learning tasks with an unsupervised learning component can 

improve model performance. The results from unsupervised learning component can be 

seen as prior knowledge. In EAs, the performance of a search process is dependent on the 
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topology of the fitness landscape (Sareni and Krahenbuhl 1998, Ratle 2001, Casas 2015). 

The approach proposed in this dissertation acquires the topology of the fitness landscape 

from a series of prior knowledge based on the features of search space.   

The main idea of this component is to build a model based on fitness values from 

EAs, and using this model as a guideline to do next search steps. A flowchart of the 

working principle of the EA-based hyperparameter optimization is shown in Figure 12. 

The novelty of this approach has two aspects: firstly, it allows the incorporation of spatial 

features into the EA. A spatial statistical model will be developed based on the regular 

fitness function (fitnessR; which is calculated without statistical model), this step is named 

as knowledge-based fitness function (fitnessK). Since the knowledge-based fitness 

function is calculated from the regular fitness function, the knowledge-based fitness value 

will be updated for each generation. The final fitness function (fitnessF) involves 

knowledge-based fitness function and regular fitness function. The final fitness function 

is computed as follows: 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝐹 = 𝑤𝑅𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑅 + 𝑤𝐾𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝐾      (1) 

where wR and wK are the weights of regular fitness function and knowledge-based fitness 

function, the sum of weights is equal to 1. Secondly, maps of the evaluation landscape 

will generate for each generation. These landscape maps could show the path of the 

search process of hyperparameter optimization. This model is used to generate the 

generalization performance of hyperparameters.  
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Figure 12. A flowchart of the working principle of an automated EA-based spatially 

explicit hyperparameter optimization.  

 

3.3. Component 2 – spatial prediction of hyperparameter space 

Sampling is the most commonly used method in current hyperparameter optimization. 

However, those sampled hyperparameters cannot represent the entire hyperparameter 

space. Thus, a method that can convert discrete points to continuous space is needed. 

Spatial interpolation, which is a component of spatial statistics, provides such an ability 

that transforms discrete points into continuous space with consideration of spatial 

dependence.  

Spatial interpolation has been applied in different disciplines, such as geography and 

environmental sciences (Li and Heap 2014). Spatial interpolation methods can be divided 

into two categories: point interpolation and areal interpolation. Point interpolation 

focuses on point data, such as daily temperature, whereas areal interpolation deals with 
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the data that aggregated over areas, such as average pollution levels for counties (Lam 

1983). A number of spatial interpolation methods have been developed. Lam (1983) 

divided these spatial interpolation methods into four types: exact and approximate 

methods for point interpolation, and non-volume-preserving (the same as the exact and 

approximate for point interpolation) and volume-preserving methods for areal 

interpolation. Examples of exact methods include weighting, kriging, and splines. In 

contrast, Fourier series, least-square fitting with splines, and distance-weighted least-

squares are examples of approximate methods (Lam 1983). Meanwhile, Li and Heap 

(2014) summarized interpolation methods into three categories: non-geostatistical 

methods (e.g., nearest neighbors and inverse distance weighting), geostatistical methods 

(discuss later), and combined methods (e.g., trend surface analysis combined with 

kriging).  

Kriging is a key component of spatial interpolation methods (Krige 1978). It is a 

linear interpolation method, and it uses a semivariogram model to investigate spatial 

autocorrelation (spatial dependence). The semivariogram model is used for measuring the 

spatial dependence between sample points. The general assumption for kriging is that the 

semivariogram is known. Moreover, semivariogram has three characteristics: range, sill, 

and nugget (Matheron 1963). Besides those, kriging is called spatial BLUE (best linear 

unbiased prediction) (Le and Zidek 2006). There are two groups of kriging: univariate 

(one-dimension) and multivariate (multi-dimension). Ordinary kriging (OK) and 

universal kriging (UK) are examples of univariate interpolation methods, and cokriging is 

the example of multivariate interpolation methods (Wackernagel et al. 2002, Li and Heap 

2014). Besides linear interpolation methods, there are a number of non-linear and 
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machine learning-based interpolation methods, for example, support vector machine (Li 

et al. 2011) and neural networks (Klesk 2008).   

Although there exist a number of spatial interpolation methods, kriging is the most 

commonly used interpolation method in GIScience field, particularly for the OK and UK. 

OK is derived from an assumption of intrinsic stationarity (the mean is constant). The 

variation of kriging that can handle trends is called UK. In other words, the mean 

function of UK is not constant. In this dissertation, I examine the capabilities of spatial 

interpolation in spatially explicit hyperparameter optimization. Thus, UK is adopted to 

predict the continuous patterns from selected hyperparameters.  

The major objective of this component is to build a semivariogram model of the 

fitness landscape from the generations of EA. Figure 13 shows the flowchart of the 

spatial prediction component. First, we collect all sampled hyperparameter sets (i.e., 

chromosomes of EA) and their related fitness values. Second, we convert sampled 

hyperparameter sets into the spatial index. For example, we have two hyperparameters (A 

and B), those two hyperparameters can be seen as longitude (A) and latitude (B) in a 

spatial dimension. Then, the result is transformed into a grid format with attributes 

assigned to every cell, indicating the fitness values. And then, we build a semivariogram 

model based on these fitness values. After building a semivariogram, we re-calculate 

those fitness values and return these updated values to EA. Furthermore, we create a final 

map of the fitness landscape using all sampled hyperparameter sets from the entire EA 

process. This final map is used to show the prediction of generalization performance. The 

detailed illustration of this component is discussed in Section 4.4.3, as well as Zheng et 

al.’s study (2019).  
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Figure 13. The flowchart of spatial prediction using two hyperparameters (-999 is null 

value in the raster dataset; A stands for original value; A’ is updated value through 

semivariogram model). 

 

3.4. Component 3 – acceleration of hyperparameter search 

While hyperparameter optimization also has data- and computational-intensity issues, 

those issues are still a challenge in current hyperparameter optimization studies. HPC, as 

a part of CI, provides powerful computing capability to handle data- and computational-

intensity issues (see Section 2.3 for more information). In the past years, a number of 

applications and extensions of using HPC to address data- and computational-intensity 

issues have been constructed in current hyperparameter optimization study. The use of 

computing clusters (GPU- or CPU-based) is the mainstream of current studies (Bergstra, 

Yamins, and Cox 2013a, Bergstra et al. 2015, Lorenzo et al. 2017, Falkner, Klein, and 

Hutter 2018). Young et al. (2015) used HPC platform to address the computing challenge 

in hyperparameter optimization. During their works, they found that their approach (EA-

based hyperparameter optimization) are unable to maximize the use of available 

computing resources. In other words, some computing processors finish their works 

earlier and stay idle because the complexity of a model with different hyperparameters is 
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different. Hence, an appropriate load balancing strategy and decomposition strategy are 

necessary in order to achieve a more efficient  performance.  

The search space of hyperparameters can be seen as an infinite space. Using brute 

force search to find suitable hyperparameters is often infeasible. Thus, sampling is 

needed in hyperparameter optimization. Each model with different hyperparameter sets is 

independent, and its performance has little influence on other models. Based on this 

feature, embarrassingly parallel computing is utilized in this dissertation because this 

computation method is suitable for tasks that do not need to communicate with each 

other. In order to achieve the best performance of HPC, I decompose sampled 

hyperparameters into a series of subsets. More specifically, each subset contains a single 

combination of hyperparameters. And dynamic load balancing is used in this dissertation 

in order to address the workload imbalance issue. Computing resources can use their full 

potential when involving a dynamic load balancing strategy. When the status of a 

processor is idle, then a new task will be immediately assigned to it.  
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CHAPTER 4: STUDY I. HYPERPARAMETER OPTIMIZATION OF NEURAL 

NETWORK-DRIVEN SPATIAL MODELS ACCELERATED USING CYBER-

ENABLED HIGH-PERFORMANCE COMPUTING 

(This chapter is derived from an article published in International Journal of Geographical 

Information Science, October 12th, 2018, copyright Taylor & Francis, available online: 

https://www.tandfonline.com/doi/full/10.1080/13658816.2018.1530355) 

 

In this chapter, the major purpose is to examine the feasibility and necessity of 

spatially explicit hyperparameter optimization and to evaluate the performance of 

hyperparameter optimization in neural network-based spatial models (links to objective 

1).  

 

4.1. Introduction  

Geographic modeling with spatial or spatiotemporal data is an important research 

topic in the domain of Geographic Information Science (GIScience). Early studies were 

primarily concerned with the use of statistical methods to analyze spatial data and most of 

these models are linear. However, geospatial phenomena are often driven by nonlinear 

mechanisms. Linear methods may be ill-suited to the spatially explicit modeling of 

geospatial phenomena. Due to the need of non-linear approaches, artificial neural 

networks (ANNs) have been applied extensively in a variety of geography-related fields 

(Dai et al. 2005, Goethals et al. 2007, Mas and Flores 2008, Grekousis and Photis 2014). 

While there have been some studies reported to investigate the optimal configuration of 

neural networks (Paola and Schowengerdt 1995, Kavzoglu and Mather 2003, Goethals et 

al. 2007), the impact of neural network configuration on model performance has not been 

adequately investigated (Mas and Flores 2008). In this study, we aim to investigate the 

capability of hyperparameter optimization in neural network-based spatially explicit 

https://www.tandfonline.com/doi/full/10.1080/13658816.2018.1530355
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models, and to examine whether and how hyperparameter optimization can be informed 

by such fields as GIScience. We focus on addressing three challenges associated with 

hyperparameter optimization of spatially explicit modeling based on ANNs. First, the 

determination of neural networks configuration is fundamentally a model selection 

problem. Most studies in the GIScience domain used a trial-and-error approach to 

develop the structure of ANNs because of the complicated nature of configuring ANNs 

(Heermann and Khazenie 1992, Li and Yeh 2002, Pijanowski et al. 2005, 2014). 

However, the trial-and-error approach is based on a manual mechanism and is often 

subjective. Hyperparameter optimization is a model selection approach that can help 

search for optimal neural network-based models (Bergstra and Bengio 2012). 

Hyperparameters are parameters of an algorithm (here ANNs) that support the 

determination of standard parameters of a model (spatial model here) from data. 

Examples of hyperparameters are learning rate and momentum for ANNs. A series of 

studies on hyperparameter optimization have been reported in the domain of computer 

science and engineering (Bergstra et al. 2011, 2013b, Thornton et al. 2013). Yet, there are 

no such studies that have been conducted in the domain of spatially explicit modeling. 

Second, hyperparameter optimization has been relatively well investigated in the fields of 

computer science, but, challenges remain for the study of hyperparameter optimization 

(Claesen and Bart 2015). For example, existing applications of hyperparameter 

optimization are depended on the assumption that all potential combinations of 

hyperparameters are independent (as required by conventional statistics). However, the 

assumption of independence is often violated for practical cases and data, especially for 

those that contain spatial or temporal features, which has been recognized in such 
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domains as statistics (Handcock and Wallis 1994), ecology (Tilman and Kareiva 1997), 

economics (Fujita et al. 1999), and geography (Tobler 1970, Anselin et al. 1996). In 

particular, spatial dependence in geographic space, as suggested in the First Law of 

Geography (Tobler 1970) has been a central component that drives the advancement of 

spatial statistics. For instance, spatial autocorrelation approaches have been developed to 

quantify and evaluate dependence in spatial data (Anselin 1995, Moran 1950). It is thus 

inevitable that dependence among sampled observations exists in the hyperparameter 

space. More importantly, without appropriately handling this form of dependence among 

data, analysis or modeling results may be biased (McDonald 2009). Thus, taking into 

account the hyperparameter dependence in the study of hyperparameter optimization is of 

necessity. However, no studies have been devoted to handling the hyperparameter 

dependence issue yet. While spatial statistics may offer insight into this issue, how to 

handle the dependence in the hyperparameter space using spatial statistical methods 

poses a challenge for the study of hyperparameter optimization. Third, the searching 

process of hyperparameter optimization often consumes huge amounts of computing–i.e. 

the hyperparameter optimization poses a computational challenge. High performance 

computing (HPC), driven by cyberinfrastructure (Atkins 2003), can help resolve this 

challenge. HPC is based on the use of a collection of computing elements (e.g. CPUs) for 

problem-solving in a parallel manner. In the past few decades, the use of HPC to 

accelerate computationally demanding hyperparameter optimization has been 

demonstrated by a set of applications (Bergstra et al. 2013a, Kotthoff et al. 2016). 

However, most HPC applications of hyperparameter optimization only focus on the 

parallelization of the traversal of the hyperparameter space – that is, at the computing 
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level. Leveraging characteristics of the hyperparameter space (at the method level) to 

facilitate the use of HPC for accelerated hyperparameter optimization (at the computing 

level) has been inadequately studied. Therefore, in this article, we place our focus on 

tackling the three challenges facing hyperparameter optimization for neural network-

driven spatially explicit modeling identified above. Our specific objectives are to (1) 

examine the capability of hyperparameter optimization in spatially explicit modeling 

based on neural networks, (2) evaluate how spatial statistical methods (i.e. in the domain 

of GIScience) may, in turn, help the hyperparameter optimization approach (originated 

from the domain of computer science), and (3) explore the potential of further 

accelerating HPC-enabled hyperparameter optimization based on characteristics of 

hyperparameter space. The rest of this article is organized in the following manner. 

Section 4.2 provides a review of previous work in the application of ANN and 

hyperparameter optimization. After discussing the study area and data in Section 4.3, the 

method of automated hyperparameter optimization approach is presented in Section 4.4. 

Section 4.5 shows experimental results and discusses these results in Section 4.6. Section 

4.7 provides concluding remarks. 

 

4.2. Literature review 

This section presents the background of ANNs and hyperparameter optimization. 

These concepts include architectures and learning schemes.  
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4.2.1. Artificial neural networks  

Artificial neural networks (ANNs) are an inductive machine learning approach that 

resembles the brain functions of human beings or animals for problem-solving 

(Openshaw and Openshaw 1997). ANNs are one of the powerful approaches in scientific 

and engineering applications when used to predict or recognize patterns. ANNs can learn 

from data to improve their performance and adapt themselves as more data are available. 

ANNs offer an alternative way of constructing complex models by allowing for 

representing nonlinear relationships via directly learning from data (Hornik et al. 1989, 

Chen et al. 1990). There are different types of ANNs regarding the network architecture: 

for example, feed-forward neural network, radial basis function network, and recurrent 

networks. Although various types of neural network models have been developed, the 

one that is most widely used is the feed-forward neural network. Figure 14 illustrates the 

structure of a multilayer feed-forward neural network. Typically, in a feed-forward neural 

network, there are three types of layers: input layer, hidden layer, and output layer. A 

neuron is a building block of computation, and neurons and their interconnections 

constitute a neural network that can be used for problem-solving. Each neuron in the 

input layer corresponds to an input variable. Each connection of neurons (e.g. from the 

input to the subsequent neuron) is associated with a weight that can be adjusted. The 

training of a neural network is to use learning algorithms (i.e. supervised learning 

algorithm) to adjust these weights to minimize the error in outputs, thus determining the 

optimal network setting for problem-solving. 
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Figure 14. Basic structure of a feedforward neural network (B stands for bias node; 

network is fully connected). 

 

Supervised learning algorithm is often used to train feed-forward neural networks. 

Supervised learning algorithm has the capability of learning to map a set of inputs to one 

or more outputs by adjusting weights. A number of learning strategies have been 

developed, and the most popular one is the backpropagation learning algorithm 

introduced by Rumelhart and James (1988). Backpropagation algorithm is based on the 

iterative gradient descent search mechanism. Once the weights of the network are 

initialized, input nodes are presented to the network and propagated forward to calculate 

the output value. An activation function in a neural network transforms an input or set of 

inputs to the output of that node. This transformation can be linear or nonlinear. 

Commonly used activation functions for neural networks are sigmoid (logistic), 

hyperbolic tangent (tanh), polynomial and linear (Specht 1990). Also, there exist other 

activation functions as the emergence and development of deep neural networks, for 
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example, ReLU (rectified linear unit; see (Hahnloser et al. 2000) and Softmax (Bishop 

2006)).  

As one of the machine learning approaches, ANNs have a wide range of applications 

in such domains as pattern recognition, classification, and optimization (Maa and 

Schanblatt 1992, Dreiseitl and Ohno-Machado 2002, Demuth et al. 2014). Some 

applications of ANNs have been conducted over years in geography-related domains, 

such as land use and land cover change (Li and Yeh 2002, Pijanowski et al. 2002), urban 

modeling (Grekousis et al. 2013), remote sensing (Li et al. 2014), and spatial analysis and 

modeling (Govindaraju and Rao 2013, Nourani et al. 2013, Nevtipilova et al. 2014). For a 

detailed summary of ANN applications in geospatial science, please refer to Gopal 

(2017).  

We conducted a bibliometric analysis on academic publications with respect to 

spatial modeling using neural networks (Web of Science database was used; keywords: 

spatial modeling and neural network). Figure 15(a) shows the results of the bibliometric 

analysis in terms of research domains. As we could see, the major research areas of 

publications are engineering, computer science, and neurosciences neurology. About 6% 

of these publications (384) are related to land change studies (see Figure 15(b)), to which 

the use case of this study belongs. Although a number of previous studies have been 

reported, most of them use a trial-and-error approach that depends on a set of guidelines 

to determine the network configuration (Stathakis 2009, Karsoliya 2012, Table 1). 

However, the trial-and-error approach is based on a manual mechanism and is often 

subjective. Yet, the model configurations of ANNs are dependent on the data and 

research objectives. The recommendation from the literature may be biased for 
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determining the configurations of ANNs. Thus, it is necessary to resolve these 

limitations, which motivates us to introduce the use of hyperparameter optimization in 

this study. 

 

Figure 15. Bibliometric analysis of research areas in terms of spatial modeling using 

neural networks (Web of Science database was used; all collected publications were 

published prior to 2018; A: keywords: spatial modeling and neural network, total number 

of articles: 6,354; B: keywords related to land change studies were used to refine the 

result of Figure 2A, keywords: land change, land cover, land use, urban growth, intra-

urban growth, or urban sprawl, total number of articles: 384; please note that a single 

publication may be associated with two or more domains). 
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Table 1. Summary of setting parameter method of neural network. 

Method Citation 

Trial and error Heermann and Khazenie (1992), Hsu et al. (1995), Gopal and 

Woodcock (1996), Ozesmi and Ozesmi (1999), Rigol et al. (2001), 

Pijanowski et al. (2002), Fisher and Reismann (2003), Rigol-

Sanchez et al. (2003), Erbek et al. (2004), Pijanowski et al. (2005), 

Nayak et al. (2006), Tang et al. (2009), Kia et al. (2012), Linares-

Rodriguez et al. (2013), Isik et al. (2013), Pijanowski et al. (2014) 

Literature Miller et al. (1995), Bradshaw et al. (2002), Olden and Jackson 

(2002), Mas et al. (2004), Biswajeet and Saro (2007), Almeida et 

al. (2008), Pradhan et al. (2010) 

Literature + 

trial and error 

Berberoglu et al. (2000), Li and Yeh (2002), Joy and Death (2004) 

 

 

4.2.2. Hyperparameter optimization  

Standard parameters explain the performance of a model based on a specific dataset 

and are determined based on the data. Hyperparameters, however, cannot be determined 

(or learned) from the data. Instead, hyperparameters represent higher-level properties of a 

model, such as the architecture of the model or model type (e.g. linear regression, ANN). 

As Bergstra and Bengio (2012) elicited ‘. . . a learning algorithm produces f through the 

optimization of a training criterion with respect to a set of parameters θ. However, the 

learning algorithm itself often has bells and whistles called hyper-parameters λ, and the 

actual learning algorithm is the one obtained after choosing λ ...’ (Page 1). In other 

words, hyperparameters are usually fixed before the training process begins and the 

hyperparameters could minimize generalization error of the learning algorithm. Many 

machine learning algorithms are associated with a set of hyperparameters. For example, 

the height of a decision tree, learning rates or network configuration for ANNs are 

representative of hyperparameters.  



43 
 

Hyperparameter optimization is a way of choosing a set of hyperparameters for a 

learning algorithm. The goal of this process is to optimize the performance of the 

learning algorithm on a specific dataset. Extensions and applications of the 

hyperparameter optimization have been conducted over the past few years by the 

practitioners in the field of computer science and engineering (Figure 16(a)). However, 

studies on optimizing hyperparameters of ANNs remain inadequate (see Figure 16(b)). 

Of note is the work by Thornton et al. (2013), in which they built a toolkit – Auto-WEKA 

to solve the combined algorithm selection and hyperparameter optimization problem 

(CASH) based on Bayesian optimization. But, Auto-WEKA only focuses on handling 

classification problem. Auto-WEKA 2.0 adds regression algorithms and supports parallel 

runs on a single machine to improve the computing performance (Kotthoff et al. 2016). 

Meanwhile, there are a set of python libraries that support hyperparameter optimization 

with multiple machine learning algorithms, such as Hyperopt (Bergstra et al. 2015) and 

NeuPy (http://neupy.com/pages/home.html). 

http://neupy.com/pages/home.html
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Figure 16. Bibliometric analysis of hyperparameter and neural networks in terms of 

research areas (Web of Science database was used; A: keywords: hyperparameter, total 

number of articles: 2,115; B: keywords: hyperparameter and neural network, total 

number of articles: 275; please note that a single publication may be associated with two 

or more domains). 

 

The general problem-solving technique for hyperparameter optimization is based on 

brute force search or exhaustive search, which is to find the best hyperparameter set(s) 

through traversing all possible combinations of hyperparameter in a given search space. 

Because of the higher cost and time-consuming nature of brute force search, we often use 

a sampling selection approach for the selection of optimal hyperparameters. Two primary 

selection methods support applications of hyperparameter optimization: grid search and 

random search. Grid search, similar to systematic sampling, manually defines a subset of 
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the search space and then traverses all combinations of the specified hyperparameters 

(Lerman 1980, LaValle et al. 2004). Random search is more efficient than grid search 

because it randomly selects a chosen number of hyperparameters pairs from a given 

domain and then tests these combinations (Andradóttir 2006, Bergstra et al. 2011).  

However, there exist a set of limitations of hyperparameter optimization. First, we 

need to evaluate the performance of a model with every combination of hyperparameters. 

For a single evaluation process, the computing time may be acceptable, but evaluation 

time is exacerbated when training multiple models. Although some applications have 

parallel computing capabilities or automation support for performing hyperparameter 

optimization (e.g. Hyperopt, Auto-WEKA 2.0), all of them focus on addressing the 

computational efficiency at computing level (using parallel computing here). However, it 

is possible that computing performance may be improved by the information from the 

model level, such as reducing sample size (remove redundant sampled observations 

here). Second, a stochastic component usually exists in machine learning algorithms. This 

stochasticity can be addressed via repeated measures design (Batista and Monard 2003, 

Kotsiantis et al. 2007), but such solution will dramatically increase the computing needs. 

Third, the search space of hyperparameter is usually complicated, which will further 

induce more computing cost. In general, the primary challenge of hyperparameter 

optimization is to find the optimal setting of a machine learning algorithm efficiently 

(e.g. the minimal amount trials) (Lerman 1980, LaValle et al. 2004). 
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4.3. Study area and data  

Our study region is Mecklenburg County, North Carolina, which is located at the 

southwestern part of the state (see Figure 17). The Mecklenburg County includes the city 

of Charlotte, and serves as the major area of the Greater Charlotte Metropolitan Region. 

This Metropolitan Region ranks the 22nd largest metropolitan area in the United States 

with a total population of 2,380,314 in 2014 (data source from US Census Bureau, 

https://www. census.gov). Charlotte is the largest city of North Carolina, and the second 

largest city in the southeastern U.S. Also, Charlotte is home to the corporate headquarters 

of Bank of America and the east coast operations of Wells Fargo, which together with 

other financial institutions makes it the second-largest banking center in the United 

States.  

 

Figure 17. Spatial distribution of land price of single-family houses in the study area 

(Charlotte, North Carolina, U.S.A)   
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In this study, we focus on investigating the impact of social environmental variables 

on land price. We collected our datasets from Open Mapping web portal of Mecklenburg 

County (see http://maps.co.mecklenburg.nc.us/openmapping). Table 2 reports the detail 

of the datasets. We used Euclidean distance when we consider the influence of spatial 

proximity. In this study, we explore the relationship between the land price of single-

family houses and six driving factors (see Table 2). Figure 16 shows the spatial 

distribution of land price of single-family houses. 

Table 2. List of datasets collected and used in this study. 

Dataset Year Name used in 

this study 

Explanation 

Land price 2016 lp Property related information 

Uptown Charlotte 2016 dis2C Distance to city center 

Park 2016 dis2P Dataset contains Park and 

Recreation park. 

Public school 2015-2016 public_sch Dataset contains elementary, 

middle, and high schools. 

Private school 2015-2016 priv_sch Dataset contains elementary, 

middle, and high schools. 

Road 2016 dis2R Dataset contains developed 

interstate highways. 

Hospital 2016 hospital Locations of Hospitals 

 

 

4.4. Methodology  

Land price evaluation and hyperparameter optimization are the main components of 

the automated model selection for ANN-driven spatial model. One of our objectives in 

this study is to investigate how hyperparameters influence the performance of the ANN 

model. Another objective is to improve the computational efficiency using other 

approaches together with high performance computing. Also, we will give a 

recommended hyperparameter set(s) for the optimal model. In this section, we discuss the 
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land price evaluation model and the algorithm of ANN-driven hyperparameter 

optimization and then illustrate the implementation.  

4.4.1. Land price evaluation model 

We developed a land price evaluation model to investigate the relationship between 

the land price in the study region and their drivers. We focus our study on the land price 

of residential housing. Residential housing, as one section of the real estate market, is one 

of the principal components of our daily life. Real estate market is an essential part of the 

regional economy. The economic crisis in 2008 has shown that the real estate market is 

affected by such factors as employment, financial system stability, policies and so on. 

The relationship between the real estate market and the economy has been studied in the 

literature (Quan and Titman 1999, Girouard and Blöndal 2001, Quigley 2002, Mera and 

Renaud 2016). Some studies suggested that the determinant of residential land price may 

include accessibility value, amenity value, and topography (Brigham 1965, Arribas et al. 

2016).  

Thus, in this study we chose six variables as drivers of land price in our study region: 

1) distance to the center city of Charlotte (noted as x1), 2) distance to the nearest 

interstates (x2), 3) distance to the nearest public school (includes elementary school, 

middle school, and high school) (x3), 4) distance to the nearest private school (includes 

elementary school, middle school, and high school) (x4), 5) distance to the nearest park 

(x5), and 6) distance to the nearest hospital (x6). That is, our land price evaluation model 

can be formulated as: 

𝑝 = 𝑓(𝑥1, 𝑥2, … , 𝑥𝑛)         (2) 
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where p is the land price of a parcel. x1-xn are influential variables as drivers of the land 

prices associated with the parcel (n=6 here). f(.) represents the model that establishes the 

relationship of land price with its drivers. Thus, for linear regression approach, the land 

price evaluation model in this study becomes the following: 

𝑝 =  𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 + 𝑤3𝑥3 + 𝑤4𝑥4 + 𝑤5𝑥5 + 𝑤6𝑥6    (3) 

where w0-w6 are weights (or coefficients) that define the linear regression model for land 

price evaluation. These weights can be estimated by ordinary least squares (OLS), 

maximum likelihood estimation (MLE) or other estimation methods. x1-x6 are influential 

variables as drivers of the land prices associated with the parcel. 

If we use the neural network approach, the land price evaluation model f(.) can be 

represented by a neural network with one hidden layer as below: 

𝑝 = 𝑓𝑎
𝑜𝑢𝑡 (∑ 𝑤𝑖𝑗

1 𝑓𝑎(∑ 𝑤𝑖𝑗
0 𝑥𝑛))        (4) 

where 𝑓𝑎
𝑜𝑢𝑡 is the activation function for output layer neuron(s), fa is the activation 

function for neurons in hidden layers. 𝑤𝑖𝑗
𝑙=0,1,2..

 is the weight between node i in layer l to 

and node j in layer l+1. 𝑤𝑖𝑗
0  stands for the weight between the first two layers (i.e., the 

input layer and the hidden layer). 𝑤𝑖𝑗
1  means the weight between the second and the third 

layer (e.g., the hidden layer and the output layer here). 

Further, the land price evaluation model f(.) also can be written as a two-hidden-layer 

neural network as in Eq. 5: 

𝑝 = 𝑓𝑎
𝑜𝑢𝑡(∑ 𝑤𝑖𝑗

2 𝑓𝑎(∑ 𝑤𝑖𝑗
1 𝑓𝑎(∑ 𝑤𝑖𝑗

0 𝑥𝑛)))      (5) 

where 𝑤𝑖𝑗
1  is the weight between the first hidden layer and second hidden layer, and 𝑤𝑖𝑗

2  

means the weight between the second hidden layer and the output layer. 
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Weights of neural networks can be regarded as standard parameters of the neural 

network model. Thus, the linear regression model is a special type of neural network with 

linear activation function. The parameters of learning algorithms used to generate these 

weights become hyperparameters.  

4.4.2. Hyperparameter optimization 

Figure 18 illustrates the framework of hyperparameter optimization in this study. The 

framework consists of four major phases: (1) generation of hyperparameters, (2) 

acceleration of model runs using parallel computing (discussed in detail in Section 4.4), 

(3) evaluation of sampled hyperparameters (discussed in detail in Section 4.3), and (4) 

analysis of hyperparameters-derived results. 
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Figure 18. Framework of the use of hyperparameter optimization for artificial neural 

networks (ANNs). 

 

In the first phase of generation of hyperparameters, we select the examined 

hyperparameter space and then select sampled hyperparameters based on selection 

methods (e.g. grid search and random search). There are a number of hyperparameters 

that have impacts on ANNs, such as batch size, training iterations, and the number of 

hidden units. In this study, we focus on examining two representative hyperparameters 

for backpropagation feed-forward neural network modeling: learning rate and 

momentum. The updated weight formula (Eq. 6) is listed as follows: 

∆𝑤𝑖𝑗
𝑙 (𝑛) = −𝛿

𝜕𝐸(𝑛)

𝜕𝑤𝑖𝑗
𝑙 (𝑛)

+ 𝛼∆𝑤𝑖𝑗
𝑙 (𝑛 − 1)         (6) 
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where 𝛿 is the learning rate and α is the momentum term. ∆𝑤𝑖𝑗
𝑙  is the adjusted weight 

between the target output for the current training example and the output generated using 

gradient descent rule – 
𝜕𝐸(𝑛)

𝜕𝑤𝑖𝑗
𝑙 (𝑛)

. n is the step of current iteration (or epoch).  

In Section 4.2.2, we discussed the selection methods of hyperparameter optimization. 

In this study, we used both grid search and random search for comparison purpose. For 

random search, we used Latin hypercube sampling (LHS) approach (see (McKay, 

Beckman, and Conover 1979). LHS first divides the entire search space into a set of Latin 

squares, then randomly identify one or more sample points in each square. In this study, 

we investigate the efficiency and accuracy of these two sampling methods using ANNs 

with two hidden layers. Figure 19 shows the distribution of the sampled hyperparameters 

(learning rate and momentum) for grid search and random search (more detail provided 

in Results Section).  

 
Figure 19. Distribution of sampled hyperparameters (a: grid search; b: random search). 

 

Regarding the analysis of hyperparameters (Phase 4 in the framework; see Figure 18), 

it includes three modules: (1) model performance analysis of ANNs, (2) prediction 

performance analysis of hyperparameters, and (3) computing performance. For the first 

module, mean squared error (MSE) is applied as model performance metric here. For 
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continuous variables, MSE is a performance metric that has been extensively used 

(Willmott 1982, Brown 1998). Performance metrics based on the confusion matrix (e.g. 

overall accuracy, and Kappa coefficient; see (Fawcett 2006)) are suitable for categorical 

variables. In our case, given that land price is a continuous variable, the error function that 

we used for performance evaluation is MSE (see Eq. 7), 

𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑝�̂� − 𝑝𝑖)

2𝑛
𝑖=1         (7) 

where �̂�i is the estimated or predicted land price of the ith data record. pi is the observed 

value of the ith data record. n is the total number of records of the dataset. In this study, 

we also use the coefficient of variation (CV) to investigate the generalization 

performance of the model (Phase 2 in the framework; see Figure 18). CV is a measure of 

relative variability that is comparable across different parameter sets (Brown 1998). The 

formula for CV is: 

𝐶𝑉 =  
𝛿

𝜇
× 100%         (8) 

where 𝛿 is the standard deviation of a variable. 𝜇 is the average of the variable. Typically, 

a model or an algorithm is robust when CV is less than 100% (i.e., when standard 

deviation equals the average). 

4.4.3. Determining optimal sample size 

For the evaluation of selected hyperparameters, we involved spatial sampling 

approach. Sampling is to acquire a certain number of samples instead of estimating 

characteristics of the whole population due to higher cost and longer computing time for 

obtaining information from the entire population. Classical sampling theory assumes that 

data are identically and independently distributed, which is often referred to as design-

based sampling strategy (Särndal et al. 1978). In other words, in the design-based 
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sampling strategy, the sample size is fixed and the sampling locations are random. 

Sample size determination formulas based on classical sampling theory were proposed 

(shown below in Eq. 9 and 10). Eq. 9 is to determine sample size for a finite population 

(Krejcie and Morgan 1970), and Eq. 10 is for the infinite population (Godden 2004): 

𝑠 =
𝜒2𝑁𝑝(1−𝑝)

𝑑2(𝑁−1)
+ 𝜒2𝑝(1 − 𝑝)                 (9) 

𝑛 =
𝑧2𝑝(1−𝑝)

𝑑2
          (10) 

where s is sample size for a finite population based on the chi-square distribution, and n 

is for an infinite population which follows a normal distribution. χ2 is the chi-square for 1 

degree of freedom at the significant level of 0.05 (3.841 here), whereas z is the critical 

value at confidence level (e.g., 1.96 for 95% confidence level). N is population size and p 

denotes the population proportion. d as the degree of accuracy (i.e., margin of error) 

expressed as a proportion. They assumed p is 0.5 since this would provide the maximum 

sample size, and d is set to 0.05.  

A given sampling point may influence other points located close by, or even some 

distance away (Tobler 1970). Spatial sampling theory (aka, model-based sampling 

strategy), which is based on geostatistics, is to address this form of intersample influence. 

From a geostatistical perspective, the existence of spatial dependence in the search space 

implies that the independence assumption for classical sampling is not met. Spatial 

dependence occurs when information available at one location allows us to infer 

information about the other location. However, besides related fields (e.g. ecology, 

geography, evolutionary biology), the consideration of spatial dependence has not been 

discussed in other fields. But, the spatial dependence can be found in georeferenced data 

or spatiotemporal data (Legendre and Fortin 1989). Moreover, the field of geostatistics 
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provides a set of approaches (e.g., semivariogram) to estimate the spatial dependence and 

use this information to predict unknown locations under a given study. 

The semivariogram model describes the spatial dependence of the measured sample 

points. There are three characteristics of semivariogram: range, sill and nugget 

(Matheron, 1963). To provide an efficient way to consider sample size with spatial 

dependence, Griffith (2005) proposed a formula for estimating effective sample size3 

(Module 2 of Phase 3 in the framework; see Figure 18) using semivariogram models: 

𝑛∗ =
𝑛𝑖

𝑛𝑖−
𝐶1

𝐶0+𝐶1
∑ ∑ 𝑓(𝑑𝑖𝑗,𝑟)𝑛𝑖

𝑗=1,𝑗≠𝑖
𝑛𝑖
𝑖=1

𝑛       (11) 

where n* is the independent sample size, and ni is the spatially autocorrelated sample size 

(refer to the sample size from Eq. 9 or Eq. 10). f(dij, r) stands for a particular 

semivariogram model with range (r), nugget (C0), and slope (C1, C1 = sill/range), and dij 

is the distance between location i and j. The following equations are two model-specific 

cases when C0 is zero: 

spherical:  
𝑛𝑖−1

(1+251.5132
𝑟

𝑑𝑚𝑎𝑥
)1.9324

+ 1, 𝑑𝑖𝑗 ≤ 𝑟     (12) 

exponential: 
𝑛𝑖−1

(1+51.4879
𝑟

𝑑𝑚𝑎𝑥
)1.757

       (13) 

where dmax denotes the maximum distance between location i and j. Comparing with the 

equation for statistical approach, semivariogram approach considers 1) the types of 

semivariogram model (e.g., spherical, exponential, and gaussian), and 2) the spatially 

autocorrelated sample size, which is estimated from a statistical approach (Eq. 9-10). 

 
3 Effective sample size (aka, adequate sample size) is a notion defined for a sample that is statistically 

significant and the observations in the sample are correlated.  
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Thus, we can use effective sample size to adjust the experimental design and improve the 

computing performance. 

However, a hyperparameter search space may contain an infinite number of 

combinations of hyperparameter sets, and these sampled hyperparameters can only 

represent part of the hyperparameter space. Thus, we further use prediction methods to 

estimate the generalization performance of the entire hyperparameter space. There exist a 

set of interpolation methods (Krige 1978, Zimmerman et al. 1999), such as kriging and 

inverse distance weighting (IDW). The difference between kriging and IDW is that the 

former allows for the consideration of spatial dependence but the latter does not. In this 

study, we used kriging to predict and delineate the continuous patterns of CVs and MSEs 

from those of sampled hyperparameters. Kriging is a spatial interpolation method that 

makes use of semivariogram to calculate the spatial dependence between points at 

different lag distances. To address computational efficiency (Module 3 of evaluation of 

sampled hyperparameters in the framework; see Figure 18), Monte Carlo approach 

(Kalos and Whitlock 2008) was applied in this study. Monte Carlo approach can be used 

as significance testing approach. That is, the number of Monte Carlo approach required is 

statistically significant or not, thus allowing for determining the minimum number of 

repetitions of neural network runs. The minimum number of repetitions (ni) at a particular 

confidence interval is shown in Eq. 14: 

𝑛𝑖 = [
𝑧𝑆𝑥

𝐸�̅�
]2                     (14)  

where z is the critical value of confidence level (e.g., 1.96 for 95% confidence level). Sx 

denotes the sampled standard deviation, and E is the margin of error (i.e., 0.05 in the 

case). Sample mean assigns to �̅�.   



57 
 

In addition, data normalization is used to avoid unnecessary computation here. The 

entire dataset is split into a training dataset and a testing dataset for supervised learning. 

In our model, we used linear transformation approach to standardize the input data to the 

range of [0, 1] (see Eq. 15). 

𝑥𝑛𝑒𝑤 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
          (15)  

where xnew is the normalized value of a specific record for a variable. x is the original 

value of the record. xmin and xmax are the minimum and maximum of the variable. Output 

data will then be scaled back.  

4.4.4. Parallel computing and implementation  

In Phase 2 of the framework (see Figure 18), we illustrate the acceleration through 

parallel computing because the computational demand for hyperparameter optimization is 

heavy. In this study, we have n hyperparameter sets each of which needs m times of 

repetitive runs. We request k CPUs from high performance computing cluster and 

organize the set of all runs (m×n) into k subsets. Further, we could deploy k sub-sets of 

model runs into k CPUs – that is, each CPU runs mn k jobs. For example, if there are n = 

100 hyperparameters sets each repeating m = 100 runs over k = 100 CPUs, then the 

number of jobs is 100 and each CPU charges a single job. Because there is no 

communication among model runs, the parallel computing approach is the so-called 

embarrassingly parallel computing (Wilkinson and Allen 1999, Tang and Jia 2014). To 

evaluate parallel computing performance (Module 3 of Phase 3 in the framework; see 

Figure 18), we use speedup (sp in Eq. 16) and efficiency (e in Eq. 17) for evaluating the 

acceleration of parallel computing. 

𝑠𝑝 =  
𝑡1

𝑡𝑛
               (16) 
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𝑒 =  
𝑠𝑝

𝑛𝑐𝑝𝑢
            (17) 

where t1 is the sequential computing time using a single CPU and tn is the parallel 

computing time using n CPUs. ncpu is the number of CPUs used for acceleration. Speedup 

uses to calculate the acceleration rate. Theoretically, the ideal speedup (aka, linear 

speedup) is n with n CPUs. Efficiency is the ratio of speedup over the number of CPUs 

used for parallel computation (Wilkinson and Allen 1999). 

The high-performance computing cluster that we used has 59 nodes connected 

through a gigabit network to accelerate the automated hyperparameter optimization 

process. Each computing node of the high-performance computing cluster has 12 CPUs 

and 36 GBs of memory, in total 432 CPUs (dual Intel Xeon 2.93 GHz). The operating 

system of the cluster is Redhat Linux, and the job scheduling system is Torque/PBS. 

Shell scripts were used to wrap the computation of hyperparameter optimization into 

computing jobs that can be executed on the Linux cluster in parallel. The neural network 

library that we used in this study is FANN (http://leenissen.dk/fann/wp/), which was 

written in C programming language. Further, Python scripting language was used for data 

processing associated with neural network modeling and GIS analysis.  

 

4.5. Results 

In this study, we focus on examining the utility of hyperparameter optimization for 

spatially explicit modeling driven by ANNs. We organized the entire dataset into 32 

groups based on the distance to the center city of Charlotte (see Figure 20; the distance 

interval is 1km). There are two reasons that we used distance to the center city of 

Charlotte. First, cities typically expand outward from the center over time in urban 
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economics, and the center of a city is usually called downtown or uptown. When a parcel 

becomes suitable for development as the city expands, the parcels with similar distances 

may have similar start dates regarding development (Cunningham 2006). Second, a 

number of studies reported that the distance to downtown or uptown has a substantial 

influence on land price (Heikkila et al. 1989, Atack and Margo 1998, Yamazaki 2001, Hu 

et al. 2016).  

 
Figure 20.  Spatial pattern of single-family housing parcels in terms of distance to uptown 

Charlotte in the study area (Mecklenburg County, NC; city: Charlotte). 

 

Specifically, we chose one of the groups as our experimental dataset. In this case 

study, group 4 with 9254 records (parcels here) was selected: 6478 records (70%) were 

assigned as the training set, and the remaining 2776 records (30%) for testing.  
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We used the same training dataset to fit the linear regression model and the same 

testing dataset was used to predict values based on the fitted linear model. The ordinary 

least squares model was applied in this study. Table 3 summarizes the results of the linear 

regression model. The R2 of the linear model is 0.7183, and the predicted MSE based on 

the testing dataset is 0.0068. In the ANN model, the MSE of the optimal hyperparameter 

set is around 0.004 for both hyperparameter methods (reported in detail next). These 

results suggest that the ANN model has a better generalization performance than linear 

regression modeling.  

Table 3. Results of linear regression modeling (see Table 2 for definitions of these 

variables). 

Variable Coefficient 
Standard 

error 
t-statistic Probability 

Intercept 16.95 0.9359918 18.11 0.00 

dis2P 0.004 0.0001177 35.95 0.00 

dis2C 0.0006 0.0000743 7.97 0.00 

dis2R 0.00008 0.0000462 1.78 0.074 

Public_sch -0.001 0.0000640 -14.91 0.00 

Priv_sch -0.00005 0.0000338 -1.61 0.108 

Hospital -0.0015 0.00001296 -113.43 0.00 

     

R2 0.7183    

Adjusted 

R2 
0.7180    

 

 

In this study, ANNs were configured as two hidden layers with six nodes in the first 

layer and three nodes in the second layer. We applied sigmoid-type activation function 

(Eq. 18) for hidden layer neurons and linear identity activation function for output layer 

(Eq. 19).  

𝑓𝑎(𝑖𝑛) = 1 (1 + 𝑒−𝑖𝑛)⁄         (18) 

𝑓𝑎
𝑜𝑢𝑡(𝑖𝑛) = 𝑖𝑛          (19) 
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where in is the weighted sum of values of neurons from the previous layer.  

Model fitting is an important part of all quantitative models. However, because of the 

complex nature of ANNs, overfitting is a serious and common problem in training ANNs. 

There exist a set of strategies for handling the overfitting issue, such as cross-validation, 

early stopping, or ensemble learning techniques. In this study, we used testing dataset to 

detect whether the model has overfitting issue or not. We found that most learning 

processes have overfitting issue when the number of iterations reaches to 10,000 or after. 

Also, the minimal MSEs are between 0.003 and 0.004. Thus, the stopping criteria are 

based on the number of iterations (10,000 epochs) and the threshold of MSE (0.003 here) 

to avoid overfitting issue. In other words, when the training MSE is close to the threshold 

(0.003 here), or the learning algorithm reaches the number of iterations (10,000), the 

learning process will stop. We repeat each hyperparameter set 100 times, and the initial 

weights of each ANN set to 0.00.  

4.5.1 Results of Grid Search and Random Search 

The interval of learning rate and momentum of our search space set to 0.01 and 0.1. 

Range of learning rate and momentum are (0, 0.1] and (0, 1]. We applied 100 sampled 

hyperparameter sets in this study. For grid and Latin hypercube sampling, we created a 

10 × 10 square grid—i.e., the total number of square grids is 100.  

4.5.1.1. Model performance  

We used the testing MSEs to evaluate the ANN-based model performance for 

sampled hyperparameters. Figure 21 illustrates the scatterplot of averaged testing MSEs 

(generalization performance) for grid search and random search (outliers were excluded). 

The effective hyperparameter sets for grid search is 90, whereas 94 for random search. 
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For grid search, high testing errors concentrate around the regions where momentums are 

large. In particular, testing errors reach the maximum when momentum is around 0.9. 

While testing errors are also affected by learning rates: testing errors tend to increment as 

learning rates increase. Similar patterns can be observed from the scatterplot of random 

search while the parameters sets are randomly generated. In general, generalization 

performance of neural networks is high (i.e., low testing MSEs) when both learning rates 

and momentum are low. Meanwhile, low learning rates coupled with relatively large 

momentum (e.g., momentum<0.7) have high generalization performance.  

 

Figure 21. Scatterplot of averaged testing MSEs for hyperparameter sets (circle size is 

proportional to MSE, circle size from small to large stands for low MSE to large MSE; 

outliers were excluded). 
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Figure 22. Scatterplot of CVs for hyperparameter sets (circle size is proportional to CV, 

circle size from small to large stands for low CV to large CV; outliers were excluded). 

 

Figure 22 shows the scatterplot of CVs for both grid and random search with outliers 

removed. We calculated CV based on the result of the testing dataset. High CVs occur at 

those regions where learning rate and momentum are large. The highest CVs (>100%) 

appear when momentum is larger than 0.9 for random search, whereas learning rate is 

higher than 0.07 for grid search. However, there exists an outlier (CV>100% here) in grid 

search when learning rate is 0.03, and momentum is 0.2. But, the averaged testing MSE is 

small in this hyperparameter set (see Figure 19). Similarly, CVs from random search 

show relatively small values around this region.  

4.5.1.2. Optimal sample size 

As we discussed in Section 4.3.3, semivariogram is a spatial statistical approach that 

can be used to estimate spatial dependence. However, in most cases, how to determine 

the semivariogram would be a major part of spatial sampling. If the semivariogram is not 
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known, we should select some samples on a regular grid (e.g., triangular, hexagonal) to 

create the semivariogram model (McBratney and Webster 1983). Hence, we created the 

spherical semivariogram model based on 100 sampled hyperparameter sets (see Figure 19 

for distribution of sampled hyperparameter sets).  

In semivariogram analysis, the number of lags is set to 12 and lag size is 0.048. From 

Figure 23, the nugget for both random search and grid search is 0, and the range is about 

0.153 for random search and around 0.148 for grid search. This means for any two 

sampled hyperparameters, there is no spatial autocorrelation or dependence when the 

distance between the two sets is longer than 0.153 (random search) or 0.148 (grid search). 

The sill of random search (1.07×10-7) is smaller than grid search (9.676×10-6). In other 

words, the variance of sampled hyperparameter sets in random search is lower than that 

from grid search. Furthermore, according to Eq. 12, we only need 88 sampled 

hyperparameter sets instead of 383 from conventional statistics (based on an assumption 

of independence among samples; see Eq.10).  
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Figure 23. Semivariogram analysis of grid and random sampling approach (A, grid 

search; B, random search). 

 

4.5.1.3. Optimal number of repetitions 

In this study, we focus on investigating the optimum number of repetitions for each 

sampled hyperparameter set based on results from the treatment group of random search. 

Figure 24 reports estimation results of a number of repetitions (using Eq. 14) for each 

sampled hyperparameter set over a continuous hyperparameter space. Observed from 

Figure 24, when learning rate is less than 0.05 and momentum is smaller than 0.7, the 

number of repetition for each sampled hyperparameter sets is lower than 100. As learning 

A 

B 
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rate becomes large, the number of repetitions tends to increase. Similarly, larger 

momentum leads to more repetitions. However, momentum has more influence on the 

number of repetitions than learning rate. The maximum number of repetitions in this 

hyperparameter space is over 1,200 when momentum is larger than 0.9, whereas the 

minimal number of repetitions is less than 20 when learning rate is less than 0.01 and 

momentum is lower than 0.4. 

 

Figure 24. Map of the optimal number of Monte Carlo repetitions for neural network-

based spatial modeling. 

 

4.5.2 Prediction performance of hyperparameters 

Given the testing MSEs of sampled hyperparameters, we further used spatial 

interpolation (based on universal kriging) to produce a continuous surface of MSEs and 

CVs for the prediction of the generalization performance of hyperparameters. When 
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spatial dependence exists in the model, a kriging-based spatial interpolation algorithm is 

suitable for predicting the general performance.  Figure 25 shows the prediction maps of 

testing MSEs for both grid search and random search. In this prediction map of grid 

search (Figure 25a; MSE of cross-validation: 1.936×10-5), larger predicted errors occur as 

learning rate increases. Likewise, large momentum (above 0.7) also leads to high 

prediction error. Small learning rate and small momentum can obtain the lower predicted 

error. The largest error appears when momentum factor is within the range of 0.8-0.9 and 

learning rate is within 0.08-0.1.  

Figure 25b shows the prediction error map for the random search approach. As we 

could observe, prediction error will increase (MSE of cross-validation: 6.76×10-6) with 

increments in learning rates. Likewise, large momentum causes high prediction error 

when learning rate is above 0.03. The general patterns of prediction error maps for both 

grid search and random search are similar: small learning rates and small momentum lead 

to high generalization performance. This generalization performance tends to be lower 

while both learning rates and momentums become larger. That is, the generalization 

performance for both grid search and random search is consistent in general. In addition, 

these two methods obtain different results when learning rate is less than 0.02 (left-most 

in Figure 25a and b). Grid search obtains small prediction error in this region, but random 

search shows a relatively large error.  
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Figure 25. Maps of prediction performance using hyperparameters optimization (a: grid 

search; b: random search; prediction error: mean squared error). 

 

Figure 26 illustrates the maps of continuous patterns of CVs in response to learning 

rates and momentums. The value of CV was calculated based on testing MSEs for each 

sampled hyperparameter sets. For grid search, the associated MSE for cross-validation is 

374.04, whereas 343.36 for random search. As we could observe, the results of CVs 

indicate that the hyperparameter optimization for both grid search and random search are 

robust (CV≤100% for most of the hyperparameter space). The generalization 

performance is becoming worst when learning rate and momentum are large. From 

Figure 26a, largest CVs occur when learning rate between 0.07-0.1 and momentum 

between 0.5-0.9. When learning rate is 0.01, the hyperparameter optimization is the most 

stable. Random search has a similar pattern: small learning rate and small momentum 

lead to stable generalization performance (Figure 26b). However, the lowest CVs 

concentrate in smaller learning rate (i.e., learning rate < 0.03). The generalization 

performance of the hyperparameter optimization approach for both grid search and 

random search tends to be more stable when learning rates and momentums are smaller.  
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Figure 26. Distribution of coefficient of variation based on testing MSEs using 

hyperparameter optimization methods (a: grid search; b: random search). 

 

4.5.3 Parallel computing performance  

In the computing performance, the sequential computing time for grid search 

hyperparameter optimization is 1,464,177.77 seconds (about 16.95 days; based on a 

single CPU on the Linux cluster). Random search used 1,157,428 seconds (about 13.4 

days; based on a single CPU on the Linux cluster).  

In this study, we used multiple CPUs to run our model on the Linux cluster. Each job 

is in charge of 100 ensemble runs of a hyperparameter set. Scalability analysis allows for 

evaluating the change of computing performance by varying the number of CPUs. Table 

4 summarizes the computing performance of grid search and random search over a 

different number of CPUs. The number of CPUs was varied from 10 to 100 at an interval 

of 10. For grid search, the computing time dropped from 1,464,178 seconds (about 407 

hours) to 16,490 seconds (about 4.06 hours) when 100 CPUs were used. As we could 

observe, computing time tends to decrease substantially when more CPUs were 

introduced. Similarly, speedup shows an increasing pattern with increment in the number 
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of CPUs (from 9.91 to 88.79). Random search exhibits similar patterns as grid search. 

The sequential computing time for random search was 1,472,122 seconds (about 409 

hours). When 100 CPUs were involved, the computing time decreased to 24,950 seconds 

(about 6.93 hours). Correspondingly, the speedup increased from 8.56 to 59 with the 

recruitment of more CPUs.    

 

Table 4. Summary of computing performance of hyperparameter optimization over 

different number of CPUs (time unit: seconds). 

 #CPUs 
Parallel 

time 
Speedup Efficiency 

Sequential 

time 

Grid search 

10 135,803 10.78 1.08 

1,464,178 

20 74,860 19.56 0.98 

30 46,157 31.72 1.06 

40 44,549 32.87 0.82 

50 31,063 47.14 0.94 

60 32,100 45.61 0.76 

70 31,525 46.44 0.66 

80 29,146 50.24 0.63 

90 16,490 88.79 0.99 

100 16,490 88.79 0.89 

Random 

search 

10 135,504 10.86 1.09 

1,472,122 

20 79,341 18.55 0.93 

30 53,376 27.58 0.92 

40 41,614 35.38 0.88 

50 38,839 37.90 0.76 

60 40,518 36.33 0.61 

70 34,002 43.30 0.62 

80 27,785 52.98 0.66 

90 24,950 59.00 0.66 

100 24,950 59.00 0.59 

 

 

4.6. Discussions 

4.6.1. Necessity of the framework 

The configuration of neural networks has a major influence on the model 

performance. Hyperparameter optimization provides a potential solution to resolving the 
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limitations associated with the nature of neural networks (i.e., complex configuration).  

However, the existing literature or applications mainly focused on improving the 

computational efficiency at the computing level, and ignored the (spatial) dependence in 

the hyperparameter space and potential benefits that may further improve the computing 

efficiency. Therefore, it is necessary to develop a framework that allows for further 

enhancing the computational efficiency by taking into account information at the model 

level. At the same time, this framework provides support for revealing the dependence in 

the hyperparameter space, which can be leveraged for further improving the 

hyperparameter optimization.  

4.6.2. Feasibility of the framework 

In the scatterplots of average testing MSEs and CVs for sampled hyperparameter sets 

(see Figure 21-22), smaller learning rates and momentums resulted in better 

generalization performance for both grid search and random search in our case study. A 

large learning rate can accelerate the training process when the search crosses a plateau. 

However, the training of neural networks may not converge or even diverge when the 

learning rate is too high because the search jumps over steep regions or moves into 

undesirable regions (Yu and Chen 1997). Momentum can avoid local minima issue and 

accelerate the training process. However, a small momentum value may not reliably 

avoid local minima. Conversely, the large value of momentum will cause the learning 

process (i.e., search) to oscillate and prevent convergence (Yu and Chen 1997). In short, 

large learning rate or small momentum may cause local minima issues. However, the 

choice of learning and momentum are dependent on the complexity of the data and the 

objective of using ANN. Our experiment showed that the low value of learning rates and 
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relatively small momentums have better and reliable generalization performance. 

However, a learning rate between 0.2 to 0.5 and a momentum term between 0.4 to 0.5 

seem to provide the appropriate combination of the pavement performance model (Attoh-

Okine 1999). Further, learning rate plays a dominant role (compared to momentum) in 

our hyperparameter optimization process. In our case study, the low value of learning 

rates (0.01-0.04) with momentums less than 0.6 are more appropriate for training ANN-

based land price evaluation.  

4.6.2.1. Semivariogram-based spatial sampling for handling inter-sample dependence 

Spatial statistical approaches used in this study, represented by semivariogram and 

spatial interpolation, provide support for hyperparameter selection of neural network-

based modeling. The effective sample size approach based on spatial autocorrelation 

proposed by Griffith (2005) allows for determining the appropriate sample size by 

considering (spatial) autocorrelation among sampled observations. Based on Griffith’s 

(2005) effective sample size approach, we only needed 88 sampled hyperparameter sets 

(with consideration of spatial autocorrelation) instead of 383 suggested by conventional 

statistics (without taking into account dependence among hyperparameter samples). The 

difference between classic sampling strategy (statistics here) and semivariogram-based 

spatial sampling strategy is that spatial sampling determines a minimal sample size by 

considering spatial dependence or here inter-sampled dependence in the hyperparameter 

space. The benefits of semivariogram-based spatial sampling have been well 

acknowledged over the past few decades in soil science (McBratney and Webster 1983, 

Flatman and Yfantis 1984, Lark 2002).  However, the use of spatial sampling in other 

fields remains limited. In this study, the semivariogram results from grid search, and 



73 
 

random search suggested that dependence among samples exists in hyperparameter 

space. Yet, a traditional semivariogram supports 2-dimensional space. It can be used in 

high-dimensional space, i.e., the multivariate semivariogram (Pebesma 2004, 

Wackernagel 2013). We will investigate the capability of multivariate semivariogram in 

hyperparameter optimization in future research.  

According to our findings, the minimal sample size for hyperparameter selection is 

substantially reduced when autocorrelation is considered. This decrease in sample size is 

significant because of the computationally challenging nature of hyperparameter 

selection. In the experiment reported in this study, each hyperparameter set will require 

about 3.2 hours of computing time (average computing time for 100 repetitions). Thus, 

reduction in effective sample size (from 383 to 88 here) based on the use of spatial 

statistical approaches in this study can greatly decrease the computational demand for 

hyperparameter optimization. Furthermore, the variance of sampled hyperparameter sets 

in random search is lower than those from grid search. This finding is consistent with 

McBratney and Webster (1983) and Delmelle (2014), both of which suggested that 

random sampling is often preferred over systematic sampling. In particular, random 

sampling is more suitable than systematic sampling for the estimation of semivariogram 

results. Bergstra et al. (2011) and Bergstra and Bengio (2012) also suggested that random 

search can find models with more accuracy and efficiency than grid search in terms of 

configuring the hyperparameters of the neural network.  

4.6.2.2 Spatial interpolation for prediction of generalization performance 

The estimation of points with unknown values or missing data is well documented 

(Creutin and Obled 1982), and spatial interpolation was usually involved (Lam 1983, 
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Mitas and Mitasova 1999). Kriging-based spatial interpolation method helps us to 

generate the continuous surface on the hyperparameter space. Integrating spatial 

interpolation with hyperparameter optimization could convert discrete representation 

(from samples) into the continuous surface. That is, spatial interpolation can predict the 

continuous hyperparameter space based on discrete sampled hyperparameter sets. In the 

prediction map based on spatial interpolation (Figure 25), the generalization performance 

for both grid search and random search tends to be lower when both learning rates and 

momentums become larger. In the meanwhile, we generated the continuous surface for 

robustness analysis using spatial interpolation. Our prediction results (see Figure 26) 

demonstrated that the generalization performance of the hyperparameter optimization 

approach for grid search and random search tends to be more stable when learning rates 

and momentums are smaller. The prediction ability of spatial interpolation has been 

examined by a number of studies in different fields, such as estimating missing data in 

climate change or hydrology (Tabios and Salas 1985, Jeffrey et al. 2001), or mapping of 

soil properties (Robinson and Metternicht 2006). However, the use of spatial 

interpolation in hyperparameter optimization has not been fully investigated. In this 

study, our results here provide evidence for the feasibility of prediction of spatial 

interpolation methods in hyperparameter space. In addition, the results of spatial 

interpolation illustrated the spatial variability of the hyperparameters studied. This would 

enable the identification of direction for future selection of hyperparameters. The future 

selection is also known as second-phase sampling strategy, which takes additional 

samples to improve the overall prediction accuracy (Delmelle 2014). However, additional 

samples are usually collected from the maximum kriging variance area (Delmelle and 
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Goovaerts 2009). Whereas, in hyperparameter optimization, additional samples should be 

selected from the space that has better generalization performance. Second-phase 

sampling will refine the optimal hyperparameters and further show the variation at small 

scale. 

In general, the optimal hyperparameters and effective sample size are dependent on 

the data and structure of ANNs. Hence, for each case study, it is better to use the 

hyperparameter optimization framework that we proposed to find the suitable settings for 

ANNs. Meanwhile, all of these benefits brought by this framework will give us more 

flexibility and capacity in terms of applications of the ANN approach into the modeling 

of complex adaptive spatial systems. 

4.6.3. Computing performance 

We employed a set of strategies to resolve the computational challenge of 

hyperparameter optimization. At computing level, the results demonstrated that high 

performance computing substantially improves computing performance. Speedup is 59 

with 100 CPUs– i.e., the entire experiment of random search needs 6.93 hours with 100 

CPUs instead of 321.51 hours (about 13.4days) based on 1 CPU. A number of 

applications and studies used parallel computing infrastructure in their hyperparameter 

optimization, and demonstrated the capability of high performance computing in 

accelerating the selection process of hyperparameter optimization (Bergstra et al. 2015, 

Kotthoff et al. 2016). However, the computational challenge at model level can be further 

addressed by leveraging information at the model level (spatial statistical approaches 

here). Semivariogram-based spatial sampling was involved in this study to estimate the 

effective sample size, and a Monte Carlo approach was applied to find the optimal 
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number of repetitions for each hyperparameter set. Based on our results, the estimated 

computing time for the entire experiment is decreased to 281.6 hours (about 11.7 days) 

based on 1 CPU (about 1.7 days of reduction in computing time due to the introduction of 

spatial statistics approach). The optimal number of repetitions is less than 100 when the 

learning rate is less than 0.05 and the momentum is smaller than 0.7 using the approach 

suggested in this study. 

 

4.7. Conclusion 

In this study, we presented an automated hyperparameter optimization framework for 

the ANN-based spatial explicit modeling. Our approach demonstrated the utility of 

hyperparameter optimization in the GIScience domain and, in return, hyperparameter 

optimization could benefit from spatial statistical methods with respect to handling 

challenges facing hyperparameter optimization. To the best of our knowledge, this 

approach is the first in terms of using spatial statistical methods to facilitate and enhance 

hyperparameter optimization. Further, we showed that spatial interpolation algorithms 

could be applied to generate the continuous performance surface of hyperparameters. The 

neural networks selected through the two search methods outperform traditional linear 

regression modeling, and the generalization performance of the two search methods is 

consistent. Results in this study suggested that random search is more effective than grid 

search for the identification of optimal setting of hyperparameters associated neural 

network-based spatial modeling. 

This hyperparameter optimization framework allows for integrating hyperparameter 

optimization and spatial statistical methods. The automated hyperparameter optimization 
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approach addresses the limitations from traditional model configuration methods (e.g. 

trial and error) typically in the GIScience domain. Spatial statistical methods showed 

great potential in addressing the limitations of hyperparameter optimization (due to its 

independence assumption). Semivariogram-based spatial sampling strategy first revealed 

spatial dependence in hyperparameter space, then provided support for estimating 

effective sample size that considers spatial dependence. Furthermore, spatial interpolation 

methods showed their utility in predicting continuous patterns on a given hyperparameter 

space. 

Because of higher cost and time-consuming nature of hyperparameter optimization, 

computational efficiency is the major challenge. Existing applications and our approach 

have demonstrated that high performance computing can address this challenge at 

computing level. More importantly, our study illustrated that spatial statistical approaches 

as a model-level solution could handle the computational bottleneck of hyperparameter 

optimization. For example, the spatial sampling strategy could reduce sample size 

(compared with conventional statistics) when spatial dependence exists, and 

semivariogram provides a suggestion for determining the suitable sampling methods.  

Our future work will focus on a set of threads. First, we used two-dimensional 

(learning rate – momentum) hyperparameter space in this study. We will extend our 

approach into a higher-dimensional hyperparameter space such as three dimensions 

(learning rate – momentum – training iterations). Second, we will investigate the utility 

of second-phase sampling strategy in hyperparameter optimization. The second-phase 

sampling strategy aims to optimize the sampling design and investigate the spatial 

variability of hyperparameter optimization at small scale. Third, we will extend the 
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automated selection framework in more use cases to examine the applicability of this 

hyperparameter optimization framework that takes into account spatial characteristics in 

hyperparameters. Forth, we will involve more hyperparameter optimization methods in 

our framework, such as genetic algorithm. Fifth, the vanishing gradient problem was 

found in training a neural network with gradient-based backpropagation learning 

algorithm. Although this problem greatly affects deep learning (the minimal number of 

hidden layers is greater than 3), vanishing gradient problem is a worthy considering 

problem in our future work. 
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CHAPTER 5: STUDY II. SPATIALLY EXPLICIT HYPERPARAMETER 

OPTIMIZATION OF NEURAL NETWORKS ACCELERATED USING HIGH-

PERFORMANCE COMPUTING  

 

The major purpose of this chapter is to demonstrate the performance of the 

automated spatially explicit hyperparameter optimization (corresponding to objective 2). 

More specifically, I use the same case study area and datasets as Chapter 4 to illustrate 

the proposed spatially explicit hyperparameter optimization approach. 

 

5.1. Introduction 

The power of neural networks has been proved by a number of studies, but the 

selection of hyperparameters of neural networks (i.e., parameter settings) is still a “black 

or grey box” for a series of research fields, such as geography. Since the last century, a 

number of researchers suggested that good results depend on appropriate 

hyperparameters of neural networks and problem-specific parameter settings. Past 

experiences of hyperparameter optimization demonstrated that the searching surface of 

hyperparameters is “vast, undifferentiable, epistatic, complex, noisy, deceptive, 

multimodal surface” (P381) (Miller, Todd, and Hegde 1989). And, the number of 

possible hyperparameter sets can be unbounded, and changes in those hyperparameter 

sets should have a discontinuous effect in order to achieve a stable and accurate result 

(Miller, Todd, and Hegde 1989, Weiß 1994, Branke 1995). Moreover, these researchers 

mentioned that a global hyperparameter optimization approach is needed for examining 

hyperparameters of neural networks, such as evolutionary algorithm-based 

hyperparameter optimization (Branke 1995).   
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EAs have four main operators, including initialization, representation, selection, and 

variation operators. Only individuals get a competitive possibility, which is based on their 

fitness values, to survive long enough to produce next generation. Also, EAs reduce the 

risk of converging to local optimum because EAs search multiple regions (different 

chromosomes here) in the search space simultaneously and use the probabilistic rules to 

guide the search (Branke 1995). This searching process, in turn, can be seen as a topology 

surface defined by trained network performance with related hyperparameters (Miller, 

Todd, and Hegde 1989). For more details of EA, see Section 2.4. 

A number of researchers already applied EAs to the hyperparameter optimization 

study for neural networks. Jin et al. (2004) applied EAs to minimize the approximation 

error and find the appropriate regularization terms. They used the scalarization approach 

to transform bi-objective to one objective. Meanwhile, they take advantage of another 

feature of EAs—their ability to run multiple models at the same time. Recently, some 

studies optimize deep learning hyperparameters through EAs. Multi-node Evolutionary 

Neural Networks for Deep Learning (MENNDL) was proposed to automatically select 

optimal hyperparameters of convolutional neural networks based on GAs (Young et al. 

2015). In order to address the computing challenges, they implemented MENDL in the 

high-performance and parallel computing platform. But, they found that EAs are unable 

to maximize the use of available computing resources. In other words, the computing 

time for models with different hyperparameters is significantly varying. Some processors 

might finish earlier and stay idle. 

As Zheng et al. (2019) discussed, hyperparameter optimization with consideration of 

spatial dependence could improve model- and computing-level computing performance. 
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Also, methods from GIScience (spatial statistics) could explore the landscape of 

hyperparameter space, and generate generalization performance based on sampled 

hyperparameters. However, there are several limitations in their study. First, their 

hyperparameter optimization approach is a manual approach. The sampled 

hyperparameters are manually selected through sampling methods. Second, although they 

discussed second-phase sampling strategy is important and necessary to find the accurate 

and stable results, they did not incorporate second-phase sampling strategy into their 

framework. Third, the ability of exploration and exploitation is weak in their framework. 

Thus, an automated and comprehensive hyperparameter optimization framework with 

consideration spatial dependence is necessary for addressing these limitations.  

The rest of this study is organized in the following manner. Section 5.2 discusses 

study area and related datasets, the methodology of spatially explicit hyperparameter 

optimization is presented in Section 5.3. Section 5.4-5.6 present implementation, 

experimental results and discussions. The conclusion is shown in Section 5.7. 

 

5.2. Study area and data 

The study area in this case study is Mecklenburg County, North Carolina, USA (see 

Figure 27). The largest city in Mecklenburg County is Charlotte with 905,318 population 

in 2020, whose population ranks 15th in the USA. Also, Charlotte is one of the fastest-

growing cities, around 60 people moving to Charlotte every day. The median housing 

price (sales price) in April 2020 was $290,380, which has 11.7% year-over-year change. 

Over 4,500 housings (including single-family houses, townhouses, condos/apartments) 

were sold between January to April, 2020.   
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Figure 27. Map of land price of single-family houses in Charlotte, North Carolina 

   

Followed Zheng et al.’s study (2019), in this study, I adopt six driving factors to 

investigate the relationship between social environmental variables and land price of 

single-family houses. All datasets were obtained from Data Center of Mecklenburg 

County (http://maps.co.mecklenburg.nc.us/openmapping), including land price, location of 

uptown Charlotte, locations of parks (includes recreation parks and greenways), locations 

of public and private schools (includes elementary, middle and high schools), locations of 

major roads, and locations of hospitals. All distance-based variables are Euclidean 

distance. I selected a part of records as the experimental dataset, please refer to Zheng et 

al. (2019) for more information. The experimental dataset has 9.254 records, I further 

split them into a training dataset (6,478 records; 70%) and a testing dataset (2,776; 30%).  

 

http://maps.co.mecklenburg.nc.us/openmapping
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5.3. Methodology  

The framework covers three modules, generations of sampled hyperparameters, 

evaluation of sampled hyperparameters, and hyperparameter analysis. In order to 

implement and automate spatially explicit hyperparameter optimization approach, three 

components (e.g., automatic search of hyperparameters, spatial prediction of 

hyperparameter space, and acceleration of hyperparameter search) involve in the 

framework. EA (automatic search of hyperparameters component) is used to automate the 

framework from generation of sampled hyperparameter to evaluation of sampled 

hyperparameters. Spatial interpolation methods (spatial prediction of hyperparameter 

space component) focus on examining the spatial dependence of sampled 

hyperparameters and generating a continuous space based on those discrete sampled 

hyperparameters. HPC is in charge of accelerating the hyperparameter search from 

computing-level. For detailed information about this framework, please see Chapter 3 

and Zheng et al.’s study (2019). 

 

 5.4. Implementation 

Learning rate and momentum are examined in this case study. Moreover, referring to 

other cases of applying EAs in the field of spatial problems (Xiao, Bennett, and 

Armstrong 2002, Bennett, Xiao, and Armstrong 2004, Cao et al. 2011, Cao et al. 2014), 

the total size of population, the number of generations, crossover rate, and mutation are 

set to 100, 100, 0.8, and 0.01, respectively.  

I apply the automated spatially explicit hyperparameter optimization approach in a 

Linux computing cluster (Copperhead) from University Research Computing at the 
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University of North Carolina at Charlotte (https://urc.uncc.edu/). Copperhead cluster has 

88 nodes with CPU (1980 computing cores) connected through an infiniband 

interconnect network and eight nodes with GPU (80 computing cores). The spatially 

explicit hyperparameter optimization approach is written in Python scripting language. 

The libraries that we used in this study are Keras (https://keras.io/), TensorFlow 

(https://www.tensorflow.org/), PyKrige  (https://pypi.org/project/PyKrige/), and pandas 

(https://pandas.pydata.org/).  

 

5.5. Results 

5.5.1. Model performance 

Testing MSEs was used to evaluate the performance of spatially explicit 

hyperparameter optimization. The maximum number of generations in this study is set to 

100. Figure 28 illustrates the learning curve and distribution of testing MSEs 

(generalization performance) for the conventional EA-based hyperparameter optimization 

and our proposed approach. These scatterplots show the distributions of the original 

sampled points, the middle generation of the evolutional process, and the last generation 

that has the convergent results (i.e., the error difference among five generations is less 

than 0.1%). The ranges of learning rate and momentum in this case study are from 0 to 

0.01 and from 0 to 1, respectively.  

From the results of learning curves, we could observe that my approach can get the 

converged result more quickly than the conventional approach. In other words, the 

learning curve of the conventional approach has a constant pattern after the 80th 

generation (Figure 28A), whereas my approach only needs around 30 generations (Figure 

https://urc.uncc.edu/
https://keras.io/
https://www.tensorflow.org/
https://pypi.org/project/PyKrige/
https://pandas.pydata.org/
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28B). The scatterplots of MSEs visualize the training process. For those two approaches, 

high testing errors concentrate around the upper right and right regions during the entire 

process. The highest testing errors were caused by relatively larger learning rates (above 

0.005) and larger momentum (above 0.7). In general, smaller values of learning rate and 

momentum cause a high generalization performance of neural networks. In the 

meanwhile, spatially explicit hyperparameter optimization approach uses less computing 

time to get the final results.  
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5.5.2. Prediction performance of hyperparameters 

Figure 29 shows the prediction maps for conventional EA-based hyperparameter 

optimization approach and spatially explicit hyperparameter optimization approach. In 

the processes of EA-based hyperparameter optimization approaches, larger predicted 

errors concentrate on the upper right and upper right corner regions, particularly when 

momentum is greater than 0.8. The patterns in the middle region (i.e., learning rate is 

from 0.003 to 0.007 and momentum is from 0.3 to 0.6) of those prediction maps were 

continuously changed. The lower prediction errors occur in the leftmost region (learning 

rate is less than 0.002).  

The prediction maps of the conventional EA-based approach is shown in Figure 29A 

(RMSE4s of cross-validation is 2.35×10-3). The increasing learning rates along with 

larger predicted errors. A higher prediction error occurs when momentum is larger than 

0.8. We can obtain lower predicted errors with small learning rate (<0.002) and 

momentum (< 0.5). For the prediction maps using spatially explicit hyperparameter 

optimization approach (Figure 29B), RMSEs of cross-validation is 1.62×10-3. In other 

words, the predicted error will slightly increase with increments in learning rates. Larger 

momentum (above 0.7) causes a higher predicted error. In addition, these two approaches 

obtain different results in the middle region (learning rate is from 0.003 to 0.007 and 

momentum is from 0.3 to 0.6). The pattern of the conventional approach has a smooth 

pattern, but our approach shows there are some hummocks and hollows. One of the 

reasons is that the prediction map of our approach is updated each generation by 

 
4 Root mean squared error (RMSE) is the square root of mean squared error (MSE).  
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considering spatial dependence, and all sampled points during the entire process are used 

to generate the final prediction map.  

Figure 30 shows the continuous patterns of standard errors for spatially explicit 

hyperparameter optimization approach. Standard error is used to refer to the standard 

deviation of a statistical sample population. Standard error serves as a measure of 

variation, the smaller the standard error, the result is more accurate, and the sample 

population is more representative of the overall population. The RMSE for cross-

validation for the standard error is 3.16×10-3. The results indicate that my approach is 

robust and accurate (most standard errors are less than 2.5×10-3). The generalization 

performance is high when small values of learning rate and momentum are used. 

Specifically, the largest standard errors concentrated in the area with learning rate 

between 0.005-0.01 and momentum between 0.6-1.0. The most stable results are located 

in two areas: 1) learning rate is less than 0.003 and momentum within the range of 0.2-

0.5 and 0.7-1, or 2) learning rate between 0.006-0.01 and momentum is less than 0.5. 

However, relatively larger standard errors occur when relatively large values of learning 

rate (> 0.005) and momentum (>0.6).  
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Figure 30. Distribution of standard error based on testing MSEs using spatially explicit 

hyperparameter optimization approach. 

 

5.5.3. Parallel computing performance 

In this study, I assigned the entire task into 100 sub-tasks because there are 100 

sampled hyperparameter sets in each generation. That is, each CPU works on a single 

sampled hyperparameter set. The estimated computing time (1 CPU used) of spatially 

explicit hyperparameter optimization approach was around 1,169,280 seconds (about 

324.8 hours) when 100,000 sampled hyperparameter sets involved. When I applied 

spatially explicit hyperparameter optimization on the HPC platform (Linux-based 

computing cluster), the computing time decreased to 77,868 seconds (about 21.6 hours). 

The speedup was around 15. From Figure 28, the proposed EA-based hyperparameter 

optimization can further reduce the computing time because it uses fewer generations to 
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get the convergent results. By considering the convergency (converged at 40th 

generation), the hyperparameter optimization approach proposed in this study, only 

needed 31,104 seconds (estimated value; about 8.64 hours). The speedup increased to 

34.38 when our approach was adopted. 

 

5.6. Discussions 

In Zheng et al.’s study, they already demonstrated the ability of hyperparameter 

optimization by taking into account spatial dependence (Zheng, Tang, and Zhao 2019). In 

this study, an automated and comprehensive framework of spatially explicit 

hyperparameter optimization approach is proposed, which considers spatial dependence, 

landscape of hyperparameter space, and multiple optimization results at the same time.   

5.6.1. The prediction of generalization performance 

In the prediction maps of generalization performance (see Figure 29), both the 

conventional approach and spatially explicit approach have a better generalization 

performance when learning rates and momentums are small. As we know, learning rate 

controls how much to change the model in response to the estimated error when the 

model weights are updated. In this case study, the range of learning rate is set to 0 to 

0.01, which are relatively small values for learning rates in most neural network-based 

spatial models. Although learning rate does not show the prominent influence in this case 

study, smaller learning rates have better generalization performance. Momentum can 

accelerate the training process and avoid local minima issue (Yu and Chen 1997). The 

result of the influence of momentum is that relatively smaller momentums and learning 

rates have better and stable generalization performance.  
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Furthermore, in order to check the uncertainty of the generalization performance, the 

continuous surface was generated based on standard errors of the generalization 

performance. Standard error is measuring the variability of the sampled population. The 

higher the value, the result has lower accuracy because it is not a good estimate of the 

population parameter. The prediction results of standard errors (Figure 30) show that the 

generalization performance of our approach tends to be more stable and accurate with 

small values of learning rates and momentum. One of the reasons is that the sampled 

hyperparameter sets with lower MSEs may have a larger chance to keep in the EA 

process, and more sampled hyperparameters that are located in the lower MSE areas are 

generated during the EA process.  

Standard second-phase sampling strategy usually collects additional samples from 

low accuracy areas (Delmelle 2014), which will increase computing time and obtain 

inappropriate results (Delmelle and Goovaerts 2009). The hyperparameter optimization 

approach proposed in this dissertation not only add the second-phase sample strategy into 

the framework, but also collect additional samples from the area that has better 

generalization performance. Therefore, our hyperparameter optimization approach has a 

better model-level performance than the conventional EA-based hyperparameter 

optimization approach.  

5.6.2. Computing performance 

Although a series of studies used EA-based hyperparameter optimization approach to 

find the suitable hyperparameters for machine learning algorithms, such as artificial 

neural networks (Leung et al. 2003), support vector machine (Wu et al. 2007), and deep 

learning techniques (Young et al. 2015), there is no study that incorporates the landscape 
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pattern of the search space during the searching process. From Figure 28, we can see that 

when the landscape pattern of the search space involved, the speed of convergence is 

substantially improved. The average computing time for conventional EA-based 

approach with 100 population size (i.e., 10,000 sampled hyperparameters, including 

duplicate sampled hyperparameters) and 100 generations need 20.3 hours. However, our 

EA-based approach only needs around 8 hours to complete the task and get similar results 

as the conventional EA-based approach do. From the computing results of Case Study I, 

the estimated parallel computing time is 281.6 hours even though we use effective sample 

size and high performance computing (i.e., we run the 88 sampled hyperparameters 100 

times using 88 CPUs).  

Moreover, Xiao et al. (2002) mentioned that prior knowledge can be used to design 

the crossover and mutation, and then convergence would be expedited. In this study, my 

results demonstrated that prior knowledge (the results from spatial interpolation) can 

expedite convergence and reduce the computing time (Figure 28). These findings are 

consistent with Xiao et al.’s study.  

 

5.7. Conclusion 

In this study, I presented an automated spatially explicit hyperparameter optimization 

framework, which covers three components: automatic search of hyperparameters, spatial 

prediction of hyperparameter space, and acceleration of hyperparameter search. This 

framework aims to explore the landscape of hyperparameter space and further accelerate 

the computing performance at model- and computing-level. The results of generalization 

performance demonstrated that the framework could help in exploring and exploiting the 
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landscape of hyperparameter space, and provide accurate and stable results. Also, from 

the learning curves, my approach achieved a similar result as a conventional EA-based 

hyperparameter optimization approach with less computing time, which showed that my 

approach can further reduce computing time.  

Future works will focus on the following three aspects. First, I will add more 

hyperparameters in this framework. Second, I will extend the current framework to other 

machine learning algorithms, such as random forest or convolutional neural networks. 

Third, I will compare the performance of the current framework with the latest 

hyperparameter optimization approaches, such as Population Based Training for neural 

networks, and further improve the performance of this framework. 
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CHAPTER 6: STUDY III. AN INTEGRATION OF SPATIALLY EXPLICIT 

HYPERPARAMETER OPTIMIZATION WITH CONVOLUTIONAL NEURAL 

NETWORKS-BASED SPATIAL MODELS 

 

 

In this chapter, the study shows the performance of an integration of spatially explicit 

hyperparameter optimization approach with other machine learning algorithms (links to 

objective 3). That is, I adopt a land change model with an integration of neural networks 

and cellular automata. 

 

6.1. Introduction 

The factors of dynamic land changes are important contributors to understand and 

interpret changes of natural systems (e.g., watershed ecosystem) and human systems 

(Tang and Yang 2020). With the increasing population in the world, land cover and land 

changes becomes a popular topic. Urbanization is one of the hot topics in land cover and 

land change domain. According to the 2018 Revision of World Urbanization Prospects 

from United Nations Department of Economic and Social Affairs (UNDESA), 55% of 

the total population lived in urban areas. In 2050, the number is expected to increase to 

68% (UNDESA 2018). The process of urbanization causes land changes, and leads to 

urban land expansion and threaten natural systems (Wang and Zhang 2001). A review 

paper mentioned climate changes, land use and land cover changes, and human activities 

are closely linked to changes in wetland landscape patterns (Bai et al. 2005). 

A number of land change models have been developed to handle the nonstationary 

process and gain insight into human-environment interactions. Cellular automata (CA) 
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and its related extensions (e.g., CA-Markov models, CA-based future land use simulation 

models, hybrid CA and neural network models) (Li and Yeh 2002, Liang et al. 2018, Li 

and Reynolds 1997), and agent-based models (ABMs) are the most commonly used 

approaches in landscape change simulation. Both CA and ABMs are bottom-up 

simulation approaches, consider the neighborhood information and use the demand-

allocation framework (Batty and Xie 1994, Castle and Crooks 2006). However, the size 

of neighborhood in CA is fixed, while the size of neighborhood in ABMs can be changed 

vary on time because agents are free to move and interact with others or with their 

environments. Furthermore, the structure of CA is simple and flexible, but it usually only 

follows a few rules to update the state, whereas ABM allows us to simulate the complex 

and uncertain landscape changes and provide more realistic simulations.  

Although a series of studies of CA and ABMs revealed that we could simulate 

complex geographic processes based on several simple rules and a few spatial variables 

(Li and Yeh 2000, He et al. 2018), the complicated geographic process cannot examine 

thoroughly by using CA and ABMs. With the development of computer technology, 

more and more studies use machine learning algorithms (e.g., artificial neural networks, 

random forests, genetic algorithm, and support vector machines) to optimize the 

hyperparameters of a simulation model and obtain the best result efficiently (Choi, Liu, 

and Chan 2001, Li and Yeh 2002, Yang, Li, and Shi 2008, Biau 2012, Li et al. 2013, He 

et al. 2018). However, traditional machine learning algorithms have the ability to 

optimize simulation models, but they still have some limitations. One of the limitations is 

that it is hard to get a better simulation accuracy (Lin and Li 2015, He et al. 2018). 

Another limitation is that when most traditional machine learning algorithms explore 
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each land unit (cell here) in evaluating development suitability according to a set of 

driving factors, they usually ignore the neighborhood effect with those cells (Li and Yeh 

2000, He et al. 2018, Zhai et al. 2020). Some pioneers found that convolutional neural 

networks (CNNs), which is a deep learning algorithm, can address these limitations (He 

et al. 2018, Zhai et al. 2020).  

CNNs are a type of artificial neural networks, and the basic network structure of CNN 

is similar to feedforward artificial neural networks (see Section 2.1). CNNs are made up 

of an input layer, hidden layer(s), and an output layer. However, the hidden layers have 

three types to build CNN architectures: convolutional layer, pooling layer, and fully 

connected layer. The basic architecture of CNN is shown in Figure 31. The input of CNN 

is converted to a tensor that abstracts multiple feature maps with shape information 

through the convolution layer (LeCun, Bengio, and Hinton 2015). Pooling layers usually 

follow convolution layers. The role of pooling layers is to decrease the computational 

demand and reduce the dimensions of the data. There are two types of pooling: local 

pooling and global pooling. Local pooling usually combines small clusters, the most 

common form is the size of 2 x 2. While global pooling with pool size equals to the size 

of the input. In addition, pooling can be computed using max or average function. Max 

pooling returns the maximum value from each of the clusters. On the other hand, average 

pooling returns the average value from the cluster. For example, we have 4 numbers in a 

2 x 2 cluster (e.g., 1, 3, 3, 9). It returns 9 when we use max pooling, or 4 if we use 

average pooling. Each node in the fully connected layer connects every node in the 

previous layer. The purpose of the fully connected layer is to take advantage of the 

features from convolution and pooling layers to classify the input into different classes 
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according to the training dataset (Krizhevsky, Sutskever, and Hinton 2012, LeCun, 

Bengio, and Hinton 2015, Schmidhuber 2015). 

 

Figure 31. Basic structure of a CNN. 

 

The architecture of CNNs is designed to capture the spatial and temporal 

dependencies from the input through a set of relevant filters (LeCun, Bengio, and Hinton 

2015). In other words, CNNs consider the neighborhood effect for each cell. CNNs have 

been used in image recognition, computer vision, and natural language processing 

(LeCun, Bengio, and Hinton 2015), and a number of scholars from geography-related 

fields also applied CNNs into geographic studies. For instance, Jean et al. (2016) adopted 

CNNs to extract information from high-resolution satellite imagery in order to estimate 

consumption expenditure and asset wealth in Africa. Du et al. (2018) developed a scheme 

for analyzing measles outbreak using Twitter data and CNN models. Yao et al.  (2018) 

proposed Convolutional Neural Network for United Mining (UMCNN) for mapping 

urban housing prices using spatial data from different resources at a very fine resolution. 

At the same time, He et al. (2018) involved CNNs to get better simulation results for 

urban growth simulation process.  
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Although the effectiveness and utilities of CNNs in land change models or other 

geography-related studies have been demonstrated by the pioneers, how to automatically 

adjust the hyperparameters of CNNs still an open question in those studies. Most of these 

pioneers mentioned that their future work will investigate how to adjust hyperparameters 

of CNNs in order to improve the overall accuracy and efficiency. Thus, the purpose of 

this case study is to examine the capabilities of spatially explicit hyperparameter 

optimization approach for improving the overall accuracy and efficiency of current deep 

learning-based (CNNs) spatial simulation models.  

Section 6.2 provides a literature review about hyperparameters in CNNs. Section 6.3 

presents the study area and data. Section 6.4 discusses the experimental design of this 

study, which includes the setting of CNNs, CNN-CA model, and implementation. Section 

6.5-6.6 present experimental results and discussions. The conclusion is shown in Section 

6.7. 

 

6.2. Hyperparameters of convolutional neural networks 

 CNNs are a very powerful machine learning technique, but, overfitting is a serious 

problem (Srivastava et al. 2014). CNNs involve the idea of ensemble technique, which uses 

the average result from all possible model configurations as the final result. However, even 

though ensemble techniques have a strong ability to reduce overfitting, it requires an 

additional computational expense of training and the high demand for storing multiple 

models. It is still a challenge for ensemble techniques if the models are large and 

complicated (Salakhutdinov and Mnih 2008, Xiong, Barash, and Frey 2011, Srivastava et 

al. 2014). Dropout is an important hyperparameter in deep learning that can address 
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overfitting issues, expensive computation, and large storage space. Dropout was first 

introduced by Hinton and Krizhevsky (Hinton et al. 2012, Krizhevsky, Sutskever, and 

Hinton 2012), and then Srivastave et al. (2014) further discussed how to use dropout to 

reduce overfitting. The mechanism of dropout is that it randomly and temporarily removes 

one or more units from the network in the training process. In the testing process, we use 

all units in the networks and trained weights to get the results based on the testing dataset.  

The trained weights are scaled-down by the “removing probabilities”. For example, if we 

run the network 10 times and a unit is removed 5 times, the outgoing weight of this unit 

will be multiplied 0.5 ((10-5)/10).  

The dropout refers to the percentage of dropping out units. I use dropout of 0.6 as an 

example to show the working process of the dropout neural network model (Figure 32). 

In this example, the number of hidden nodes is 5 and the dropout is 0.6, which means 3 

(5*0.6) hidden nodes will be temporarily removed from the network. The independent 

Bernoulli random variables5 assign to each unit and each of them has probability p of 

being 1 (i.e., how many units will be used in the network). Besides the overfitting issue, 

dropout can handle the computational challenge for ensemble techniques because the 

architectures of networks are different for each iteration (Hinton et al. 2012, Srivastava et 

al. 2014). Please refer to Srivastava (2014) for more information about dropout.  

 
5 A Bernoulli random variable is the simplest kind of random variable that has only two possible outcomes. 

It takes on 1 if an experiment is success with probability p and 0 otherwise.    
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Figure 32. The basic structure of network with dropout (B is bias). 

 

Although dropout significantly reduces the overfitting issue in CNNs, starting with a 

high learning rate, then it decays during the learning process provided a significant boost 

in model performance (Hinton et al. 2012). Moreover, dropout with regularization 

methods (e.g., L2, max-norm, and KL-sparsity) gives a lower generalization error 

(Srivastava et al. 2014). Thus, in this study, I also involve a regularization method (L2 

here) to further reduce overfitting issue. L2 regularization, commonly called weight 

decay, is one of the most used regularization methods. The term “weight decay” refers to 

for each weight update, the weights are multiplied by a small value, which prevents the 

weights from growing too large. The updated weight formula (Zheng, Tang, and Zhao 

2019) with weight decay is listed as follows: 

∆𝑤𝑖𝑗
𝑙 (𝑛) = 𝜆[−𝛿

𝜕𝐸(𝑛)

𝜕𝑤𝑖𝑗
𝑙 (𝑛)

+ 𝛼∆𝑤𝑖𝑗
𝑙 (𝑛 − 1)]         (20) 
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where −𝛿
𝜕𝐸(𝑛)

𝜕𝑤𝑖𝑗
𝑙 (𝑛)

+ 𝛼∆𝑤𝑖𝑗
𝑙 (𝑛 − 1) is the original updated weight formula, see Zheng et 

al.’s study for detailed explanation (Zheng, Tang, and Zhao 2019). λ is the weight decay 

coefficient.  

The reasonable values of weight decay coefficient are between the range of 0 and 0.1 

(Kuhn and Johnson 2013). However, some studies suggested that the values of weight 

decay coefficient should be small enough. For example, Reed and Marksll chose the 

value of 0.001 because it is the most used number (Reed and MarksII 1999). Krizhevsky 

et al. found that weight decay of 5×10-4  was important for the model to learn using 

ImageNet dataset (Krizhevsky, Sutskever, and Hinton 2012). Chollet (2017) also used  

ImageNet dataset, but he found that the value of 4×10-5 was better than the value of 1×10-

5. Therefore, it is important to select a suitable weight decay coefficient specific to the 

network and datasets. Because if the value of weight decay coefficient is very large, it 

will lead to underfitting.  

 

6.3. Study area and data 

Lower High Rock Lake Watershed area (HRLW) is the study area. The lower HRLW 

covers eight counties in North Carolina, including Davie, Forsyth, Davidson, Rowan, 

Cabarrus, Randolph, Guilford, and Iredell. The total area of this region is 10,823 km2. 

Forest is the major land cover type in the lower HRLW, percentage of forest is 49.07%, 

47.71%, 46.78%, and 47% in year 2001, 2006, 2011, and 2016. Although forest covers 

almost half of the area in the lower HRLW, Forsyth and Guilford are the most urbanized 

counties in this region (See Figure 33 and Table 5).  
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Figure 33. Map of the study area. 

 

The datasets used in this study were collected from U.S. National Land Cover Database 

(NLCD; https://www.mrlc.gov/data). The spatial resolution of these four land cover is 1-

arc second or around 30 meters. In order to simplify the model, I further reclassified those 

16 classes into five land cover types: farmland, natural, forest, urban, and water. The 

datasets of major roads, city centers, and county boundaries were retrieved from U.S. 

Census Bureau (https://www.census.gov/data.html). The dataset of streams (including 

stream network and watershed data) was obtained from USDA National Hydrography 

Dataset (https://www.usgs.gov/core-science-systems/ngp/national-hydrography/access-

national-hydrography-products). Elevation data was collected from NASA Shuttle Radar 

Topography Mission (https://www2.jpl.nasa.gov/srtm/). The landscape size is 4,378 and 

4,746 in terms of number rows and columns.  

Using the statistics for urban areas in lower HRLW, each county’s urban proportion 

and expansion rate are calculated and shown in Table 6. As the table shows, Cabarrus 

https://www.mrlc.gov/data
https://www.census.gov/data.html
https://www.usgs.gov/core-science-systems/ngp/national-hydrography/access-national-hydrography-products
https://www.usgs.gov/core-science-systems/ngp/national-hydrography/access-national-hydrography-products
https://www2.jpl.nasa.gov/srtm/
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County had the largest growth rate from 2001 to 2016 (4.95%), followed by Guilford, 

Forsyth, and Iredell counties, which increased by 3.38%, 2.88%, 2.08% respectively. 

Cabarrus County had the largest expansion rate from 2001 to 2006 and 2011-2016, while 

Guilford had the largest expansion rate from 2006 to 2011. The average urban expansion 

rates of lower HRLW for these four periods increased from 19.06% to 21.15%. However, 

the urban expansion rate of Randolph County was the lowest from 2001 to 2006 and 2011 

to 2016, while Davie County had the lowest urban expansion rate from 2006 to 2011. 

Meanwhile, due to the impact of the 2006-2011 economic recession, the urban expansion 

rates for each county were lower than the previous period.   

In this study, I use seven driving factors to decide whether the land converts into urban 

area, which refers Tang and Yang’s study (2020), including elevation, slope, stream density, 

distance to streams, distance to major roads, distance to city center, and development 

pressure (see Figure 34). The development pressure calculates the percentage of urban 

areas within a neighborhood (neighborhood size is 1050m by 1050m). The stream density 

derived from a search radius of 500 meters. I use Euclidean distance to get the proximity 

driving factors (i.e., distance to major roads, distance to streams, and distance to city center). 
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Figure 34. Selected driving factors used in this study. 

 

6.4. Experimental design 

The urban growth data are obtained from historical data, and I focus on examining the 

transformation of non-urban areas to urban areas.  Thus, I aggregated five land use types 

into two categories: 0 and 1. Code 0 means unchanged, including non-urban areas 

(farmland, natural, forest and water) converted to non-urban areas, and urban areas 

converted to non-urban areas; code 1 means non-urban areas converted to urban areas. I 

excluded the unchanged urban areas in the previous period (e.g., for simulating the urban 

land change from 2001 to 2006, we removed urban cells in 2001). In this study, I adopt the 

CNN framework to calculate the urban development probability. Figure 35 describes the 

flowchart of the CNN-CA model. This study is divided into the following steps. (1) I 

generate driving factors with the consideration of neighborhood information. (2) The CNN 

model is trained, and then I use spatially explicit hyperparameter optimization approach to 
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find the appropriate hyperparameters in order to get the best model performance. (3)  The 

overall development probability is derived from the CNN-CA model and then simulate 

future urban patterns. 

 

Figure 35. Flowchart of urban land change simulation through CNN, CA and spatially 

explicit hyperparameter optimization. T stands for the simulated year.  

 

6.4.1. Setting of CNN model 

The CNN model used in this study has nine layers, including one input layer, seven 

hidden layers, and one output layer. More specifically, there are one input layer with seven 

nodes (links with the input variables), three convolution layers, two max pooling layers, 

one fully connected layer, one softmax layer, and one output layer with two nodes (links 

with the two outcomes). Table 7 presents detailed information of the hidden layers. Figure 

36 shows the structure of the CNN model used in this study. I use rectified linear units 

(ReLU) activation function in these convolution layers. Compared with sigmoid (logistic) 
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activation function and hyperbolic (tanh) activation function, ReLU has the ability to avoid 

saturation (Goodfellow, Bengio, and Courville 2016). The general equation of ReLU is:  

𝑓(𝑥) = {
𝑥, 𝑥 ≥ 0
0, 𝑥 < 0

        (21) 

where f() is the function of ReLU, and x is the random variable. From this equation, 

ReLU is a linear function when values of random variable is greater than zero. As 

mentioned by Goodfellew et al. (2016), ReLU has a number of advantages of linear 

models, such as a good generalization performance and a simple way to optimize 

gradient-based methods.  

 

Figure 36. Structure of CNN model used in this study 
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Table 7. The information of hidden layers used in this study. 

Layer Feature map Note 

1st convolution layer 48×48×16 3×3 convolution kernel 

1st max pooling layer 24×24×16 size of 2×2 

2nd convolution layer 22×22×32 3×3 convolution kernel 

2nd max pooling layer 11×11×32 size of 2×2 

3rd convolution layer 9×9×32 3×3 convolution kernel 

Fully connected layer  96 nodes 

Softmax layer  probabilities of outcomes sum to 1 

 

Typically, softmax layer or sigmoid function is adopted in the last layer of CNN 

(except the output layer). The major contribution of this layer is to calculate multi-class 

classification results. However, when the classes are mutually exclusive, softmax layer is 

better than sigmoid function. One of the reasons is that the probabilities of outcomes sum 

to 1 for softmax layer. Another reason is that sigmoid function exists gradients vanish issue 

when the probability gets close to 0 or 1 (LeCun, Bengio, and Hinton 2015, Goodfellow, 

Bengio, and Courville 2016). In this case study, the results are mutually exclusive, i.e., 

non-urban to urban or non-urban to non-urban, thus, softmax layer is adopted in here. 

Moreover, I involve weight decay and dropout in the CNN model in order to avoid 

overfitting issue. 

As suggested by Srivastava et al. (2014), dropout should use 10-100 times the learning 

rate, and the better values of momentum should be around 0.95 to 0.99. Based on their 

suggestions and my preliminary experiment, I adopt the value of 0.001 as the learning rate 

and value of 0.9 for momentum. The values of dropout and weight decay range from 0 to 



111 
 

1 and from 0 to 0.001, respectively. In the training process of the CNN model, batch size 

is also an important hyperparameter of the model training. The best training stability and 

generalization performance usually along with smaller batch size, whereas larger batch 

sizes may accelerate the convergence. Based on previous studies’ suggestions (Bengio 

2012, Zhai et al. 2020), I adopt the batch size of 32 in this study.  

6.4.2. CNN-based cellular automata  

Neighborhood effect (NE) is one of the essential components in exploring spatial 

process (First Law of Geography (Tobler 1970))  and a part of the traditional CA model. 

Besides neighborhood effect, the remaining three parts are the suitability of occurrence 

(OP), growth constraints (β), and stochastic factor (α) (Wolfram 1983, Li and Yeh 2002). 

The overall development suitability is usually based on related biophysical and 

socioeconomic factors through logistic regression. However, with the advances in 

computing techniques, a set of machine learning models were adopted to determine the 

coefficients of those driving factors because the spatial process is complex and nonlinear, 

such as artificial neural networks and random forest. The neighborhood effect is a key 

component in CA model. Von Neumann neighborhood and Moore neighborhood are the 

commonly used ways to examine the neighborhood effect (Batty, Couclelis, and Eichen 

1997). Von Neumann neighborhood is a diamond shape neighborhood (2-dimensional 

space), whereas Moore neighborhood is a square shape neighborhood (2-dimensional 

space). Figure 37 describes Von Neumann neighborhood and Moore neighborhood with 

first-order zone. The neighborhood effect is defined as: 

𝑁𝐸𝑡,𝑖 =
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑟𝑏𝑎𝑛 𝑐𝑒𝑙𝑙𝑠 𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑

𝑛×𝑛−1
    (22) 
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where the neighborhood region is depicted by a nⅹ n square regions. NEt,i is the 

neighborhood effect of cell i at time t. The focal cell i does not belong to the part of 

estimating the neighborhood effect on urban growth, thus, we should remove this cell in 

estimating neighborhood effect.  

 
Figure 37. Von Neumann neighborhood and Moore neighborhood with the first-order 

zone (square with black color is focal cell; square with white color is neighbor of the 

focal cell). 

 

Growth constraint is used to control the unallowable transition, for example, water 

areas are usually not allowed to convert to other types of land use. In this study, the growth 

constraint is a binary variable. 0 denotes the cell is water, and 1 denotes the cell is other 

types of land use. The purpose of stochastic factor is to maintain the randomness of the 

transition process. The range of stochastic factor in this study is a random number in [0,1] 

follow the uniform distribution. Overall, the transition probability is defined as: 

𝑃𝑖 =  𝑃𝑂𝑡,𝑖 ∙ 𝑁𝐸𝑡,𝑖 ∙ 𝛽𝑡,𝑖        (23) 

where Pt,i is the transition probability of non-urban cell i at time t convert to urban cell at 

time t+1. POt,i is the suitability of occurrence of cell i at time t, and NEt,i is the 

neighborhood effect of cell i at time t. βt,i is a growth constraint of cell i at time t.  
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Specifically, the CA part of the CNN-CA model is shown in Figure 38. First, I 

estimate the suitability of occurrence through the CNN model. And then I find the values 

of neighborhood effect based on 5ⅹ5 Moore neighborhood and growth constraints for 

cell i. Next, the transition probability can be estimated using Eq. 23. Then, the transition 

probability of cell i is compared with a random number to determine whether the cell 

converts to a urban cell. If the transition probability of cell i is greater than the random 

variable, cell i will convert to urban cell at time T+1.  

 

Figure 38. The processing architecture of CA (Pt,i is the transition probability of non-

urban cell i at time T convert to urban cell at time T+1. POt,i is the suitability of 

occurrence of cell i at time T, and NEt,i is the neighborhood effect of cell i at time T. βt,i is 

the growth constraint of cell i at time T) 

 

6.4.3 Implementation 

The script of this CNN-CA model was written in Python programming language using 

Pytorch library (https://pytorch.org/), the scripts of preprocessing and post-processing were 

also written in Python programming language. ESRI ArcGIS Pro processed all GIS data. 

https://pytorch.org/
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Euclidean distance tool from ArcGIS was used to calculate all distance-based variables. 

Our CNN model with spatially explicit hyperparameter optimization was deployed on a 

Redhad Linux-based high performance computing environment at University Research 

Computing (URC; https://urc.uncc.edu). Specifically, Copperhead cluster was used for this 

study.  

 

6.5. Results 

6.5.1. Accuracy assessment 

To evaluate the simulation results, the similarity metrics based on confusion matrix 

were used. Most previous studies adopted overall accuracy, Kappa coefficients, producer 

accuracy, user’s accuracy at the cell level (Fielding and Bell 1997, Li, Yang, and Liu 

2008). In this study, we adopted Figure of Merit (FoM). FoM is “a ratio of the 

intersection of the observed change and predicted change to the union of the observed 

change and predicted change” (Page 22, (Pontius et al. 2008)). The formula of FoM is 

shown in the following equation (Pontius et al. 2008): 

FoM =
𝐵

𝐴+𝐵+𝐶+𝐷
         (24) 

where, for all observed change cells, A is the total number of the cells that simulate 

unchange, B is the total number of the cells that simulate change, and C is the total 

number of the cells that simulate to wrong category. For all observed unchange cells, D 

is the total number of the cells that simulate change.  

https://urc.uncc.edu/
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6.5.2. Model performance 

To evaluate the model performance of spatially explicit hyperparameter optimization 

approach, I use cross-entropy (Eq. 25) loss function to optimize the CNN model and 

accuracy (Eq. 26) to measure the performance of the model. The equations are shown as 

follow: 

cross_entropy =  − ∑ ∑ 𝑦𝑖,𝑗log (𝑃𝑖)
𝑚
𝑗=1

𝑛
𝑖=1       (25) 

accuracy =  
𝐴𝑐

𝐴𝑐+𝐴𝑢
        (26) 

where yi,j stands the observed value that cell i belongs to class j, and Pi denotes the 

probability of predicted sample i belonging to class j. Ac stands for the number of 

correctly simulated cells, Au is the number of incorrectly simulated cells.  

Figure 39 illustrates the learning curve and scatterplot of values of accuracy 

(generalization performance) for the conventional EA-based hyperparameter optimization 

and spatially explicit hyperparameter optimization. These scatterplots showed the 

distributions of original sampled points, the middle generation of the evolutional process, 

and the last generation that has the convergent results (i.e., the error difference among 

five generations is less than 1%). The scatterplots of values of accuracy visualize the 

training process. For those two approaches, the lowest accuracy concentrates around the 

upper right and right regions during the entire process. The higher value of accuracy is 

caused by relatively smaller dropout (under 0.5) and relatively smaller weight decay 

(under 6×10-4). In general, the generalization performance of CNN model is high (i.e., 

high value of accuracy) when both dropout and weight decay are low. In the meanwhile, 

spatially explicit hyperparameter optimization uses less computing time to get the results.  
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6.5.3. Generalization performance of hyperparameters 

Given the values of the accuracy of sampled hyperparameters, a continuous surface of 

the values of accuracy was conducted using spatial interpolation methods. Figure 41 

shows the generalization performance maps of the values of accuracy using conventional 

EA-based approach and spatially explicit approach. In the processes of both EA-based 

approaches, the highest accuracy concentrates in the lower-left corner region, particularly 

when dropout is less than 0.6 and weight decay is less than 4×10-4.  However, when 

dropout ranges from 0.8 to 1, the accuracy of the model achieves the lowest values for 

both approaches. In general, the generalization pattern of hyperparameter space is similar 

to the conventional approach and the approach proposed in this dissertation. 

From Figure 41, the high accuracy occurs as dropout and weight decay decrease. A 

relatively larger dropout (above 0.8) leads to the lowest accuracy. The small weight 

decay (below 4×10-4) and small dropout (below 0.5) can obtain the best model 

performance (highest accuracy here). The patterns of conventional EA-based 

hyperparameter optimization approach and my approach are similar (Figure 41A and B). 

That is, dropout ranges from 0 to 0.5 and weight decay ranges from 0 to 4×10-4 lead to 

high generalization performance. I used RMES to measure the prediction errors of these 

two generalization performances. The RMSE of cross-validation is 7.56×10-3 for 

conventional EA-based hyperparameter optimization approach, 3.15×10-3 is for spatially 

explicit hyperparameter optimization. However, some regions show different patterns.  
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Figure 40. Distribution of standard error based on the values of accuracy using spatially 

explicit hyperparameter optimization methods  

 

Figure 40 illustrates the map of a continuous pattern of standard errors in response to 

hyperparameter sets based on spatially explicit hyperparameter optimization. The value 

of standard error was calculated based on the values of accuracy for each sampled 

hyperparameter set. Standard error serves as a measure of variation, the smaller the 

standard error, the result is more accurate and the sample population is more 

representative of the overall population. The RMSE for cross-validation for the standard 

error is 9.17×10-3. The results of standard errors show that my approach is robust and 

accurate (most values of standard error are less than 1.6×10-2). The generalization 

performance is becoming worst when dropout and weight decay are large. Specifically, 

the larger standard errors occur when dropout between 0.7-1. When dropout is less than 

0.6 and weight decay is less than 4×10-4, the results of hyperparameter optimization are 
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the most stable. However, relatively larger standard errors occur when weight decay 

ranges from 4×10-4 to 1×10-3. In general, smaller dropout and weigh decay have stable 

generalization performance.  
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6.5.4. Prediction performance  

From the results of hyperparameter optimization, I adopt the hyperparameter set 

(dropout: 0.18; weight decay: 1×10-4) with the highest accuracy to train the CNN model.  

The CNN model is established through data from 2001-2006, and the data from 2006-

2011 is used to validate the model. In the training process, I adopted a stratified random 

sampling method to selected 40,000 sampled cells (20,000 for urban, 20,000 for 

nonurban) to fit the model. Then, 80% of the sample data is used as the training dataset 

and remaining 20% sample data is employed as the testing dataset. The accuracy and loss 

values are calculated using the testing dataset. During the urban expansion process, the 

land use type of the cell’s neighborhood determines its transition state, that is, within a 

neighborhood, the closer to the cell, the greater effect on the state transition.  

Due to the size of the dataset (around 600G), I ran the simulation model in a single 

county. Forsyth County was selected for validation because this county was one of the 

most urbanized counties in the lower HRLW, and the urban growth ratio also was top-

ranking in 2001-2006, 2006-2011, and 2011-2016 periods. The landscape size of Forsyth 

is 1,438ⅹ1,223  in terms of number rows and columns, and we removed the cells that are 

urban type in the previous period. For example, if a cell in 2006 is an urban type, I 

assume this cell will not convert to other land use types (urban or non-urban) in 2011. 

Moreover, another model (logistic regression-CA) was compared to test the utilities of 

our CNN-CA model. In order to ensure the data consistency, the logistic regression adopt 

the same sample data as CNN model, that is, I use the same training and testing datasets 

to construct those two models. I adopt 0.4 as a threshold of logistic regression (i.e., 

simulated probability is greater than 0.4, the non-urban cell will transform to urban cell). 
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The overall development probability usually derives based on related biophysical and 

socioeconomic factors through CNN. The map of development probability is shown in 

Figure 42. 

 

Figure 42. Probability-of-occurrence of urban growth changes for 2006-2011 period. 

 

The results of validation accuracy are shown in Table 8. As shown in Table 8, the 

overall accuracy of logistic regression achieves to 75.39%, and the overall accuracy of 

CNN is 90.79%. Meanwhile, the accuracy of identifying non-urban to urban cells for 

CNN is higher than logistic regression. CNN model can identify 78% of the non-urban to 

urban cells, whereas logistics regression can identify 2.4% of non-urban to urban cells. 

Furthermore, logistic regression only correctly identifies 76.7% of non-urban to non-

urban cells, but the accuracy of identifying non-urban to non-urban cells for CNN is over 

90%.  
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Table 8. The accuracy of the validation results via logistic regression and CNN (0, non-

urban cells convert to non-urban cells; 1, non-urban cells convert to urban cells)   

Results Logistic regression CNN 

Accuracy of 0s as 0s 76.7.% 91% 

Accuracy of 1s as 1s 2.4% 78% 

Overall accuracy 75.39% 90.79% 

FoM 0.04% 1.23% 

  

Figure 43 shows the maps of observed and simulated land change patterns for 2006-

2011 period, and the areas with white color mean the cells were urban in 2006. From 

these maps, we can see that most non-urban cells remain persistent. Although the urban 

growth rate in Forsyth County was top-ranking in the study area, land change quantity 

(exclude urban cells in the previous period) only occupies about 1.63% and 0.48% of the 

entire county in 2006-2011 and 2011-2016 periods. The validation accuracy for both land 

change types (non-urban to urban and non-urban to non-urban) are high even though 

most regions do not experience land change. Furthermore, I simulate the urban growth 

for 2011-2016 period. Figure 44 shows the simulated urban growth for 2011-2016. The 

total changed cells for urban areas was 3,480, and my simulated result got 2,436 non-

urban cells to urban cells. The simulation accuracy of non-urban to urban is 0.70, and the 

simulation accuracy of non-urban to non-urban is 0.997. The overall simulation accuracy 

is 0.9956 and FoM is 0.34%.  
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Figure 43. Maps of observed and simulated urban growth for 2006-2011 period. 

 

 

 

Figure 44. Maps of observed and simulated urban growth for 2011-2016 period. 
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6.5.5. Parallel computing performance  

The spatially explicit hyperparameter optimization approach randomly generated 

100,000 sampled hyperparameter sets (100 sampled hyperparameter sets for each 

generation). For each generation, each CPU handled only one sampled hyperparameters. 

Thus, I adopted 100 CPUs in this study. The estimated sequential computing time of 

spatially explicit hyperparameter optimization is around 5,169,630 seconds (about 59.83 

days). However, the parallel computing time of conventional EA-based hyperparameter 

optimization approach was around 692,381 seconds (about 8 days). The speedup was 

7.47. Moreover, the hyperparameter approach used in this study can further reduce the 

computing time (Figure 39). The estimated parallel computing time was 207,714 seconds 

(around 2.4 days), where speedup achieves to 24.89. 

 

6.6. Discussions 

6.6.1. The simulation performance of CNN-CA model 

Simulation models involved deep learning techniques, and these have been a hot 

research topic in the GIScience community. Some pioneers already discussed the ability 

of deep learning techniques in spatial simulation models. One benefit of deep learning-

based spatial simulation models is that it considers the neighborhood information (i.e., 

neighborhood effects) of the driving factors. Also, the simulation accuracy increases 

compared to other models, such as artificial neural networks and random forests. 

However, how to further improve model performance (i.e., find the optimal 

hyperparameters atomically) is an open question in current research (He et al. 2018, Zhai 

et al. 2020). Due to the complexity of deep learning techniques, hyperparameters of deep 
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learning techniques will affect the computing performance and validation accuracy. The 

purpose of this case study is to demonstrate the utility of spatially explicit 

hyperparameter optimization approach in deep learning-based simulation models. 

As evidenced by comparing two hyperparameter optimization approaches, the best 

overall generalization performance (validation accuracy) using spatially explicit 

hyperparameter optimization is around 0.86. In contrast, the best generalization 

performance using the conventional approach is around 0.84. Furthermore, the standard 

errors indicate that the results of the spatially explicit approach are robust and accurate 

(Figure 40). Although these two approaches have very close generalization performances, 

the spatially explicit approach uses less time. Moreover, the approach proposed in this 

dissertation provides an answer to the question mentioned above (i.e., how to find the 

optimal hyperparameters automatically). In general, the spatially explicit hyperparameter 

optimization approach could provide accurate results with less computing time.  

I compare the validation accuracy of CNN model with logistic regression (Table 8). 

My CNN model has a better overall performance than logistic regression (overall 

accuracy of CNN is 90.79%, and overall accuracy of logistic regression is 75.39%). 

Moreover, CNN model has a better performance than logistic regression when identifying 

non-urban to urban cells. Although the study area is not highly urbanized (the percentage 

of the urban area was 39.39% in 2016) and most of non-urban cells do not convert to 

urban cells, the CNN model still can correctly identify 78% changed cells (non-urban to 

urban cells). FoM is used to measure the amount of variation in the urban growth process, 

and the overall accuracy focuses on the amount of correctly identify cells. The validation 

accuracy of FoM is 1.23%, which is a small number. However, land change quantity 
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(non-urban to urban; exclude urban cells in the previous period) only occupies about 

1.63% of the entire county in 2006-2011 period. Thus, for a low net land change area, a 

single accuracy measurement cannot fully explain the model performance. Moreover, the 

map of simulated urban growth (Figure 43 and 44) determined by the CNN-CA model is 

mostly consistent with the actual patterns, particularly for the spatial distribution. Some 

cells are exactly the same as the actual pattern. Therefore, the results indicate that the 

CNN-CA model improves the simulation accuracy of a low net land change study area.  

6.6.2. Computing performance 

In Chapter 5, I already showed that spatially explicit hyperparameter optimization 

could expedite convergence and reduce computing time for ANN-based spatial models. 

However, in this study, I applied my approach to deep learning-based spatial models, the 

performance of our approach is still significantly effective.  

The results showed that this approach can automatically find the optimal 

hyperparameters for deep learning techniques and effectively speed up the computing 

time. The spatially explicit hyperparameter optimization considers spatial dependence in 

the search space, which significantly accelerates the search process (about 70 generations 

down to about 30 generations; Figure 39). The entire running time decreased to 207,714 

seconds (estimated value; about 57.7 hours). This approach significantly handles 

computational intensity. Furthermore, the results showed that prior knowledge (the 

results from spatial interpolation) could expedite convergence and reduce the computing 

time (Xiao, Bennett, and Armstrong 2002).  

Meanwhile, this approach answered the open question that exists in current deep 

learning-based spatial simulation models, that is, how to avoid increasing the overall 
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running time when involving hyperparameter optimization. By adopting our approach, it 

can not only handle the computational intensity issue in deep learning and 

hyperparameter optimization, but it also can improve the entire model performance 

without introducing subjective factors.  

 

6.7. Conclusion 

In this study, I proposed a CNN-CA spatial simulation model with integration of 

spatially explicit hyperparameter optimization approach. The result of hyperparameter 

optimization demonstrated the spatially explicit hyperparameter optimization can help 

CNN to find the appropriate settings within a short time. My approach also addressed the 

challenge of parameter setting in current CNN-based spatial simulation model. The 

simulation results showed that CNN-CA model has better performance than logistic 

regression-CA model. Although the study area is not highly urbanized, the overall 

accuracy of our model can achieve to 90.79%. More specifically, my approach has a 

better performance when identifying non-urban areas to urban areas (accuracy of CNN-

CA model is 78%, whereas the accuracy of logistic regression-CNN model is 2.4%).  

While the approach in this study presents the ability of deep learning techniques and 

the practicability of spatially explicit hyperparameter optimization, future work can 

concentrate on the following aspects. First, I will apply the CNN-CA model to other 

study regions and compare the local-level (county-based) accuracy and global-level 

accuracy (entire study area). Second, I will adopt agent-based model in order to further 

investigate the land change process. Third, I will further address the computational 

challenge for big data-driven CNN model.   
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CHAPTER 7: CONCLUSION 

 

 

The primary purpose of this dissertation is to propose a framework that could apply to 

machine learning algorithm-based spatial models with consideration of spatial features. 

The integration of machine learning and GISsience (the central topic in this dissertation) 

provides support for improving current hyperparameter optimization approaches. The 

spatially explicit hyperparameter optimization approach proposed in this dissertation 

focuses on achieving three research objectives: (1) examining the feasibility and 

necessity of spatially explicit hyperparameter optimization in spatial models, (2) 

addressing the computational efficiency issue from model- and computing-level, and (3) 

investigating the practicability of spatially explicit hyperparameter optimization in 

different spatial models. To author’s knowledge, this study is the first to integrate 

methods from GIScience with conventional hyperparameter optimization approaches 

from computer science field.  

In Chapter 4, I proposed a spatially explicit hyperparameter optimization approach for 

neural network-based spatial models. In this approach, I incorporated methods from 

GIScience (e.g., spatial statistics) to explore the local variation structure of the search 

space of hyperparameters, and further to adjust the local variation structure based on 

spatial dependence. Further, methods from GIScience (i.e., spatial sampling and second-

phase sampling) addressed the computational-intensity issue from the model level. This 

conclusion links to objective 1.  

Chapter 5 (corresponding to objective 2) discussed the automated framework of 

spatially explicit hyperparameter optimization. This framework has three components: 
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automatic search of hyperparameters, spatial prediction of hyperparameter space, and 

acceleration of hyperparameter search. The results demonstrate that spatially explicit 

hyperparameter optimization can excavate the landscape of hyperparameters space and 

adjust the local landscape with spatial dependence. Also, spatially explicit 

hyperparameter optimization significantly accelerates the search process of EA (about 

100 generations down to about 40 generations). 

In order to examine the practicability of spatially explicit hyperparameter 

optimization (links to objective 3), I applied this approach in a CNN-CA model. The 

results from Chapter 6 indicate that spatially explicit hyperparameter optimization 

approach could find appropriate hyperparameters for CNN model in a short time. The 

CNN-CA model with appropriate hyperparameters has a better performance than logistic 

regression-CA model. The overall accuracy can achieve to 90.79%.  

The research presented here contributes to the GIScience community in several ways. 

First, spatially explicit hyperparameter optimization is an important addition to the field 

of GIScience. The importance of hyperparameters for improving the performance of 

machine learning algorithms has been discussed in the computer science field for some 

time. Spatially explicit hyperparameter optimization opens a new world for researchers to 

use appropriate hyperparameters to improve model performance in GIScience. Second, 

spatially explicit hyperparameter optimization fills the gap where there is no 

hyperparameter optimization approach considering spatial dependence in the search 

space. Also, the approach proposed in this dissertation can explore the landscape of the 

search space of hyperparameters. Last but not least, spatially explicit hyperparameter 

optimization further reduces computational burden at both model and computing levels.  
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Of course, each method holds its own limitations and has potential room for 

improvement. Based on current work, the future study should explore the following 

areas: (1) integration of a stand-alone application that covers all components of spatial 

explicit hyperparameter optimization; (2) comparison of the current framework with the 

latest population-based hyperparameter optimization, such as PBT (Population Based 

Training) for neural network; (3) optimization of the current evolutionary algorithm; (4) 

automate generation of the landscape map of the search space; and (5) addition of user-

defined components into current framework, such as accuracy metrics.   
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