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ABSTRACT

MOHAN SURYA RAJA ELAPOLU. Study of thermo–mechanical properties of
graphene–like two dimensional material. (Under the direction of DR. ALIREZA

TABARRAEI)

Graphene is a layer of covalently bonded carbon atoms with a honeycomb lattice

structure. It has exceptional properties, due to which it became prominent in a wide

range of applications. The enormous success of graphene raised curtains to a new

class of two dimensional materials. In this research we employed molecular dynamics

simulations and machine learning methods to study thermo–mechanical properties of

graphene–like two dimensional materials.

Reverse non–equilibrium molecular dynamics method has been employed to study

the thermal transport properties of hexagonal-boron nitride (h–BN) nanoribbons, and

C3N nanotubes (C3NNT). Our results showed that effective thermal conductivity of

h–BN nanoribbons is in the range of 75 - 160 W/m-K whereas Kapitza conductance of

grain boundaries is in the range of 6 - 20 GW/m2-K. By increasing the misorientation

angle the defect density at the grain boundaries increases due to which, the Kapitza

conductance of the grain boundaries and the effective thermal conductivity of the

h–BN nanoribbon decreases. Our MD simulations showed that a lower ballistic to

diffusive transition length (72 - 80 nm) for C3NNT compared to CNT (103 -107

nm). Due to the stiffer acoustic modes of CNT. Thermal conductivity of CNT is

significantly higher than that of C3NNT across the entire ballistic–diffusive range.

Molecular dynamics simulations are used to study the mechanical properties of

graphene–like two dimensional material with focus on MoS2 and graphene. The tough-

ness and strength of the MoS2 sheets are not significantly affected by increase in the

number of layers from one to three. Griffith theory is not valid for nanoscale cracks of

MoS2. In comparison to Inglis theory, quantized fracture mechanics give better pre-

diction for the fracture strength of MoS2 sheets when the crack tips are very sharp.
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Environmental molecules like H2, O2, CO2, and H2O can react with material, and

accelerate its failure. Hence, it is important to understand the environment–assisted

cracking in two dimensional materials. The stress corrosion cracking in mono crys-

talline graphene in the presence of O2 molecules are studied. The strained graphene

sheet is exposed to oxygen molecules. Our MD and density functional–based tight

bonding simulations show that cracks in graphene can grow due to chemical reactions

with environmental molecules. The results show that sub–critical crack growth can

occur in graphene sheets when exposed to O2 molecules.

The mechanical and fracture properties of bicrystalline and polycrystalline graphene

sheets with hydrogenated grain boundaries are studied. Molecular dynamics simu-

lations are used to extract the traction–separation laws (TSL) of the hydrogenated

grain boundaries of bicrystalline graphene. The adsorption site is an important factor

for determining the level of the impact of hydrogenation on the fracture properties

of the grain boundary. On the other hand, crack propagation path in the polycrys-

talline graphene sheet is affected by the hydrogenation of the grain boundaries. The

crack prefers to grow along an intragranular path at lower hydrogenation percent-

age, whereas at higher hydrogenation percentage it changes to intergranular. Our

results have showed that hydrogen embrittlement at grain boundaries is degrading

the bicrystalline and polycrystalline graphene sheet due to which the strength and

fracture toughness is decreasing.

Finally, A machine learning model has been developed to predict crack propagation

path in polycrystalline graphene. The model is a combination of convolutional neural

network, bidirectional recurrent neural network, and fully connected layers. The data

set used to train the machine learning model is obtained using MD simulations. Fully

trained ML model can predict the crack path in polycrystalline graphene sheet. The

predicted crack path from the ML model is in close agreement with the one obtained

from MD simulations.
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CHAPTER 1: INTRODUCTION

Two–dimensional material is a layer of atoms covalently bonded together with

thickness at the atomic scale. They are playing an important role in advancing various

cutting edge technologies. Their unique structure gave them outstanding properties

which are different from the bulk material. Characterizing thermal and mechanical

behavior of two dimensional material is a challenging task due to the time and length

scales involved. This research focuses on applying molecular dynamics (MD) and

machine learning (ML) methods to study thermo–mechanical properties of graphene–

like two dimensional material. The first part of this research focuses on understanding

the thermal behavior of the h–BN nano ribbons and C3N nanotubes [1, 2]. In the

later part, the mechanical properties of the MoS2 sheets and graphene has been

evaluated [3, 4, 5, 6]. Especially, MD simulations have been employed to understand

environment assisted cracking in monocrystalline, bicrystalline and polycrystalline

graphene in the presence of O2 molecules and H atoms. Finally, ML methods have

been developed to predict crack propagation path in polycrystalline graphene [7].

Following sections of this introduction provides the details about the two dimensional

materials considered and the numerical methods employed in this study.

1.1 Two dimensional material

Graphite is one of the stable crystalline allotropes of solid carbon (C) . As shown in

Fig. 1.1a, it is a laminated material with weak Van der Waals force between the ad-

jacent layers. The weak Van der Waals between the layers allows an easy isolation of

a layer of graphite. The isolated layer of graphite is known as graphene. Graphene is

the first two dimensional material to be successfully fabricated [8]. It raised curtains
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to a new class of material known as two dimensional material. As shown in Fig. 1.1b,

graphene is a layer of covalently bonded carbon atoms with a honeycomb lattice

structure. Each carbon (C) atom in graphene is sp2–hybridized forming bonds with

three other carbon atoms leaving a free electron per each C atom. The combination

of these factors gave exceptional mechanical [9, 10, 11, 12], thermal [13, 14, 15], and

electronic [16, 17, 18] properties to graphene. Grapene has wide range of applications

including field effect transistors [19, 20, 21], supercapacitors [22, 23, 24, 25], nano com-

posites [26, 27, 28, 29, 30], electro mechanical sensors [31, 32, 33], and optical devises

[34, 35]. On the flip side the zero band gap of graphene limited its applications. The

phenomenal success of graphene made researchers to look for other two dimensional

material. Hexagonal boron nitride (h–BN), nitrogen doped graphene and transition

metal dichalcogenide (TMD) are some from the lot which showed promising results.

Hexagonal boron nitride is one of the stable crystalline allotrope of boron nitride.

As illustrated in Fig. 1.2a it has layered structure similar to graphite. A mono-

layer of hexagon boron nitride has honeycomb lattice structure with equal number

of covalently bonded boron (B) and nitrogen (N) at alternating sites as illustrated in

Fig. 1.2b [36, 37, 38]. H–BN displays excellent optical properties [39, 40, 41], remark-

able mechanical [42, 43, 44, 45] and thermal [46, 47, 48, 49] properties. Due to which

it is finding applications in nanoscale electronics [50, 51, 52, 53], optoelectronic [54],

and electrochemical sensing devices [55] and composite material [56, 57, 58, 59].

(a) (b)

Figure 1.1: (a) Graphite , (b) Graphene (carbon atom shown in grey)
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(a) (b)

Figure 1.2: (a) Multi layer h-BN sheets, (b) Monolayer h-BN sheet (boron atom
shown in red and nitrogen atom shown in blue)

Transition metal dichalcogenides are laminated material where each layer consists

of a metal and chalcogen. Two–dimensional MoS2 is one of the most popular TMDs.

As shown in Fig. 1.3, MoS2 sheet is made up of a layer of molybdenum sandwiched

between two sulfur layers. It has unique physical, optical and electronic properties

[60, 61, 62, 63] . Two–dimensional MoS2 has applications in microelectromechanical

systems (MEMS) and nanaoelectromechanical systems (NEMS) devices [64, 65, 66,

67, 68].

(a) (b)

Figure 1.3: Molybdenum disulphide sheet (molybdenum atom shown in red and
sulphur atom shown in green). (a) Top view, and (b) side view

Graphene has zero bandgap which limited its applications in digital circuits. Ni-

trogen doped graphene is proposed in an attempt to open band gap [69, 70, 71]. C3N

sheets are one of the prominent two dimensional material obtained by doping nitro-

gen into the graphene sheets [72, 73]. As shown in Fig. 1.4, each hexagonal ring of
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carbon atoms is surrounded by six nitrogen atoms which are covalently bonded. C3N

nanotubes are prepared by rolling C3N sheets into tubes which are seamlessly welded

at the joints. C3N nanotube (C3NNT) is considered in applications like hydrogen

storage [74].

(a) (b)

Figure 1.4: (a) C3N sheet, and (b) C3N nanotube (carbon atom is shown in green
and nitrogen atom shown in blue)

1.2 Fabrication Techniques of Two dimensional material

Large scale production of two dimensional material without introducing defects is a

challenging task. Some of the fabrication techniques of two dimensional material are

mechanical exfoliation, and chemical vapor deposition (CVD). Mechanical exfoliation

has been employed to fabricate graphene for the first time [8] . In this technique

a peeling force is applied through material like scotch tape to exfoliate a single or

few–atom–thick sheets of two dimensional material [75]. Mechanically exfoliated two

dimensional material are of high quality with very limited efficiency [76]. On the other

hand, CVD is widely used fabrication technique for large scale production of two di-

mensional material [76, 77, 78, 79]. In CVD technique chemical vapor, which contains

the elements of material, is used to deposit the material on a catalytic metal surface.

There will be several nucleation sites on the metal which grows through the atom-

by-atom deposition of material obtained from chemical vapor. The sample obtained

through CVD are polycrystalline which contains several grains stitched together at

the grain boundaries. Polycrystalline graphene sheet is illustrated in Fig. 1.5c.
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Two–dimensional material fabricated through exfoliation and CVD techniques are

defected [80, 81, 82, 83, 84]. Fig. 1.5a shows the h–BN with grain boundaries con-

taining Stone–Waals defects. Fig. 1.5b shows the bicrystalline graphene sheet with

edge crack and hydrogenated grain boundaries. Polycrystalline graphene sheet with

grain boundaries made up of chain of Stone-Wales defects is illustrated in Fig. 1.5c.

Defects alter the atomic arrangement of the two dimensional material. This in-turn

alters the properties of the material significantly. Hence it is important to study the

properties of the two dimensional material with the defects.

(a) (b)

(c)

Figure 1.5: Two dimensional material with defects. (a) hexagonal boron nitride sheet
containing grain boundaries, (b) graphene sheet with edge crack and hydrogenated
grain boundary, and (c) polycrystalline graphene sheet
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1.3 Experimental Studies of Properties

Prominent experimental techniques to study the properties of the two dimensional

material are atomic force microscopy [85, 86, 87] and nanoindentation [88, 89, 90].

Due to the time and length scales involved are at nanoscales conducting the ex-

periments is quite challenging. On the other hand numerical methods can be the

best alternative to the experimental techniques. Molecular dynamics simualtions can

be used for the structures with atoms upto few millions. In this research, Large–

Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) molecular dynam-

ics package has been used to conduct the simulations.

1.4 LAMMPS

LAMMPS molecular dynamics package is based on the paper by Steve Plimpton

[91]. It is one of the most popular package to implement classical molecular dynamics

simulations. It utilizes three parallel algorithms namely atom decomposition, force

decomposition and space decomposition. Atom decomposition divides the atoms

to all the processors, force decomposition assigns each processor a fixed sub-set of

interatomic forces to compute, space decomposition assigns a fixed spatial region.

The parallelism allows the code to efficiently scale on the systems with few 100s of

atoms to hundreds of millions of atoms.

In classical molecular dynamics simulations the system is described by Newton’s

laws of motion which is given by [91]

m
dvi
dt

=
∑
j

F2(ri, rj) +
∑
j

∑
k

F3(ri, rj, rk) (1.1)

dri
dt

= vi (1.2)

where m is the mass of the particle, ri is the position vector of the system, vi is

the velocity of the particle, F2 is the force based on pairwise interactions between
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atoms, F3 is the force based on three body interactions, and higher order terms in

(1.1) defines the many body interactions. The force acting on the atoms is given by

F = −dE
dr

(1.3)

where r is the position vector of the atom, E is the energy contribution of the atom

which is given by the interatomic potential.

1.4.1 Forcefields

In molecular dynamics simulations the interatomic interactions are defined using

interatomic potentials also known as forcefields. Forcefields are the empirical or semi–

empirical formulation. In our simulations we used modified tersoff, modified REBO

(reactive empirical bond order), REBO2+S, ReaxFF.

In this research, we conducted MD simulations to analyze the thermal properties of

h–BN, C3N nanotubes and carbon nanotubes. We employed modified tersoff potential

to define interatomic interactions between B–N, C–C and C–N atoms. It is based on

the 3–body Tersoff potential [92, 93]. The energy of the system is given by [94, 95]

E =
1

2

∑
i

∑
j 6=i

Vij (1.4)

Vij = fC(rij) [fR(rij) + bijfA(rij)] (1.5)

fR(r) = A exp(−λ1r) (1.6)

fR(r) = −B exp(−λ2r) (1.7)

bij =
(
1 + ζηij

)− 1
2n (1.8)

where Vij is the bonding energy, fA is three–body attractive potential term, fR is the

pairwise repulsive term, fC is the modified cutoff function, rij is the distance between

atoms i and j, and bij determines the strength of the bond between the atoms i and j.
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In this study, the fracture properties of two dimensional MoS2 has been determined

through MD simulations. We used modified REBO to define interactions between

Mo–S, Mo–Mo, and S–S. Reactive empirical bond order (REBO) potential is defined

based on the repulsive and attractive forces [96]. The potential energy of the system

is given by

E =
1

2

∑
i 6=j

fCij (rij)
[
V R
ij − bijV A

ij

]
(1.9)

V R(rij) =

(
1 +

Q

rij

)
A.e−αrij (1.10)

V A(rij) = B.e−αrij (1.11)

bij =

[
1 +

∑
k 6=i,j

fCik(rik).G [cos (θijk)] + P (Ni)

]− 1
2

(1.12)

where V R is the repulsive term, V A is the attractive term, bij determines the bond

strength between atoms i and j, fCij is the cut–off term, and rij is the distance between

atoms i and j. In this research, we studied the fracture properties of the bicrystalline

graphene with hydrogenated grain boundaries using MD simulations. The interatomic

interactions between C–C and C–H atoms are defined using REBO2+S potential. It

is an improved version of REBO. The potential energy between the atoms is given by

[97]

E =
∑
i<j

[Vr(rij) + bijVa(rij)] fc(rij) (1.13)

fc(rij) = f 12
c (rij) +

[
1− f 12

c (rij)
]
f 34
c (rij)Sij (1.14)

where Vr is the repulsive term, Va is the attractive term, fc is the modified cut–off

function, bij is the bond order, Sij is the total screening function, f 12
c is the original

cut–off function, f 34
c is the additional cut–off function, and rij is the distance between

atoms i and j. We studied the stress corrosion cracking in graphene in the presence of

oxygen molecules using MD simulations. Reactive ReaxFF potential is used to define
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the interatomic interactions between C–C and C–O atoms [98, 99]. The potential

energy of the system is given by

E = Ebond + Elp + Eover + Eunder + Eval + Epen + Ecoa + EC2 + Etriple

+ Etors + Econj + EH−bond + EvdWaals + ECoulomb

(1.15)

where Ebond corresponds to bond energy, Elp is the lone pair energy, Eover is energy

penalty on the system for an overcoordinated atom, Eunder is energy contribution for

an undercoordinated atom, Eval is the valence angle energy contribution, Epen is the

penalty energy, Ecoa is the three–body conjugation term, EC2 , Etriple is the triple

bond stabilization energy, Etors is the torsion energy, Econj is the conjugation energy,

EH−bond is the hydrogen bond term , EvdWaals is the energy due to van der Waals

interactions, ECoulomb is the energy due to Coulomb interactions

1.4.2 Reverse Nonequilibrium Molecular Dynamics Method

Reverse nonequilibrium molecular dynamics (RNEMD) method [100] has been em-

ployed to study thermal transport in h–BN ribbons and C3N nanotubes. In this

method a heat flux in the x–direction is imposed to create a temperature gradient

∂T
∂x

in the longitudinal direction of the simulation cell as shown in Fig. 1.6b. For this

purpose, the simulation cell is divided into bins with the first bin is designated as the

cold bin and the bin at the middle is designated as the hot bin, as shown in Fig. 1.6a.

The heat flux is induced by a continuous transfer of energy from the cold bin to the

hot bin.
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(a)

(b)

Figure 1.6: (a) Simulation cell showing RNEMD method. The hot bin is at the middle
and cold bins are at the two ends of the simulation cell. (b) The temperature profile
of the simulation cell along the longitudinal direction.

The energy transfer is conducted by exchanging the kinetic energy of the coldest

atom of the hot bin with the hottest atom of the cold bin. The swap of energy is

continuously repeated until a steady state temperature profile is obtained. Due to the

artificially induced heat flux between the hot and cold bin, a temperature gradient ∂T
∂x

in the x–direction between the hot and cold bin. The heat flux per unit time per unit

area between the hot and cold bin is obtained using the exchanged kinetic energies
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as

Q =
1

2tA

∑
ns

1

2
(mv2h −mv2c ) (1.16)

where ns is the number of kinetic energy swaps between the hot and cold bins, t is

the length of simulation, vh and vc denote respectively the velocities of hot and cold

atoms with alike mass m whose kinetic energies are exchanged, and A is the cross–

sectional area of the simulation cell. The factor 2 in the denominator arises from the

periodicity of the simulation cell which leads to the flux of heat from the middle bin

in both directions along the x–axis. Thermal conductivity of the system is evaluated

using the heat flux Q and temperature gradient ∂T
∂x
.

1.4.3 Atomic stress

The stress distribution in the system plays an important role in understanding the

mechanical and fracture properties of nanomaterials. The virial definition has been

employed to compute the stress tensor [101, 102, 103] which is given by

σaij = − 1

V a

[
1

2
mavai v

a
j +

n∑
b=1

rabj f
ab
i

]
(1.17)

where σaij is the stress of atom a, V a is the volume of atom a, ma is the mass of atom

a, vai and vaj are ith and jth component of the velocity of atom a, n is the number of

atoms in the neighborhood of atom a, rabj is jth component of the vector connecting

atom a and atom b and fabi is the ith component of interatomic force between atom

a and atom b.

1.5 Machine learning

Studying the properties of nanomaterials often requires to accurately model atomic

level interactions. Hence, atomistic modeling tools like first principle methods and

MD simulations are employed. Computational cost of these simulations quickly grow

with the system size. On the other hand, well-trained machine learning models can
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make predictions or decisions instantaneously.

One of the well-known definition of machine learning is given by Tom M. Mitchell.

The definition is "A computer program is said to learn from experience E with respect

to some class of tasks T and performance measure P if its performance at tasks in T,

as measured by P, improves with experience E". Computer program develops machine

learning models which can perform the given task. Performance of machine learning

model on a given task improves with the experience obtained from the training data.

A typical task for the machine learning model is to make predictions or decisions.

Machine learning is broadly divided into three categories based on the learning

process. Supervised learning, unsupervised learning, and reinforcement learning. In

supervised learning, the training data consists of input (X) and the desired output

(y). Machine learning model obtained through the supervised learning is capable of

predicting the output (ŷ) based on the input (X). The training data of unsupervised

learning consist of only input (X) and no information on the desired output is given.

Machine learning model is expected to understand the hidden patterns in the data.

In reinforcement learning computer program makes decision to achieve a given goal.

A feedback is given for each decision it makes which improves its performance.



CHAPTER 2: Kapitza Conductance of Symmetric Tilt Grain Boundaries in

Hexagonal–Boron Nitride

2.1 Introduction

Monolayer hexagonal boron nitride (h–BN) is a graphene–like two–dimensional

material which has a honeycomb lattice structure. As discussed in chapter 1, it

has exceptional properties due to which it is finding applications in many industries.

Chemical vapor deposition (CVD) is the prominent method used for large scale syn-

thesis of nanomaterials such as h–BN [104, 105, 106]. Hexagonal boron nitride sheets

obtained using CVD are polycrystalline consisting of individual grains stitched at

grain boundaries [82]. Grain boundaries act as extended defects and their presence

can significantly affect the properties of h–BN. The structure of grain boundaries and

their impact on the thermal properties of bulk materials has been extensively investi-

gated in the past [107, 108]. Studies on the effect of grain boundaries on the properties

of two–dimensional materials are mostly limited to graphene [109, 110, 111] and the

impact of grain boundaries on the properties of other two–dimensional materials are

rarely studied.

High thermal conductivity of h–BN makes it important for diverse applications

such as thermal management in electronics and thermal conductance enhancement of

composite materials. Since grain boundaries are inevitably present in h–BN sheets,

studying the impact of such defects on heat transport in h–BN is necessary. Such

investigations not only reveal unique features regarding heat transport mechanism at

nanoscale, but can provide insights on using defect engineering as a way for tailoring

the thermal conductivity of h–BN.

Due to challenges in conducting experiments at nanoscale, computational methods
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have become invaluable tools for studying properties of two–dimensional materials

[112, 113, 114, 115, 116, 117, 12, 118, 119]. We use reverse nonequilibrium molecular

dynamics (RNEMD) methods to study the impact of grain boundaries on the thermal

conductivity of armchair and zigzag h–BN nanoribbons containing symmetric tilt

grain boundaries. To understand the impact of the structure of grain boundaries on

their thermal properties, grain boundaries with different misorientation angles are

studied. Using phonon spectrum density of grains and grain boundaries we show

that phonon scattering at grain boundaries is responsible for the thermal resistance

at grain boundaries. By increasing the misorientation angle, Kapitza conductance of

ribbons reduces which leads to a lower effective thermal conductivity of ribbons as

well. The effect of temperature and grain size on the thermal properties of h–BN

are studied. The modeling results predict that by increasing the length of grains

the Kapitza conductance and effective thermal conductivity of ribbons increases. On

the other hand, while the impact of temperature on the Kapitza conductance of

grain boundaries is negligible, the effective thermal conductivity of ribbons reduces

by increasing the temperature.
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(a)

(b)

Figure 2.1: (a) A h-BN nanoribbon, containing four grain boundaries with same
misorientation angle, used in the RNEMD simulations. The hot bin is at the middle
and cold bins are at the two ends of the ribbon. (b) The temperature profile of the
nanoribbon is shown schematically. The temperature profile includes a jump at the
location of grain boundaries.

2.2 The structure of nanoribbons and grain boundaries

The structure of nanoribbons used in this chapter for RNEMDmodeling is schemat-

ically shown in Fig. 2.1(a). The nanoribbons are periodic in the x–direction and each

computational cell consists of four similar grain boundaries. As shown in Fig. 2.1(a)

the grain boundaries are in the y–direction. All the four grains of the computational

cell have the same size in the x–direction and their width in the y–direction is 123 Å.
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The lattice vectors a1 = a
2
(3,
√

3) and a2 = a
2
(3,−

√
3) are shown in Fig. 2.2(f) where

a ≈ 1.4457 [120] is the boron–nitrogen bond length.

(a) (b)

(c) (d)

(e) (f)

Figure 2.2: Geometry of grain boundaries in a zigzag oriented h–BN nanosheets. The
misorientation angles of grain boundaries are (a) 6.0◦ , (b) 13.17◦ , (c) 16.34◦ , (d)
17.87◦ , and (e) 21.73◦. (f) The Burger circuit at a dislocation core with a Burger
vector b = (1,0). Nitrogen atoms are colored blue whereas red color represent boron
atoms. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
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(a) (b)

(c) (d)

(e) (f)

Figure 2.3: Geometry of grain boundaries in an armchair oriented h–BN nanosheets.
The misorientation angle of grain boundaries are (a) 13.08◦ , (b) 15.15◦ , (c) 17.97◦ ,
(d) 21.75◦ , and (e) 27.77◦. (f) The Burger circuit at a dislocation core with a Burger
vector b = (1,0) + (0,1). Nitrogen atoms are colored blue whereas red color represent
boron atoms. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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(a) (b)

(c) (d)

Figure 2.4: Geometry of grain boundaries in the transition zone. The misorientation
angle of grain boundaries are (a) 24.43 ◦ , (b) 27.79 ◦ . (c) Grain boundaries with
misorientation angle θzig = 24.43◦, consists of two types of dislocations with burger
vector b = (1,0) + (1,0) + (1,0) and (1,0), (d) grain boundaries with misorientation
angle θzig =27.79◦ consists of a dislocation with burger vector b = (1,0) + (1,0) +
(1,0). Nitrogen atoms are colored blue whereas red color represent boron atoms. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

The grain boundaries considered in this chapter are shown in figures 2.2–2.4. As

shown all the grain boundaries consist of repeating pentagon–heptagon (5–7) pairs

[82]. Each 5–7 pair is known as Stone–Wales defect and represents the core of an

edge dislocation corresponding to the removal of one chain of armchair atoms from

the perfect lattice. Similar structures have been previously studied for the grain
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boundary of graphene [121].

As depicted in Fig. 2.2, the grain boundaries of zigzag ribbons comprised of a

regular array of 5–7 Stone–Wales defects seperated by hexagonal rings [82]. Increasing

the misorientation angle reduces the number of hexagonal rings between 5–7 pairs

which is equivalent to increase in the dislocation density. At a misorientation angle

of θzig = 21.73◦, the 5–7 pairs are separated by only one hexagonal ring. Therefore, it

is not possible to further increase the misorientation angle of grain boundaries while

keeping the regular array of 5–7 defects. The Burger vector (b) of edge dislocations

can be obtained by plotting Burger circuits around a 5–7 pair as shown in Fig. 2.2(f).

Using the Burger circuit, the Burger vector of dislocations at each Stone–Wales defect

of grain boundaries in zigzag ribbons is b = a1.

As shown in Fig. 2.3, the grain boundaries in armchair ribbons are comprised of

two pairs of 5–7 Stone–Wales defects. By plotting the Burger circuit around two 5–7

pairs, as shown in Fig. 2.3(f), the Burger vector of the dislocations are obtained as

b = a1+a2. Similar to grain boundaries in zigzag ribbons, by increasing the misorien-

tation angle, the number of hexagonal rings between two adjacent a1+a2 dislocations

reduces. At a misorientation angle of θarm = 27.77◦ the Stone–Wales defects join each

other and the hexagonal rings separating the dislocations disappear. Further increase

in the misorientation angle will alter the Burger vector of dislocations.

To study the structure of grain boundaries with higher misorientation angle, we

note that θzig = 60◦−θarm. Therefore, the maximum misorientation angle of armchair

ribbons observed in Fig. 2.3, i.e. θarm = 27.77◦ is equivalent to θzig = 32.23◦. Since the

maximum misorientation θzig in Fig. 2.2 is 21.73◦, the range of θzig between 21.73◦ and

32.23◦ is a transition zone where the grain boundary dislocations are a combination

of those from armchair and zigzag ribbons.

The structure of grain boundaries in the transition zone for two misorientation an-

gles of θzig = 24.43◦ and 27.79◦ are shown in Fig. 2.4. As shown in Fig. 2.4(c–d), the
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structure of grain boundary in the transition zone is not made of just one type of dis-

locations. Instead the grain boundaries are comprised of (1,0) and (1,0)+(1,0)+(1,0)

dislocations. When the misorientation angle is close to θzig = 21.73◦, the density of

(1,0) dislocations is higher than the density of (1,0)+(1,0)+(1,0) dislocations. When

the misorentation angle approaches θzig = 32.23◦, i.e, when the misorientation angle

get closer to that of armchair ribbons, the (1,0) dislocations disappear and the grain

boundary is made of an array of (1,0)+(1,0)+(1,0) dislocations.

In the rest of this paper, to ease the illustration of results, the data related to the

grain boundaries in the transition zone, i.e 21.73◦ < θzig < 32.23◦, are presented along

with the results of grain boundaries of zigzag ribbons.

2.3 Computational method

In this chapter, we use reverse nonequilibrium molecular dynamics (RNEMD)

method [100] to study thermal transport in h–BN ribbons containing symmetric

tilt grain boundaries. Detailed description of RNEMD method is given in chapter

1. Fig. 2.1a shows the RNEMD method in h–BN ribbon with symmetric tilt grain

boundaries. The temperature profile along the longitudinal direction of the ribbon

is given in Fig. 2.1b. As discussed in chapter 1, in RNEMD method the simulation

cell is divided into number of bins. In this chapter, the number of bins are chosen

based on the length of the ribbons such that the width of bins does not change by the

change in the ribbons length. As a reference point, we use 52 bins for ribbons with

a length of 750 Å. The heat flux Q induced in the h–BN ribbons is calculated using

Eq. (1.16). The cross–sectional area A in Eq. (1.16), is equal to the width times the

thickness of nanoribbons. In our calculations we assume the thickness of the ribbons

is 3.3306 Å [120] which is equal to the interlayer distance in bulk h–BN.

All the molecular dynamics simulations are conducted using LAMMPS molecular

dynamics package [122]. Modified Tersoff potential [123, 124] is used to evaluate the

interatomic interactions. To study the effect of temperature on the Kapitza conduc-
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tance of nanoribbons, the simulations are performed at four different temperatures of

300 K, 500 K, 700 K and 1000 K. The velocity Verlet scheme is used to integrate the

equations of motion using an integration time step of 0.1 fs. Total simulation time

is at least 700 ps in which the system is equilibrated for a minimum of 200 ps and

RNEMD scheme is implemented in the last 500 ps.

The equilibration stage consists of three steps. At first the optimized positions

of the atoms are obtained by minimizing the energy of the system using the conju-

gate gradient method at zero temperature. Once the system energy is minimized,

Berendsen thermostat is used in micro canonical ensemble (NVE) to raise the sys-

tem temperature to the desired temperature for a minimum time period of 100 ps.

Finally, to stabilize the system, the equilibration is carried out in canonical ensemble

(NVT) for a time period of 100 ps. After the equilibration stage, the kinetic energy

exchanges are conducted every 10 fs for 400 ps which is an enough time to induce a

steady state temperature profile. After a steady state is reached, the simulation is

conducted for another 100 ps and the temperature profile and heat energy exchanged

data of the last 100 ps are used to evaluate the thermal conductivity of the grain

boundaries and nanoribbons.

A typical steady state temperature profile of h–BN nanoribbons obtained using the

above described method is shown in Fig. 2.1(b). As shown schematically, the thermal

profile of nanoribbons includes a temperature jump at the grain boundary along with

linear and nonlinear segments on each grain. The effective thermal conductivity of

ribbons Kr can be calculated using the Fourier’s law of heat conduction by

Kr = −(
Q

∂T/∂x
), (2.1)

where ∂T/∂x is the temperature gradient. The temperature gradient is evaluated

using the linear segments of the temperature profile. Therefore the effective thermal
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conductivity of the ribbon can be obtained using

Kr = − Q

(Tf − Ti)/l
(2.2)

where Tf and Ti are the end point values of the linear portion of temperature profile

as shown in Fig. 2.1(b) and l is the distance between these two points.

The temperature jump at grain boundaries can be used to calculate the Kapitza

conductance [125] of grain boundaries using

Kg = − Q

∆T
, (2.3)

where Kg is the Kapitza conductance and ∆T is the temperature jump as shown

in Fig. 2.1(b). The thermal resistance of grain boundaries Rg is the inverse of their

Kapitza conductance

Rg =
1

Kg

. (2.4)
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Figure 2.5: Temperature profiles of the nanoribbons containing grain boundaries show
temperature jump in temperature profiles at the location of grain boundaries. The
simulations are conducted at 300 K. (a) Zigzag oriented ribbons, (b) armchair oriented
ribbons.
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Figure 2.6: Kapitza conductance of grain boundaries in zigzag and armchair ribbons
decreases with increase in their misorientation angle.

2.4 Results

2.4.1 Impact of misorientation angle on Kapitza conductance

The temperature profile of zigzag and armchair nanoribbons with a length of 750

Å at 300 K are shown in Fig. 2.5(a) and (b). The sharp temperature jumps at grain

boundaries are characteristics of interface thermal resistance. The temperature jumps

observed in these figures are used to find the Kapitza conductance of grain boundaries

by employing Eq. (2.3). The Kapitza conductance of grain boundaries are plotted

in Fig. 2.6. The Kapitza conductance of grain boundaries in zigzag ribbons is in

between 6.66×109 W/m2K and 1.91×1010 W/m2K and in armchair ribbons is in the

range of 6.08 × 109 W/m2K to 1.06 × 1010 W/m2K. The plots of Fig. 2.6 show that

by increasing the misorientation angle the Kapitza conductance of grain boundaries

reduces. In other words, the increase in the misorientation angle leads to an increase

in the thermal resistance of grain boundaries. This is similar to the trend observed

regarding the Kapitza conductance of the grain boundaries of graphene [109, 110]

To understand the mechanism leading to the thermal resistance of grain boundaries,

we obtain the phonon spectra of the grain and grain boundary atoms. The phonon

vibrational spectrum A(ω) is calculated using the Fourier transform of the velocity
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autocorrelation function (VACF) by

A(ω) =
1

2π

∫
eiωt

〈
N∑
i=1

vi(t)vi(0)

〉
dt (2.5)

where ω is the phonon frequency, vi(t) is the velocity of atom i at time t and N is

the number of atoms in the system. 〈· · · 〉 denotes the ensemble average which in our

calculations is replaced with time average. In our simulations, the time average is

calculated in an NVE ensemble by recording the atoms velocity every 0.1 fs for 100

ps.

The phonon spectra of grains are shown in Fig. 2.7. As shown in Fig. 2.7(a),

although the two grains have different orientations, but their phonon spectra are

closely matching. Therefore, different misorientation of grains does not lead to a

significant phonon scattering at the grain boundary.

As depicted in Fig. 2.7(b), the phonon spectrum of grain boundary atoms is not

matching with phonon spectrum of grain atoms. The mismatch between the two

spectra cause phonon scattering at the grain boundary which leads to interfacial

thermal resistance at grain boundaries [110, 126]. As shown in Fig. 2.8 increasing the

misorientation angle increases the defect density of grain boundaries. Larger defect

density causes more phonon scattering which leads to a lower thermal conductivity

of highly misoriented grain boundaries.

2.4.2 Impact of misorientation angle on the effective thermal conductivity of

ribbons

The effective thermal conductivity of the nanoribbons versus the misorientation

angle of their grain boundaries are plotted in Fig. 2.9 for armchair and zigzag ribbons

with a length of 750 Å. The effective thermal conductivity of both zigzag and arm-

chair nanoribbons decreases by increasing the grain boundary misorientation angle.

Zigzag ribbons have higher effective thermal conductivity than armchair ribbons. The
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Figure 2.8: Defect density versus misorientation angle of grain boundaries. Grain
boundary defect density increases almost linearly with increase in the misorientation
angle.

effective thermal conductivity of zigzag nanoribbons is between 156.17 W/mK and

82.06 W/mK while for armchair nanoribbons it is between 106.64 W/mK and 76.03

W/mK. The reduction of thermal conductivity of ribbons is directly related to the

reduction of Kapitza conductance of grain boundaries and is due to a higher defect

density in such ribbons.
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Figure 2.7: (a) Phonon vibrational spectra of two adjacent grains, (b) phonon vibra-
tional spectra of grain atoms and grain boundary atoms.
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Figure 2.11: Effective thermal conductivity of ribbons versus their lengths at 300 K.
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2.4.3 Effect of ribbons length on the Kapitza conductance and effective thermal

conductivity of ribbons

The effects of grains length on the Kaptiza conductance of grain boundaries are

investigated by studying ribbons of different lengths. The Kapitza conductance of

nanoribbons and effective thermal conductivity nanoribbons of different lengths at

a temperature of 300 K are shown in Fig. 2.10 and Fig. 2.11, respectively. These

plots are obtained for armchair and zigzag nanoribbon including symmetric tilt grain

boundary with a misorientation angle of 21.75◦ and 21.73◦, respectively. It can be

observed that by increasing the length of grains, both the Kapitza conductance of

grain boundaries and the effective thermal conductivity of ribbons increase. This

is similar to the trend observed previously for other two-dimensional materials [110,

109, 114].

The higher thermal conductivity of longer ribbons is attributed to longer phonon

mean free path in such ribbons. Thermal conductivity is directly related to phonon

mean free path by

Kr =
1

3
Cpvlp−p (2.6)

where Cp is specific heat of the phonons, v is the group velocity and lp−p is the effective

phonon mean free path. The relationship between effective phonon mean free path

(lp−p) and length of the nanoribbon (l) is given by [127, 128]

1

lp−p
=

1

l∞
+

1

l
(2.7)

where l∞ is phonon mean free path of a infinite ribbon. Therefore, by increasing the

length of nanoribbons the effective phonon mean free path increases which based on

Eq. (2.6) leads to an increase in the Kapitza conductance of grain boundaries and

effective thermal conductivity of ribbons.
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Figure 2.12: Kapitza conductance of grain boundaries in zigzag and armchair ribbons
at different temperatures.

2.4.4 Effect of temperature on Kapitza conductance and effective thermal

conductivity of ribbons

The impact of temperature on the Kapitza conductance is studied by studying the

Kapitza conductance of nanoribbons with a length of 750 Å at temperatures of 300 K,

500 K, 700 K and 1000 K. The Kapitza conductance versus temperature for armchair

and zigzag ribbons are shown in Fig. 2.12. These graphs show that temperature does

not have a significant impact on the Kapitza conductance of grain boundaries of zigzag

and armchair nanoribbons. By increasing the temperature, Kapitza conductance of

grain boundaries initially increases slightly and then decreases with further increase

in temperature. The reduction of Kapitza conductance at high temperatures can be

attributed to increase in the thermal disorder in GB zone. Higher disorder leads to

higher scattering which results in a lower Kapitza conductance [126, 129].

The effective thermal conductivity of zigzag and armchair ribbons with a length of

750 Å as a function of temperature are shown in Fig. 2.13. It can be noticed that

effective thermal conductivity decreases with increase in temperature. The effect of

Umkalpp scattering increases with increase in temperature which results in decrease

of effective thermal conductivity of the nanoribbon [130].
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Figure 2.13: Effective thermal conductivity of zigzag and armchair ribbons decreases
with increase in temperature.

2.5 Conclusion

In this chapter, we used reverse nonequilibrium molecular dynamics modeling to

study the thermal properties of h–BN ribbon containing symmetric tilt grain bound-

aries. By increasing the misorientation angle of grain boundaries, their defect den-

sity increases. The increase in the defect density enhances phonon scattering at

grain boundaries which results in lower thermal conductance of grain boundaries

with higher misorientation angle. Kapitza conductance and effective thermal con-

ductivity increases with increase in the length of nanoribbon which is due to larger

phonon mean free path in longer ribbons. The temperature effects on the Kapitza

conductance of grain boundaries is negligible whereas by increase in temperature the

effective thermal conductivity of nanoribbons reduces.



CHAPTER 3: Phononic Thermal Transport Properties of C3N Nanotubes

3.1 Introduction

Unique physical, chemical and mechanical properties of graphene [131, 132, 18, 133]

make it an excellent candidate for the next generation of nano devices. A fundamental

deficiency associated with using graphene in nanoelectronic devices is its zero band

gap around the Fermi level. Because of its zero band gap, the electrical conduction

cannot be modulated below a certain limit which makes it difficult to employ graphene

in digital circuits where high ON/OFF ratios are necessary. Since a sizable band gap

can greatly enhance the potential applications of graphene, intense research has been

conducted toward band gap widening of graphene. Several techniques have been

proposed to open a band gap in graphene including substrate–induced gap [134],

electron confinement [135] and hydrogenization of graphene [136]. Although these

techniques can be used to introduce a band gap in graphene, they face limitations in

practice when their controllable implementation for large scale production is required.

Nitrogen doping is another method for opening band gaps in graphene [137]. De-

(a) (b) (c)

Figure 3.1: (a) Schematic of C3N nanoribbon showing 8–atom unit cell, (b) armchair
nanotube, and (c) zigzag nanotube.
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pending on the synthesis procedure and nitrogen percentage various structures of

N-doped graphene are generated. Monolayer C3N is one of the most stable N–doped

graphene materials which was first synthesized by the pyrolysis of single crystals

of hexaaminobenzene trihydrochloride in solid state [72]. More recently large scale

sheets of C3N are fabricated via polymerization of 2,3-diaminophenazine [73]. C3N

has a graphene–like atomic structure in which nitrogen (N) atoms are homogeneously

and orderly distributed between the carbon (C) atoms as shown in Fig. 3.1. Each

carbon phenyl ring is covalently bonded to six nitrogen atoms and both carbon and

nitrogen atoms display a D6h symmetry. The isolation of C6 rings leads to opening of

an indirect band gap of 1.042 eV [138] which makes C3N a semiconductor with strong

polar covalent bonds. C3N displays a high thermal conductivity of about 815 W/mK

[139] and a high electrical conductivity of 1.41×103 S/cm [72]. It has a Young’s mod-

ulus of 1090.0 GPa which makes it stiffer than graphene [139]. Moreover, monolayer

C3N is very stable and can withstand temperatures as high as 2000 K.

Rolling up the C3N nanosheets into nanotubes gives rise to other remarkable prop-

erties. C3N nanotube (C3NNT) has been investigated for hydrogen storage [74, 140].

Hales and Barnard [141] used density functional theory to study the thermodynamic

stability of CxN nanotubes (x = 1, 2, 3, 5, and 7) and concluded that the relaxed

structure of C3N is independent of the nanotube chirality. Jalili et al. [142] studied

the role of defects on the electronic properties of C3NNT and concluded that C3NNT

with vacancy defects exhibit ferromagnetic spin ordering. Wang et al. [143] stud-

ied the mechanical and electronic properties of C3NNT with various chiralities and

showed that C3NNT is semiconductor with high Young’s modulus.

Computational methods have been proved to be promising in studying the proper-

ties of nanomaterials [144, 145, 146, 113, 147, 1, 148, 114, 149, 150, 151, 117, 152, 153,

12, 119, 154, 155, 3]. In this chapter we use reverse nonequilibrium molecular dynam-

ics simulations to study the thermal properties of C3NNT. The impact of chirality
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and length of nanotubes on their thermal conductivity is studied. Furthermore, using

the phonon dispersion curves and relaxation times, the lower thermal conductivity of

C3NNT with respect to carbon nanotube (CNT) is explained. The transition length

of C3NNT at which the heat energy transfer is changing from ballistic to diffusive

mode is calculated. The reason for lower transition length of C3NNT than CNT is

explained.

3.2 Structure of C3N nanotube

Fig. 3.1a illustrates the monolayer C3N nanoribbon in which each hexagonal carbon

ring is covalently bonded to six nitogen atoms. The C–C and C–N bonds have similar

atomic bond lengths of 1.44 Å. C3N crystal involves a monoclinic unit cell with equal

lattice constants a = b = 4.95 Å containing six carbon atoms and two nitrogen atoms.

C3NNT is closed cylinder constructed by rolling the monolayer C3N nanoribbon. C3N

can be rolled in different angles with respect to its lattice. The atomic structure and

electrical, mechanical and optical properties of nanotubes are affected by the rolling

direction. The rolling direction is defined by the chiral vector Ch = ma1 +na2 where

a1 = a(
√
3
2
, 1
2
) and a2 = a(

√
3
2
,−1

2
) are the lattice vectors of C3N sheet. The integer

indices (m,n) fully defines the nanotube and are used in the literature to characterize

nanotubes. For example, the special cases in whichm = n gives the armchair oriented

nanotube as shown in Fig. 3.1(b) whereas the case withm= 0 gives the zigzag oriented

nanotube as shown in Fig. 3.1(c). The diameter of nanotubes can be obtained using

the magnitude of the chiral vector which is equal to the perimeter of the nanotube.

3.3 Computational method

We study thermal properties of the zigzag and armchair C3NNT with various chi-

ralities and lengths ranging from 4 nm to 1,000 nm. All the simulations are conducted

using LAMMPS molecular dynamics package [91]. The interatomic interactions are

simulated using modified Tersoff potential [156, 157]. The equations of motion are in-
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Figure 3.2: A schematic of C3N nanotube showing the hot bin and cold bin at the
middle and two ends of nanotube, respectively.
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Figure 3.3: Temperature distribution along longitudinal axis of the nanotube.

tegrated using velocity Verlet scheme with an integration time step of 0.1 fs. Periodic

boundary conditions are considered along the longitudinal direction of the nanotube.

The initial configuration of the system is relaxed by minimizing its potential energy

using conjugate gradient method. The temperature of the system is slowly increased

by scaling up the velocites of individual atoms using Berendsen thermostat [158] in

a microcanonical ensemble (NVE) for a period of 50 ps. The system is further equi-

librated and maintained at room temperature for 50 ps under canonical ensemble

(NVT).

Thermal properties of C3NNT are evaluated using reverse nonequilibrium molecular

dynamics (RNEMD) method [159]. Detailed description of RNEMD method is given

in chapter 1. Fig. 3.2 shows the RNEMD method implemented in C3NNT. In this

method a heat flux Q is imposed to the system which is given by Eq. (1.16).The
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temperature gradient that develops as a result of the heat flux is calculated. For

the purpose of imposing a heat flux, nanotubes are divided into slabs along the

longitudinal direction. We divided 4 nm and 6 nm nanotubes into 20 slabs, 8 nm

nanotubes into 40 slabs and nanotubes longer than 8 nm are divided into 50 slabs. In

Eq. (1.16), A is the cross sectional area of the simulation cell. A of the nanotube is

given by (circumference) × (thickness of nanotube). Circumference is the magnitude

of the chirality vector and thickness is taken the same as the interlayer distance of

bulk C3N which is 3.2 Å [139].

By repeating the exchange process, a steady state temperature profile similar to

the profile shown in Fig. 3.3 is established. The slope of the linear portion of the

temperature profile represents the temperature gradient ∂T
∂x

along the axis of nan-

otube. By taking the averages of the heat flux and temperature gradient and using

the Fourier’s law of heat conduction, the thermal conductivity K can be obtained

from

K = − 〈Q〉
〈∂T/∂x〉

, (3.1)

where T is temperature and brackets 〈〉 denote average of the quantities with respect

to time and the atoms in the domain. The averaging is taken over a period of 100 ps.

3.4 Results

3.4.1 Thermal conductivity of C3NNT in comparison to CNT

We compare the thermal conductivity of armchair and zigzag CNT with those of

C3NNT in Fig. 3.4. The armchair C3NNT and CNT have a chirality of (5,5) and

(10,10), respectively, with a similar diameter of 1.3 nm whereas the chirality of zigzag

C3NNT and CNT are (0,9) and (0,18), respectively, with a diameter of 1.49 nm.

The graphs of Fig. 3.4 show that thermal conductivity of CNT is higher than the

thermal conductivity of their counterpart C3NNT with the same length and diameter.

By increase in the length, the difference between the thermal conductivities become
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Figure 3.4: Comparison of thermal conductivity of C3NNT and CNT with varying
length. (a) Armchair nanotubes, and (b) zigzag nanotubes. Thermal conductivities
are not quantum corrected.

Table 3.1: Ballistic to diffusive transition length of different nanotubes in nm

Nanotube length
CNT (10,10) 107.20
CNT (0,18) 103.32
C3NNT (5,5) 71.66
C3NNT (0,9) 79.95

more significant. At 600 nm the conductivity of (5,5) C3NNT is 519.8 W/mK which is

considerably lower than the conductivity of the (10,10) CNT which is 1242.6 W/mK.

Similarly, the thermal conductivity of (0,9) C3NNT is 538.3 W/mK which is consid-

erably lower than the conductivity of the (0,18) CNT which is 1234.3 W/mK. The

thermal conductivity of CNTs presented in this chapter is in good agreement with

previous study in which the authors used nonequilibrium molecular dynamics [160].

3.4.2 Impact of length and chirality of C3NNT on its thermal conductivity

The impact of length and chirality of nanotubes on their thermal conductivity is

studied by considering armchair nanotubes with chiralities of (5,5), (9,9) and (13,13)

and zigzag nanotubes with chiralities of (0,9), (0,16) and (0,22) with lengths varying
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Figure 3.5: Thermal conductivity of C3NNT . (a) Armchair nanotube, and (b) zigzag
nanotube

from 4 nm to 1000 nm. The thermal conductivity of nanotubes of different chirality as

a function of length are shown in Fig. 3.5. It can be observed that by increasing in the

diameter, the thermal conductivity of both armchair and zigzag C3NNT increases.

The graphs of Fig. 3.5 also show that by increasing the length of nanotubes their

thermal conductivity increases. This is not surprising since thermal conductivity K

depends on the length via a power law relation

K = αLβ. (3.2)

When the nanotubes lengths are much smaller than phonon mean free path (MFP)

l0, i.e l0 � L, heat flows ballistically and β = 1. On the other hand, when the

MFP is much smaller than the nanotubes length, l0 � L, heat flows diffusively and

thermal conductivity is given by the Boltzmann-Peierls relation. In the diffusive

regime β < 1. There is a transition length at which the transfer of heat energy

changes from ballistic to diffusive. The transition length can be found by using the

log–log plot of conductivity versus length as shown in Fig. 3.6. The log–log plot has

a slope of β ≈ 1 at short lengths and a slope of β < 1 for longer nanotubes. The
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Figure 3.6: Log-Log plot of nanotube length versus conductivity showing the diffusive
to transition length. (a) C3NNT with chirality (5,5), (b) C3NNT with chirality (0,9),
(c) CNT with chirality (10,10), and (d) CNT with chirality (0,18).

transition length is the length at which the two tangent lines intersects. As given

in Table 3.1, our results predict that the transition length of armchair and zigzag

C3NNT is approximately 71.66 nm and 79.95 nm respectively and the transition

length of armchair and zigzag CNT is 107.20 nm and 103.32 nm respectively. The

lower transition length of C3NNT is due to higher scattering rates of phonons due to

the presence of nitrogen.
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Figure 3.7: Phonon density of states of C3NNT with different chirality. (a) Armchair
nanotube, and (b) zigzag nanotube

3.4.3 Impact of the diameter of C3NNT on thermal conductivity

The graphs of Fig. 3.5 show that increase in the diameter of C3NNT leads to an

increase in their thermal conductivity. To understand the impact of diameter on

thermal conductivity, the density of states and dispersion curves of C3NNT with dif-

ferent chiralities are compared in Figures 3.7 and 3.8. As shown in Fig. 3.7, increase

in the diameter of nanotubes results in blueshift of the peaks of density of states.

Phonon stiffening generally leads to increase in group velocity and enhances the ther-

mal conductivity. Comparison of the acoustic branches of phonon dispersion curves

show that the change in the diameter, does not have a significant impact on the lon-

gitudinal (LA) and torsional (ToA) branches. However, by increase in the diameter,

the transverse acoustic (TA) modes move upward resulting in a large enhancement

in frequency and increase in phonon group velocity. Based on Eq. (3.6), the increase

in group velocity leads to enhancement of thermal conductivity. Therefore, the main

mechanism responsible for higher thermal conductivity of larger diameter nanotubes

is the stiffening of transverse acoustic modes.
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Figure 3.8: Acoustic phonon modes of C3NNT with different chirality. (a) Armchair
nanotube, and (b) zigzag nanotube

Figure 3.9: Quantum correction of thermal conductivity of armchair and zigzag
C3NNTs with chiralities (5,5) and (0,5).

3.4.4 Quantum correction of thermal conductivity

Quantum effects can have a considerable effect on thermal transport at tempera-

tures below Debye temperature [161]. This correction can be calculated by equating

the total classical energy at a given temperature where the MD simulation are carried

out (TMD), to the total phonon energy at temperature T as shown in Eq. (3.3). Where

ωD is the Debye frequency corresponding to Debye temperature TD, and DN(ω) is

the density of states [162].
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Figure 3.10: Phonon dispersion curves and density of states of CNTs and C3NNTs. (a)
CNT with chirality (10,10), (b) C3NNT with chirality (5,5), (c) CNT with chirality
(0,10), and (d) C3NNT with chirality (0,5)
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Figure 3.11: Comparison of acoustic modes of dispersion curves of C3NNT and CNT.
(a) Armchair nanotube, and (b) zigzag nanotube

3

2
kBTMD =

∫ ωD

0

DN(ω)

(
1

2
+

1

exp(h̄ω/kBT )− 1

)
h̄ωdω (3.3)

Using Eq. (3.3) the MD temperatures can be corrected using Eq. (3.4). Therefore,

the thermal conductivity obtained from MD simulations can also be corrected using

a Eq. (3.5), where dTMD

dT
is the quantum correction factor.

TMD =
T 2

TD

∫ TD
T

0

x

ex − 1
dx+

TD
4

(3.4)

kqc =

(
dTMD

dT

)
kMD (3.5)

Fig. 3.9 shows the relation of MD temperature and corrected temperature, as well

as the correction factor for thermal conductivity for (5, 5) and (0,5) C3NNT’s.

3.5 Phonon transport in C3NNT

A phonon state can be described by wavevector, k, polarization p, which is trans-

ported by group velocity v, and has a relaxation time τ . The phonon contribution to
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Figure 3.12: Comparison of phonon density of states of C3NNT and CNT. (a) Arm-
chair nanotube, and (b) zigzag nanotube

thermal conductivity can be calculated using Eq. (3.6) [163].

K =

∫ ωmax

0

Cvldω =

∫ ωmax

0

Cv2τdω (3.6)

where ω is phonon frequency, C is the specific heat.

3.5.1 Dispersion relation and density of states

The impact of nitrogen atoms on thermal transport of C3N nanotubes is further

studied by comparing the phonon dispersion curves and density of states of C3NNT

with those of CNT. The phonon dispersion curves and density of states are con-

structed using the fix phonon [164] command in LAMMPS [91]. In this approach the

dynamical matrix is constructed using molecular dynamics simulation by following

the motion of atoms and employing the fluctuation–dissipation theory. For this pur-

pose, first the Green’s coefficient function is obtained by taking the second moment

of atomic displacements [165, 166, 167]. The force constant of individual atoms are

then calculated using the Green’s coefficient function. Finally, the dynamical matrix

of the unit cell is estimated from the force constants.

To extract the phonon dispersion curves, periodic boundary conditions are applied
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in all directions with vacuum in the x and z directions to avoid unwanted interactions

between neighboring images. The system temperature is increased to 300 K using

Langevin thermostat [168, 169] under micro–canonical ensemble. Once the equilibra-

tion is reached, the dynamical matrix of the crystal is extracted using the fix phonon

command [164]. The post–processing software phana is used to extract the dispersion

curves and density of states from the dynamical matrix [164].

The phonon dispersion curves and density of states (DOS) of (5,5) and (0,5) C3NNT

along with (10,10) and (0,10) CNT are shown in Fig. 3.10. These figures show that the

phonon dispersions of nanotubes depends on the indices (m,n) or equivalently on the

chirality and diameter of nanotubes. As shown in Fig. 3.10, for small values of k the

dispersion relations of the longitudinal and torsional acoustic modes of all nanotubes

is linear whereas it is nonlinear for transverse acoustic mode. The acoustic modes

of C3NNT and CNT are compared in Fig. 3.11. It is observed that all the acoustic

modes of C3NNT are depressed in comparison with CNT resulting in a reduction

in the slope of the dispersion curve and significant reduction in the phonon group

velocity of acoustic branches.

To further elucidate the reason for the difference between the thermal conductivity

of CNT and C3NNT, their phonon DOS are compared in Fig. 3.12. The phonon

DOS of armchair and zigzang CNT show a strong peak at about 48 THz ( 1600

cm−1) whereas the strong peak of armchair and zigzag C3NNT occurs at about 46

THz ( 1533 cm−1). Therefore, the DOS of C3NNT is redshifted with respect to

CNT. Furthermore, as phonons with fixed number of frequencies gather in a narrower

frequency range, the probability for phonon scattering enhances which leads to a lower

phonon relaxation time.

3.5.2 Phonon scattering in C3NNT

Based on Eq. (3.6), thermal conductivity is directly related to phonon mean free

path (MFP). For each phonon mode the MFP can be calculated using λ = vτ . The
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(a)

Figure 3.13: CNT phonon relaxation time at different polarizations with (a) phonon-
phonon Umklapp scattering, (b) boundary scattering

(a)

Figure 3.14: C3NNT phonon relaxation time at different polarizations with (a)
phonon-phonon Umklapp scattering, (b) boundary scattering
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(a) (b)

Figure 3.15: Acoustic phonon mean free path for (a) CNT, (b) C3NNT

group velocity can be obtained from dispersion curves as v = dω/dk. For independent

scattering events the scattering probabilities are additive; therefore, one can obtain

the total scattering rate as the sum of phonon-phonon (p-p), defect, and boundary

scattering as shown in Eq. (3.7)

1

τ
=

1

τpp
+

1

τd
+

1

τb
(3.7)

where τpp, τd, and τb are the phonon–phonon, defect, and boundary scattering time

constants. The boundary relaxation time was estimated using the relation, τb = FL
|vg | ,

where F = 1/2 is the geometric factor used for nanotubes [170]. Here we have

calculated the p-p scattering rate by considering three phonon processes, where in

each scattering event either a phonon decays into two, or two phonons combine to

generate a third phonon. The momentum and energy selections rules govern these

scattering events and are shown in Eq. (3.8) and 3.9 respectively, where in case of a

normal (N) scattering process G = 0 and in case of an Umklapp process G is equal to a

reciprocal lattice vector. The rate of a three-phonon Umklapp process was calculated

based on first order perturbation theory using Eq. (3.10) where k is the wavevector
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Table 3.2: Phonon MFP of different phonon modes of CNT with chirality (10,10) in
nm

Phonon mode at k=0 maximum
LA 2.766 3.695
ToA 6.716 6.716
RBM 8.436 74.56
TA 76.99 123.1

Table 3.3: Phonon MFP of different phonon modes of C3NNT with chirality (5,5) in
nm

Phonon mode at k=0 maximum
LA 0.025 0.025
ToA 0.062 0.062
RBM 0.034 1.772
TA 3.430 9.189

of a given phonon, M is the average atomic mass of the lattice, γ is the Gruneisen

parameter shown in Eq. (3.11) Where Cp is the specific heat and α is the volumetric

thermal expansion coefficient.

k ± k′ = k′′ +G (3.8)

h̄ω ± h̄ω′ = h̄ω′′ (3.9)

1

τU
=
∑
k′

8γ2h̄ωω′ω′′

3nav2gM
πδ(ω ± ω′ − ω′′)(N ′0 −N ′′0 ) (3.10)

γ = V (
dP

dε
)V =

αv2g
Cp

(3.11)

In order to calculate the p-p scattering rate of a phonon mode with wavevector
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k, in Eq. (3.10) the sum is taken over all possible k′ modes using the dispersion

relation while satisfying the selection rules listed in Eq. (3.8) and Eq. (3.9) [171].

Fig. 3.13 shows the accoustic phonon relaxation time of phonon modes (wavevector

and polarization) based on p–p scattering in CNT lattice and boundary scattering of

a 100 nm CNT. It can be seen that TA and radial breathing bands (RBM) indicate

the lowest phonon scattering rates that exceeds the boundary scattering time at

lower wavevector modes indicating ballistic phonon transport in these regions. In

contrast, the LA and ToA bands have much higher scattering rates and indicate

diffusive transport. Fig. 3.14 shows similar results of phonon scattering times of

C3NNT, where the p–p scattering times are shorter than the case of CNT in all bands

indicating higher scattering rates. This higher scattering rate can be attributed to

presence of nitrogen atoms which can be treated as mass fluctuation or defects in the

C3NNT lattice. On the other hand, the boundary scattering times are longer than

the case of CNT due to mostly smaller values of phonon group velocity in C3NNT

lattice. The higher rate of phonon scattering is also clearly reflected on the shorter

phonon mean free path, λ = τ.vg, of C3NNT compared to CNT in all bands as shown

in Fig. 3.15. Table 3.2 and Table 3.3 shows the MFP of different nanotubes. This

analysis explains the lower thermal conductivity of C3NNT based on higher phonon

scattering rates caused by presence of nitrogen atoms in the lattice; in addition, it

indicates shorter ballistic-diffusive transition length in case of C3NNT.

The study of phonon transport in C3NNT in comparison with CNT, provides in-

sight into the scattering mechanisms, and energy dissipation in nanoscale materials.

Specifically, the observation of significant reduction in thermal conductivity and in-

creased phonon scattering rates, by introduction of N atoms in the CNT lattice,

signifies the role of mass fluctuation and phonon-impurity scattering in crystalline or-

ganic nanomaterials. As a result, this large effect on thermal transport, which is also

reported in highly-doped semiconductors [172, 173, 174], must be considered in de-
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vice design process to prevent the generation of local hot-spots and large temperature

gradients.

3.6 Conclusion

Thermal properties of the C3NNT are studied using RNEMD simulations. Our

results indicates that thermal conductivity of C3NNT increases with increase in the

length and chirality of the nanotubes. Thermal conductivity of C3NNT is significantly

lower than the CNT. This is due to the lower group velocities and relaxation times

of C3NNT. The ballistic to diffusive transition length for armchair C3NNT is 71.66

nm, for zigzag C3NNT is 79.95 nm, for armchair CNT is 107.20 nm and for zigzag

CNT is 103.32 nm. The lower transition length for C3NNT is attributed to the higher

phonon scattering rate occurring in C3NNT due to the presence of nitrogen atoms.

Our calculations indicate a lower MFP of C3NNT than CNT which is consistent with

the higher scattering rate in C3NNT than CNT.



CHAPTER 4: Fracture Mechanics of Multi–Layer Molybdenum Disulphide

4.1 Introduction

The discovery of the fantastic properties of graphene such as high mechanical

strength [131, 132] and excellent electronic properties [18, 133] has stimulated inter-

ests in exfoliating other two–dimensional graphene–like materials. Laminated materi-

als composed of stacked layers with van der Waals force between adjacent sheets and

strong covalent bonds within each layer have received the most attention toward exfoli-

ation of two-dimensional materials. In laminated materials the weak bonding between

layers allows an easy isolation of free-standing single or few–atom–thick sheets. The

isolated free–standing sheets form stable two–dimensional materials which exhibits

exotic properties distinct from their corresponding three–dimensional bulk materials.

Transition metal dichalcogenides (TMDs) are an important class of laminated mate-

rials which are formed by triatomic sheets anchored together by van der Waals forces.

Each sheet can be isolated to form a stable two–dimensional material composed of

hexagonal layers of metal atoms (M) sandwiched between two layers of chalcogen

atoms (X) with an MX2 stoichiometry. The typical metals in TMDs are Mo, W, Nb,

Re, Ni or V and the typical chalcogens are S, Se or Te; thereby providing more than

40 different combinations for the two-dimensional TMDs [175, 176].

Two–dimensional molybdenum disulfide (MoS2) is one of the most attractive TMDs.

Opposed to graphene which shows a zero band gap, few layer MoS2 displays a di-

rect band gap [64]. The presence of a direct band gap along with high mechanical

strength [177] and other unique physical, optical and electrical properties make two–

dimensional MoS2 an ideal candidate for a variety of applications including microelec-

tromechanical systems (MEMS) and nanoelectromechanical systems (NEMS) devices
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[64, 65, 66, 67, 68].

Understanding the mechanical and fracture properties of MoS2 is essential in pre-

dicting its behavior upon incorporation into electromechanical devices. Ideally, the

mechanical and fracture properties of two–dimensional materials should be character-

ized experimentally e.g. using uniaxial tensile test. Although recently some progress

has been made in conducting experiments at nanoscales [178, 177, 179, 180, 181],

however, still designing and performing experiments at nanoscales is very compli-

cated. Currently, the most common techniques for measuring the mechanical proper-

ties of two–dimensional materials are atomic force microscopy and nanoindentation

[182, 183, 184, 185]. However, factors such as indenter radius, indenter location and

nonuniform stress and strain in the tested two–dimensional specimen make it chal-

lenging to extract the intrinsic mechanical properties using these experiments.

Computational studies, on the other hand, can provide valuable insights about the

behavior of two-dimensional materials [144, 147, 186, 148, 151, 119, 146, 12, 114, 187,

1]. Cooper et al. [188] used density functional theory (DFT) to study the nonlinear

response of MoS2. Wang et al. [117] used molecular dynamics modeling to study

fracture properties of single layer MoS2 under mixed mode loading. Bao et al. [189]

studied the effects of crack configuration, length and angle on the fracture stress of

MoS2. Wang et. al [179] used aberration–corrected transmission electron microscope

and molecular dynamic simulations to study structure and dynamics of cracks in

monolayer MoS2.

The studies on mechanical and fracture properties of MoS2 have been mostly lim-

ited to monolayer molybdenum disulfide. In this chapter, we use molecular dynamics

simulations to study the fracture properties of multilayer MoS2. Since the applicabil-

ity of continuum concepts of fracture mechanics in systems of reduced dimensionality

is an open debate, we use atomistic simulations to investigate whether Griffith and

Inglis theory of brittle fracture [190] is applicable to multilayer MoS2 sheets. Quan-
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Figure 4.1: Bi–layer MoS2 crystal in different views

tized fracture mechanics theory which is developed more recently to overcome the

issues associated with using continuum–based fracture theories at nanoscale is also

investigate. The impacts of number of layers, crack configuration and crack orien-

tation on the fracture stress and stiffness of few–layer MoS2 sheets are also studied.

4.2 Structure of MoS2

Molybdenum disulfide can exist in two phases; the stable H phase (H–MoS2) with

semiconducting properties or metalic T–phase (T–MoS2) which is not stable at am-

bient conditions [191]. In this chapter we study the fracture properties of H–MoS2.

The atomic structure of H–MoS2 is shown in Fig. 4.1. Each layer of MoS2 consists of

a sublayer of molybdenum (Mo) atoms sandwiched between two sublayers of sulfur

(S) atoms. Each Mo atom is covalently bonded to six S atoms (three bonds with

the three S atoms on the top and three bonds with the three S atoms on the bottom

layer). Each sulfur atom is covalently bonded to three Mo atoms. The stacking of

sublayers of each layer of H–MoS2 is ABA.

In multilayer MoS2, the adjacent layers are bonded together by weak van der Waals
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Figure 4.2: MoS2 sheet considered to run the simulations .

(a) (b)

(c)

Figure 4.3: MoS2 sheet crack tips (a) Armchair crack with sharp tip (ACSC), showing
crack length and three–layer crack tip, (b) Armchair crack with blunt tip (ACBC),
showing crack length and three–layer crack tip, and (c) Zigzag crack (ZZC), showing
crack length and three–layer crack tip.
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forces. When the number of layers are more than one, the S atoms of one layer are

directly above the Mo atoms of the other layer and vice versa. The interlayer distance

and bond lengths used to create the initial atomic structure of MoS2 for our molecular

dynamics simulations are shown in Fig. 4.1.

4.3 Computational method

The fracture properties of multilayer MoS2 sheets are studied using rectangular

MoS2 samples which include crack at their centers as shown in Fig. 4.2. To remove

the surface effects, the domain length parallel to crack is atleast 10 times larger than

the crack length. The width of the domain is 350 Å. MoS2 sheets with one, two and

three layers are considered.

Cracks with different sizes and configurations are created by removing layers of

Mo and S atoms. The effect of crack configuration on fracture properties are studied

by considering samples with cracks in the armchair direction (AC cracks) and zigzag

direction (ZZ cracks) as shown in Fig. 4.3. The effect of crack tip configuration are

investigated by studying cracks in the armchair direction with sharp (ACSC) and

blunt tips (ACBC) as shown respectively in Fig. 4.3a and b. Each of the cracks

with armchair edges contain two crack tips with dissimilar atomic configurations. For

example as shown in Fig. 4.3a and b, in monolayer MoS2, one crack tip contains a

Mo atom while the other tip is composed of two sulfur atoms. In multilayer MoS2,

the two tips are composed of both Mo and S atoms but as shown in Fig. 4.3a andb,

Mo and S atoms of the two tips do not appear in the same layer.

On the other hand, although the tip structure of the cracks with zigzag edges is

same, opposed to the cracks in the armchair direction, the atomic structures of the

two edges of the ZZ cracks are different from each other. In monolayer MoS2, one

edge has Mo atoms at its outermost layer while the other edge has S atoms at its

outermost layer. Such a difference in the atomic structures of the edges exists in

multilayer MoS2 as well where the order in which Mo and S atoms appear at the
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.4: Crack propagation direction in multilayer MoS2 under Mode-I loading at
300 K. (a) One layer with ZZC, (b)two layers with ZZC, (c) three layers with ZZC,
(d) one layer with ACSC, (e)two layers with ACSC, (f) three layers with ACSC, (g)
one layer with ACBC, (h) two layers with ACBC, and (i) three layers with ACBC.

(a) (b) (c)

Figure 4.5: Crack propagation path in MoS2 under mode-I loading at 300 K (a)
Armchair crack propagates along a straight path, (b) branching in the armchair crack,
and (c) zigzag crack propagates in straight path.
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outermost layer is different between the two crack edges.

The molecular dynamics simulations are conducted using LAMMPS molecular dy-

namics package [91]. Interatomic interactions between atoms are considered using

modified reactive empirical bond order (REBO) potential [96, 179]. We use a maxi-

mum cut off distance of 2.85 Å for Mo–S interactions and 2.8 Å for S–S interactions.

The equations of motion are integrated using the velocity Verlet scheme with a time

increment of 1 fs. Loading is applied perpendicular to the crack by applying tensile

strain in the y–direction of the MoS2 sheet. The strain is applied to the domain

in increments of 0.4 % or less. After every increment the energy of the system is

minimized. After minimization the temperature of the system is increase to 300K

using an NVE ensemble employing a Berendesn thermostat followed by equilibration

within an NPT ensemble for a total of 15 ps. Therefore, the strain is applied at

maximum rate of 2.67 × 108 s−1. The two edges parallel to the loading direction are

free to relax while the top and bottom edges are clamped. After the equilibration

of the system, the stress corresponding to the applied strain is calculated using the

virial definition of stress [101, 102, 103] . All the images are generated using Ovito

visualization software [192].

4.4 Results

4.4.1 Crack propagation

The propagation paths of armchair and zigzag cracks in MoS2 sheets are shown

in Fig. 4.4. Both armchair and zigzag cracks propagate perpendicular to the applied

load. By increasing the number of layers, branching occurs along the propagation

path of armchair cracks and some of the branchings are not through the thickness

cracks. Although at a macro level both armchair and zigzag cracks grow in a straight

path perpendicular to the load, however at a micro level the propagation path of

armchair and zigzag cracks are different. As shown in Fig. 4.5, at the micro level

both armchair and zigzag cracks tend to propagate along a zigzag direction. Since
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(a) (b)

(c) (d)

Figure 4.6: Crack propagation in MoS2 sheet with ACSC of length 7.51 nm at 300
K. (a) Unstrained sheet, (b) 2.8 % strain, (c) Crack starts propagating at crack tip
with S atoms at 4.0 % strain, and (d) Nanoribbon separates into two halves at 4.2 %
strain.

microscopically cracks tend to propagate in the zigzag direction, the propagation path

of ZZ cracks is smooth and ZZ cracks propagate in a self–similar path. On the other

hand, the fracture path of armchair cracks is rough since AC cracks propagate by

kinking to alternate zigzag directions to form macroscopically straight paths. This

observations are consistent with previous molecular dynamics [117] and experimental

studies [179].

The configuration of the cracks in a monolayer MoS2 sheet at different tensile

strains are shown in Figures 4.6–4.8. Since the atomic structures of the tips of cracks

with armchair edges are different from each other, cracks growth does not occur

simultaneously at both tips. Our simulations results predict that AC cracks with

sharp tips (ACSC) tends to grow at the tip which is composed of two sulfur atoms

and crack propagation at the other tip occurs with delay as shown in Fig. 4.6(c).

On the other hand, as shown in Fig. 4.7(c), AC cracks with blunt tips (ACBC) start

growing at the tip which is composed of a Mo atom. Due to the symmetry of the tips

of ZZ cracks, propagation of such cracks occurs simultaneously at both tips as shown

in Fig. 4.8.

The surface energy (for 3D materials) and edge energy (2D materials) γ is an im-
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(a) (b)

(c) (d)

Figure 4.7: Crack propagation in MoS2 sheet with ACBC of length 7.87 nm at 300
K . (a) Unstrained sheet, (b) 2.8 % strain, (c) Crack starts propagating at crack tip
with S–Mo–S atoms at 4.0 % strain, and (d) Nanoribbon separates into two halves
at 4.2 % strain.

(a) (b)

(c) (d)

Figure 4.8: Crack propagation in MoS2 sheet with ZZC of length 7.61 nm at 300 K .
(a) Unstrained sheet, (b) 2.8 % strain, (c) Crack propagates at both crack tips at 4.1
% strain, and (d) Nanoribbon seperates into two halves at 4.2 % strain.
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portant parameter in the growth of cracks. It is defined as the energy requires to

create one unit of new surface/edge and quantifies the amount of energy required to

break the atomic bonds. The surface/edge energy density is a function of the differ-

ence between energy of the system before and after the creation of new surfaces/edges

and can be obtained from

γ =
U − U0

A
(4.1)

where U is the energy of the system after the creation of new surfaces, U0 is the

energy of the system without surfaces and A is the area of new surfaces.

To calculate the edge energies of monolayer MoS2, a model is created which is

periodic in all the directions. The system is equilibrated to obtain the relaxed energy

U0 of the system. Two new surfaces are created by splitting the system into two

halves while still the periodic boundary conditions are applied in all the directions.

The relaxed energy of the system U is obtained by minimizing the energy of the

domain. The surface energy density can be obtained from Eq. (4.1) with A = 2lt,

where l is the length of the edges and t is the thickness of monolayer MoS2 and is equal

to 6.143 Å. The factor of two is required because two new edges are created. The edge

energies of monolayer MoS2 for edges with zigzag chirality is γZZ = 1.426 J/m2 and

armchair chirality is γAC = 1.464 J/m2, respectively. These are in agreement with

the theoretical estimated values obtained using Morse–type bonding model [193]. The

lower energy of zigzag edges makes zigzag direction a more favorable propagation path

hence in the microscale both zigzag and armchair cracks intend to propagate in zigzag

directions.

4.4.2 Stress–strain relation and distribution

In characterizing the fracture properties of nanomaterials, the stress distribution of

individual atoms in the vicinity of crack tip can be informative. To compute the stress

tensor of each atom, the virial definition [101, 102, 103] is used, given by Eq. (1.17).
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(a) (b)

(c) (d)

(e) (f)

Figure 4.9: Stress (σyy) distribution in cracked MoS2 sheet at 300 K. (a) Mo layer of
sheet with ACSC, (b) S layers of sheet with ACSC, (c) Mo layer of sheet with ACBC,
(d) S layers of sheet with ACBC, (e) Mo layer of sheet with ZZC, and (f) S layers of
sheet with ZZC.
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Figure 4.10: Stress–strain relation of MoS2 ribbons consisting of different crack
lengths at 300 K. (a) 1 layer, ZZC, (b) 2 layers, ZZC, (c) 3 layers, ZZC, (d) 1 layer,
ACSC, (e) 2 layers, ACSC, (f) 3 layers, ACSC, (g) 1 layer, ACBC, (h) 2 layers, ACBC,
and (i) 3 layers, ACBC.
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Figure 4.11: Stiffness of MoS2 ribbons consisting of different crack lengths at 300 K.
(a) ZZC, (b) ACSC, and (c) ACBC.

The atomic stress data is collected at the end of each NPT equilibration. To obtain

a smooth atomic stress distribution across the sheet the stress data is time averaged

over 2500 steps.

The normal stress distribution in the y–direction σyy in the molybdenum and sulfur

layers of a monolayer MoS2 sheet containing crack of about 75 Å under a tensile

strain of 2.8 % are plotted in Fig. 4.9. A significant stress concentration close to the

crack tip is observed. These figures show that the stress in the molybdenum layer is

significantly higher than that in the sulfur layer. In addition, the stress concentration

at the tip of AC crack with blunt tips (ACBC) is lower than other cracks.

The stress–strain curves of MoS2 sheets containing crack with armchair and zigzag

edges are plotted in Fig. 4.10. The crack sizes considered vary between 2.39 nm

and 15.22 nm. Stress increases linearly with strain until reaching a critical stress

after which the stress drops suddenly indicating a brittle crack growth in MoS2. The

maximum stress is considered as the fracture strength of the material. The stiffness

and strength of the MoS2 sheets with different number of layers are plotted in Fig. 4.11

and 4.12, respectively. As shown in this figures, by increasing the crack length both

strength and stiffness of the sheets reduces. The number of layers, on the other hand,

does not have a significant impact on the stiffness, strength or fracture strain of MoS2

sheets.
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Figure 4.12: Fracture strength of MoS2 ribbons consisting of different crack lengths
at 300 K. (a) ZZC, (b) ACSC, and (c) ACBC.

Table 4.1: Fracture toughness (KC) of MoS2 with various cracks

No. of layers Orientation KIC (MPa
√

m)
One ZZC 0.6531 ± 0.050
Two ZZC 0.6794 ± 0.054
Three ZZC 0.6683 ± 0.048
One ACSC 0.6410 ± 0.060
Two ACSC 0.6782 ± 0.069
Three ACSC 0.6661 ± 0.064
One ACBC 0.6803 ± 0.083
Two ACBC 0.7116 ± 0.083
Three ACBC 0.6972 ± 0.082

Fracture toughness describes the ability of materials to resist fracture and provides

an indication of the strength of the material. For brittle materials, fracture toughness

is characterized by the critical stress intensity factor for fracture Kc = σc
√
aπF (φ).

Using the values of critical stress (σc) given in Fig. 4.12, the fracture toughness of

MoS2 sheets are calculated and presented in Table 4.1. These results are in agreement

with theoretical estimated value of 0.605 MPa
√

m using Morse–type bonding model

[193]. Results show that bi-layer and tri-layer MoS2 sheets have a higher fracture

toughness than monolayer MoS2. Moreover, the MoS2 sheets which include a crack

with ACSC have a lower fracture toughness than other cracks.

The impact of temperature on fracture strength of MoS2 sheets is studied. The

fracture strength of MoS2 in a temperature range of 100–500 is plotted in Fig. 4.13.
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Increasing the temperature in this range leads to a reduction in the fracture strength

of monolayer MoS2 sheets by about 34%.

Importantly, the stress–strain curves are used to address whether the Griffith theory

of fracture is valid for MoS2 sheets. According to the Griffith theory, brittle fracture

occurs when the reduction in the potential energy of the system exceeds the energy

required to create new crack surfaces. The Griffith theory is one of the pillars of

continuum fracture mechanics, but its validity for predicting fracture of nanoscale

systems composed of a few number of atoms should be verified.

Using Griffith theory, the critical stress σc at the onset of fast fracture for a strip

with a central crack of length 2a under a tensile uniaxial loading perpendicular to the

crack is given by

σc =
1

F (φ)

√
2Eγ

πa
(4.2)

where E is the Young’s modulus, γ is the edge/surface energy of the newly created

edges/surface in 2D/3D materials, and F (φ) is a geometrical factor given by

F (φ) = (1− 0.025φ2 + 0.06φ4)

√
sec

(
πφ

2

)
, φ =

2a

W
(4.3)
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Figure 4.13: Dependence of strength of monolayer MoS2 on temperature with ZZC,
length is 7.61 nm and ACSC, length is 7.51 nm and ACBC, length is 7.87 nm.
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Figure 4.14: Griffith theory of MoS2 ribbons consisting of different crack lengths at
300 K. (a) ZZC, (b) ACSC, and (c) ACBC.

where W is the width of the strip.

Griffith derived Eq. (4.2) by assuming that the central crack propagates along a

self similar path. Therefore, according to the original Griffith theory, γ is the edge

energy along the initial orientation of the crack. This means that according to the

Griffith theory, for cracks in the armchair direction γ = γAC and for cracks in the

zigzag direction γ = γZZ. However, as shown in Fig. 4.5, both AC and ZZ cracks

propagate along a zigzag direction. Therefore, the edge energy along the zigzag

direction γZZ = 1.426 J/m2 is used as the value of edge energy of the newly created

edges, γ, for both AC and ZZ cracks. By conducting molecular dynamics modelings

of uniaxial tensile loading, the Young’s modulus of pristine MoS2 sheets in armchair

and zigzag directions is approximately 159 GPa and 162 GPa.
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Figure 4.15: Crack tips with different radius considered to understand the effect of
crack bluntness on fracture toughness. Zigzag crack tip radius (rzz) varied from 0.375
nm to 2.02 nm where as armchair crack tip radius (rac) varied from 0.317 nm to 2.06
nm.

By rearranging the terms in Eq. (4.2), the Griffith criterion can be written as

σc
√
aF (φ) =

√
2Eγ

π
. (4.4)

Since the right hand side of the above equation depends only on the material prop-

erties, it is a constant which does not depend on the dimensions of the system and

the crack size. Therefore, to validate the Griffith theory, two conditions should be

satisfied. The first condition is to confirm that the product of the fracture stress σc,

geometric factor F (φ) and the square root of half the crack length a is a constant

independent of the crack length, σc
√
aF (φ) = const. The second condition is to

confirm that the constant is indeed
√

2Eγ
π
.

To verify these conditions, the values of σc
√
aF (φ) for monolayer MoS2 strips in-

cluding cracks in the armchair and zigzag directions are plotted in Fig. 4.14 and com-

pared with
√

2Eγ
π
. As shown in Fig. 4.14, for the crack sizes considered, σc

√
aF (φ)

is linearly increasing while the values of
√

2Eγ
π

remain constant. The two values do

not match with each other indicating that Griffith theory is not valid for cracks at

nanoscale.

Using molecular dynamics simulation, the effect of crack tip blunting on the tough-
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ness of monolayer MoS2 sheets is studied. As shown in Fig. 4.15, blunt crack tips

are created by removing a few atomic layers at the crack tip to obtain a notch with

radius r at each tip. According to the Inglis theory, for a system with a center crack

of length 2a under mode–I loading, the local stress (σl) at the crack tip is given by

σl =

(
1 + 2

√
a

r

)
σy (4.5)

where r is the radius of the crack tip and σy is the remotely applied tensile stress.

This equation shows that by increasing the crack tip radius r, the local stress at the

crack tip reduces.At the critical stress level σy = σc and the local stress σl required

to break the atomic bond is equal to the bond strength σb. Therefore, at the fracture

stress, Eq. (4.5) can be written as

σb =

(
1 + 2

√
a

r

)
σc (4.6)

Since the bond strength σb is constant, the right hand side of Eq. (4.6) should be

constant regardless of the crack size or tip radius.

To verify the Inglis theory at the nanoscale, the values of
(
1 + 2

√
a
r

)
σc for AC and

ZZ cracks of lengths 7.87 nm and 7.61 nm as a function of their tip radius are plotted

in Fig. 4.16. It can be observed that when the crack tip radius is larger than 1.15 nm,

the values of
(
1 + 2

√
a
r

)
σc remain fairly constant which indicates that Inglis theory

is valid for cracks with tip radius larger than 1.15 nm. On the other hand, when crack

tip radius is smaller than 1.15 nm, the values of
(
1 + 2

√
a
r

)
σc increases quickly and

deviate from the bond strength at the crack tip. Hence, the Inglis theory is not valid

for cracks with sharp tips.

Quantized fracture mechanics is an energy–based fracture theory which was devel-

oped to resolve the issues of continuum–based fracture mechanics at the nanoscale

[194]. According to quantized fracture mechanics, the fracture strength of MoS2 sheets
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Figure 4.17: Cracks with radius less than 0.7 nm. (a) Armchair crack, and (b) Zigzag
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can be obtained from

σc ≈ σ0

√
1 + r

2d

1 + n
(4.7)
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where σ0 is the strength of pristine MoS2 sheets, r is the crack tip radius, d is fracture

quantum parameter which is equal to lattice spacing and n is the number of vacancy

defects along the length of the crack. The parameters d and n for AC and ZZ cracks

are shown in Fig. 4.17.

By rewriting Eq. (4.7) as

σc√
1 + r

2d

≈ σ0√
1 + n

(4.8)

one can conclude that regardless of the crack tip radius, the value of σc√
1+ r

2d

should

remain constant for all the cracks with n vacancy defects. To verify if quantized

fracture mechanics can predict the fracture strength of MoS2, we plot σc√
1+ r

2d

for AC

and ZZ cracks shown in Fig. 4.18. The values of n for these cracks are 14 and 24

for AC and ZZ cracks, respectively. Based on our MD simulations, the values of

σ0 for AC and ZZ cracks are 17.68 GPa and 17.75 GPa respectively. As shown in

Fig. 4.18, the values of σc√
1+ r

2d

for AC and ZZ cracks are in close agreement with σ0√
1+n

when crack tip radius is larger than 0.9 nm. For sharper cracks, the values of σc√
1+ r

2d

increases and deviate from σ0√
1+n

. However, this deviation is considerably smaller

than what was observed for the Inglis theory. Therefore, in comparison with the

Inglis theory, quantized fracture mechanics is in a better agreement with molecular

dynamics simulations and can provide better prediction when the crack tip is sharp.

4.5 Conclusion

In this work the fracture properties of pre–cracked multi–layered MoS2 subjected to

mode-I loading is studied. Molecular dynamics results revealed that crack propagation

path highly depends on the crack orientation. While zigzag crack propagate in a

self-similar path, the armchair crack propagates by jumping between different zigzag

directions. It is shown that Griffith theory is not applicable to determine the fracture

strength of nanoscale MoS2 sheets containing a center crack. Inglis theory can provide
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reasonable predictions for all the cracks except for the sharpest AC and ZZ cracks.

On the other hand, quantized fracture mechanics theory can provide a more accurate

prediction than Inglis theory for the fracture strength of MoS2 sheets with center

cracks.



CHAPTER 5: An Atomistic Study of the Stress Corrosion Cracking in Graphene

5.1 Introduction

In numerous cases environment interferes with the mechanical loadings in the ini-

tiation and propagation of damages. Environment assisted cracking (EAC) is a com-

mon damage problem in a variety of engineering materials such as metals, polymers,

glasses and ceramics [195, 196, 197]; leading to the failure of materials well below

their maximum strength. Although computational and experimental approach have

been performed in the past to elucidate the environment assisted cracking process in

three–dimensional materials [198, 199, 200, 201, 202, 196], the studies on the mech-

anism of environmental assisted cracking of two–dimensional materials are scarce.

Since atomic structure of two–dimensional material are different than their three–

dimensional counterpart, their physical and chemical properties are also significantly

distinct from their three–dimensional counterparts. This necessitate a separate study

of the environment assisted cracking process of two–dimensional materials.

Graphene is the first exfoliated two–dimensional material with a wide spectrum

of potential applications. The mechanism of fracture in graphene under mechanical

loading is studied in the past [203, 204, 205, 206], however the mechanism of envi-

ronment assisted cracking of graphene occurring as an interplay between mechanical

loading and chemical reactions is not yet completely understood. Although pristine

graphene is inert and does not react easily with environment molecules, experiments

conducted on chemical vapor deposited (CVD) graphene show that when polycrys-

talline graphene is exposed to ambient molecules its fracture strength and toughness

significantly reduce [207] providing strong indication that environment assisted crack-

ing occurs in graphene. In CVD–grown graphene sheet the dangling bonds formed by



71

the formation of point and line flaws allow the reaction between ambient molecules

and carbon bonds. The charge transfer occurring by these adsorbates induces config-

urational changes by modifying the orbital hybridization from planar sp2 to distorted

3D sp3 hybridized geometry. Typical examples for graphene are hydrogenation (C–H

bonds) [208, 119] and the formation of an oxidation–induced epoxy group (–O–) [209]

by creating C–OH or C–O–C bonds. The configuration change from planar sp2 to

3D sp3 geometry alters the physical and chemical properties of graphene which leads

to subcritical crack growth. The crack growth creates further dangling bonds which

react readily with hydrogen and oxygen inducing further configuration change. This

process repeats by initiating and growth of more cracks until the failure is reached.

The environment assisted cracking (EAC) can occur in two main forms: mate-

rial embrittlement and stress corrosion cracking (SCC). The embrittlement is due to

material degradation caused by the adsorption of environment molecules onto the

graphene surface [210, 119] leading to the formation of different functional groups

such as hydroxyl or epoxide at the graphene surface. Formation of such functional

groups can lead to the stretch and rotation of graphene bonds which can eventually

deteriorate the strength of the material. The SCC is due to material dissolution con-

sisting of chemical reactions between the material atoms and ambient molecules such

as H2, H2O, CO2 and O2. Such chemical reactions can induce the failure of C–C bonds

or can lead to an active removal of material from the defective sites such as crack tips

[211]. The presence of mechanical stress can facilitate the chemical reactions leading

to a faster crack nucleation and propagation. Chemomechanical conditions can also

be employed to control the fracture path of graphene nano ribbons [212].

In this chapter, we use atomistic modeling to study the stress corrosion cracking of

graphene. Stress corrosion cracking is a complex phenomenon [213]; many parameters

impact the process, and taking into account the effects of all these parameters requires

a huge number of experiments. Moreover, it is almost impossible to observe all the
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affecting parameters during experiments, as the main cracking mechanism acts in a

very tiny area at the vicinity of crack tip. On the other hand, molecular dynamics

simulations provide a powerful tool to study the phenomena occurring in small time

scales [214, 117, 186, 3, 215, 147, 148, 216, 151, 217, 1, 218, 219, 2, 220, 146, 221,

222, 114, 223]. Using molecular dynamics simulations we will study the subcritical

crack growth of graphene in the presence of oxygen molecules. We first conduct

molecular dynamics simulation using the reactive force–field (ReaxFF) interatomic

potential to study crack growth under tensile loading when the graphene sheet is

exposed to oxygen molecules. A second set of simulations are conducted by using

molecular dynamics combined with density–functional–based tight binding (DFTB)

[224] calculations to investigate a small zone in the vicinity of crack tip. These

simulations are conducted to more accurately study the reaction occurring at the

crack tip during the stress corrosion cracking process.

5.2 Molecular dynamics modeling using ReaxFF

We use molecular dynamics simulations to study the stress corrosion cracking of

monolayer graphene sheets including an edge crack as shown in Fig. 5.1. The graphene

sheets are under tensile loading applied by imposing tensile strains in the y–direction.

Oxygen molecules are randomly distributed around the graphene sheet at a minimum

distance of 2 Å from graphene surfaces. Since oxygen molecules do not readily react

with pristine graphene, only the oxygen molecules around the crack are considered in

the model.

The simulations of this section are conducted using LAMMPS molecular dynamics

package [91]. The equation of motions are integrated using the velocity–Verlet scheme

with a time step of 0.25 fs. ReaxFF interatomic potential [98, 99] is employed to

describe the C–C and C–O interactions. ReaxFF is a bond order interatomic potential

whose parameters are optimized based on quantum–mechanics training sets. ReaxFF

can accurately simulate chemical reactions, bond breaking and forming of systems
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Figure 5.1: (a) A graphene sheet with an edge crack under tensile strain, (b) the
configuration of crack in the armchair direction, (c) the configuration of crack in the
zigzag direction.

consisting of C and O elements. In our simulations the C–C and C–O bonds are

considered broken if their bond length exceeds 1.9 Å.

The graphene sheet shown in Fig. 5.1 has dimensions of 120 nm × 16 nm and

includes a 10 nm edge crack. Cracks are constructed in the armchair and zigzag

directions by removing three and four rows of carbon atoms respectively as shown in

Fig. 5.1b and c. The graphene sheet is subjected to a tensile loading along the y–

direction as shown in Fig. 5.1. The loading is applied by imposing strain increments

of 0.2 %, corresponding to a strain rate of 5.33 × 108 s−1, to the graphene sheet. The

edges of graphene sheet perpedicular to the crack are free to relax. The displace-

ment of the atoms located in the first few top and bottom layers are constrained in

the y and z–direction while they are free to move in the x–direction. After every
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(a) (b)

Figure 5.2: The initial distribution of oxygen molecules around the crack tip. (a) Side
view (b) Top view
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Figure 5.3: The stress–strain curves of graphene sheet with cracks in the armchair
and zigzag direction at 300 K.

strain increment the energy of the system is minimized using the conjugate gradient

algorithm. The system temperature is maintained at 300 K using the Berendsen ther-

mostat [225] within a microcanonical ensemble for 1.25 ps. followed by equilibration

within an NPT ensemble for 2.5 ps.

Oxygen molecules are randomly added around the crack tip at a strain level below

the fracture strain εf of graphene as shown in the Fig. 5.2. The initial separation

between oxygen molecules and graphene surfaces or crack edges is more than 2 Å.

The separation distance is chosen such that it is larger than the C–O cut off bond

length and yet small enough that the O2 molecules diffuse towards the C radical.

After the addition of oxygen molecules, random velocities are assigned to the group

of oxygen molecules at 300 K. Then the entire system is equilibrated within an NPT
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(a) (b) (c)

(d)

Figure 5.4: The atomic stress distribution (σyy) in graphene sheets subjected to a
strain of 0.076. (a) A graphene sheet with a crack in armchair direction, (b) the
same sheet after equilibration for 55 ps. (c) a graphene sheet with a crack in zigzag
direction, (d) the same sheet after 55 ps of equilibration.

ensemble at 300 K for 55 ps which allows the oxygen molecules to react with the crack

tip.

The study of stress distribution in graphene sheet in the vicinity of crack tip, before

and after chemisorption will provide better insight into this process. The stress tensor

is computed using the virial definition [101, 102, 103] given by Eq. (1.17).To obtain

a smooth atomic stress distribution across the sheet the stress data is time averaged

over 2500 steps.

5.3 Results

5.3.1 Stress–strain curves of graphene sheet

The stress–strain response of graphene sheets with edge cracks subjected to mode–I

loading at 300 K in the absence of oxygen molecules are shown in Fig. 5.3. Our results

are in agreement with previous studies, in which authors employed ReaxFF potential

to study the tensile properties of graphene [226]. It can be observed that the sheets

with a crack in the zigzag and armchair directions fail respectively at strains of 0.085
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Figure 5.5: The chemisorption process in a graphene sheet including a crack in the
armchair direction subjected to a strain of 0.047 and exposed to 156 oxygen molecules.
(a)–(d) first example, (a) the initial distribution of oxygen molecules, 0 ps, (b) 0.15
ps, (c) 2.5 ps, and (d) 55 ps. (e)–(h) second example, (e) the initial distribution of
oxygen molecules, 0 ps, (f) 0.125 ps, (g) 1.45 ps, and (h) 55 ps. Only the initial
distribution oxygen molecules not adsorbed to graphene sheet are shown.

and 0.103. The flat portion of stress–strain response at the peak stress is due to the

separation of the potential energy into high and low energy regions [226, 227]. We

study the chemical reactions between graphene sheet and oxygen molecules at strains

ranging from 0.047 to 0.076.

5.3.2 Graphene sheet in the absence of oxygen molecules

For the purpose of comparison, we conduct a tensile test modeling on graphene

sheets with edge cracks in the absence of oxygen molecules. In these analysis, the

graphene sheets are subjected to a tensile strain of 0.076 and equilibrate within an

NPT ensemble at 300 K for 55 ps. As shown in Fig. 5.4, there is no change in the

atomic arrangement and the stress distribution in the vicinity of crack tip during the

55 ps of equilibration. These results show that in the absence of oxygen molecules

crack does not grow at a tensile strain of 0.076. On the other hand, the results pre-

sented in the following subsection demonstrate that the presence of oxygen molecule
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Figure 5.6: The chemisorption process in a graphene sheet including a crack in the
zigzag direction subjected to a strain of 0.047 and exposed to 156 oxygen molecules.
(a)–(b) first example, (a) the initial distribution of oxygen molecules, 0 ps, (b) 0.175
ps, (c) 0.525 ps, and (d) 55 ps. (e)–(h) second example, (e) initial distribution of
oxygen molecules, 0 ps, (f) 0.325 ps, (g) 0.6 ps, and (h) 55 ps. Only the initial
distribution oxygen molecules not adsorbed to graphene sheet are shown.

in the vicinity of crack tip leads to crack growth at strains of 0.076 or lower, hence

the presence of oxygen molecules leads to subcritical crack growth in graphene.

5.3.3 Chemisorption of O2 molecules

The cracked graphene sheet under a tensile strain of 0.047 exposed to 156 oxy-

gen molecules are shown in Fig. 5.5 and 5.6. Various initial distribution of oxygen

molecules around the crack tip are studied and two representative distributions for

each crack orientation are shown in Fig. 5.5 and 5.6. While keeping the strain con-

stant the system is equilibrated within an NPT ensemble at 300 K which allows the

oxygen molecules to react with carbon atoms of graphene. In all the cases, the oxy-

gen molecules are adsorbed to the carbon radicals located at the crack tip or in the

vicinity of crack tip and as a results of this voids are formed around the crack tip. For

example, for the crack in the armchair direction with an initial configuration shown

in Fig. 5.5a, the O2 molecules react with carbon radicals C8 as presented in Fig. 5.5b.
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Figure 5.7: The atomic stress distribution (σyy) in the graphene sheets subjected to a
strain of 0.047 before and after chemisorption. (a) and (b) A graphene sheet including
a crack in the armchair direction, (c) and (d) a graphene sheet including a crack in
the zigzag direction.

The O2 molecules dissociates and the two oxygen atoms are adsorbed to C5 and C8

carbon atoms and form dangling bonds with them as shown in Fig. 5.5c. This leads to

the failure of the C–C bond between C5 and C6 carbon radical as shown in Fig. 5.5d.

On the other hand, when graphene sheet is exposed to the O2 molecule distribution

shown in Fig. 5.5e, one of the O2 molecules reacts with the C5 carbon radical as shown

in Fig. 5.5f. The free oxygen atom in the peroxide forms a heptagon ring along with

C6 and C7 carbon radicals as shown in Fig. 5.5g. For both cases, at the end of the

simulation time voids and a 5–7 defect are formed around the crack tip as shown in

Fig. 5.5(d) and (h).

A similar process is observed for the cracks in the zigzag direction as shown in

Fig. 5.6. Similar to the cracks in the armchair direction, an oxygen molecule is first

adsorbed to the carbon radicals around the crack tip. After the adsorption, the

oxygen molecule dissociates leading to the formation of voids around the crack tip.

Cracks in both armchair and zigzag direction do not grow any further after the

nucleation of initial voids and defects. During our simulation time period, a rapid

crack growth is not observed at a strain of 0.047 when the graphene sheets are exposed

to oxygen molecules. To understand the crack arrest behavior, the virial atomic

stress distributions σyy around the crack tip before and after oxygen chemisorption

are computed and shown in Fig. 5.7. The stress distributions of Fig. 5.7 show that the
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Figure 5.8: The chain of chemical reactions between graphene sheets and oxygen
molecules at 300 K. (a)–(d) A graphene sheet including a crack in the armchair direc-
tion at a strain of 0.053 and exposed to 156 oxygen molecules, (a) initial distribution
of oxygen molecules, 0 ps, (b) 0.075 ps, (c) 0.6 ps, and (d) 55 ps. (e)–(h) a graphene
sheet including a crack in the zigzag direction at a strain of 0.049 and exposed to 156
oxygen molecules, (e) initial distribution of oxygen molecules, 0 ps, (f) 0.15 ps, (g)
0.275 ps, and (h) 55 ps. Only the initial distribution oxygen molecules not adsorbed
to graphene sheet are shown.

nucleation of voids in the vicinity of crack tips leads to stress relaxation around the

crack tip and reduces the stress concentration at the crack tip. Due to the reduction

in the stress, chemical reaction between carbon radicals at the crack tip and oxygen

molecules will require more time and energy, hence further chemical reactions are not

observed during our simulation time of 55 ps.

The crack growth when the graphene sheets with cracks in the armchair and zigzag

directions are respectively subjected to tensile strains of 0.053 and 0.049 and exposed

to 156 oxygen molecules are shown in Fig. 5.8. The chain of chemical reactions

between the graphene sheet including a crack in the armchair direction are shown in

Fig. 5.8(a)–(d). The initial distribution of O2 molecules around the crack are shown

in Fig. 5.8a. During the simulation, as shown in Fig. 5.8(b) one of the O2 molecule

attacks the carbon radical C5 forming a peroxide with a dangling peroxy atom. In
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Figure 5.9: The atomic stress distribution (σyy) in the graphene sheet before and
after chemisorption. (a) and (d) a graphene sheet including a crack in the armchair
direction at a strain of 0.053, (c) and (d) a graphene sheet with a crack in the zigzag
direction at a strain of 0.049.

(a) (b) (c) (d)

Figure 5.10: Subcritical crack growth in graphene sheets subjected to a strain of 0.076
when exposed to 156 oxygen molecules. (a) and (b) crack in the armchair direction,
(c) and (d) crack in the zigzag direction before and after chemisorption process.

(a) (b) (c) (d)

Figure 5.11: Subcritical crack growth in graphene sheets subjected to a strain of 0.076
when exposed to 110 oxygen molecules. (a) and (b) crack in the armchair direction,
(c) and (d) crack in the zigzag direction before and after chemisorption process

.
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(a) (b) (c) (d)

Figure 5.12: Subcritical crack growth in graphene sheets subjected to a strain of
0.076 when exposed to 72 oxygen molecules. (a) and (b) crack in the armchair direc-
tion, (c) and (d) crack in the zigzag direction before and after chemisorption process
respectively
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Figure 5.13: The stress in the y–direction (σy) with respect to the simulation time
during the chemisorption process in graphene sheets when cracks are exposed to
156 oxygen molecules. (a) crack in the armchair direction, (b) crack in the zigzag
direction.

the next stage the peroxy radical reacts with carbon radical C7 and forms a pentagon

ring as illustrated in Fig. 5.8(c) which consists of three carbon atoms C5, C6 and C7

and 2 oxygen atoms. As shown in Fig. 5.8(d), the O2 molecule dissociate and leads

to the breakage of the C–C bond between C6 and C7 carbon atoms.

The chemical reactions between graphene sheet with a crack in the zigzag direction

are shown in Fig. 5.8(e)–(h). The O2 molecule reacts with carbon radical C7 forming

peroxide and the free oxygen atom in the peroxy radical reacts with C5 and C6

carbon radicals to form a heptagon ring which creates a ketone group at C7 as shown
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in Fig. 5.8(g). In the next step the heptagon ring breaks which is followed by the

failure of another C–C bond. This leads to the advancement of crack as shown in

Fig. 5.8(h). A similar reactions between O2 molecules and graphene [228] have been

observed using density functional theory.

Although, in comparison with the graphene sheet with an armchair crack at 0.053

strain, more number of C–C bonds fail for the graphene sheet with a zigzag crack at a

strain of 0.049, the crack does not grow further after the failure of the first few bonds.

The stress distributions shown in Fig. 5.9 indicates that after the chemisorption, the

stress at the bonds attached to the crack tip has reduced. This is more pronounced

for the crack in the zigzag direction. Due to the stress relaxation at the crack tip,

the chemical reactions between carbon radicals and oxygen molecules does not occur

readily and crack does not grow during our simulations.

Finally, we study the chemisorption in graphene sheet exposed to 156, 110 and 72

oxygen molecules at a strain of 0.076. This strain is lower than the fracture strain of

graphene sheets as shown in Fig. 5.4. The initial and final structure of the graphene

sheets are shown in Fig. 5.10–5.12. A significant crack growth occurs for cracks in

both armchair and zigzag directions. The cracks in the armchair and zigzag directions

grow by 4.5 nm and 2.5 nm, respectively when graphene sheets are exposed to 156

oxygen molecules. On the other hand, the cracks in the armchair and zigzag direction

grow by 4.5 nm and 1.8 nm when exposed to 110 oxygen molecules and by 3.3 nm and

1.2 nm when exposed to 72 oxygen molecules. In all cases, cracks have non–smooth

edges and branching occurs for the cracks in zigzag direction. Also, the new edges of

the cracks for all cases has a zigzag chirality.

The increase in the crack length leads to a reduction of the stiffness of the graphene

sheet and as a result the stress in the y–direction reduces from about 93 GPa to 91

GPa and from 85 GPa to 83 GPa for the sheets with cracks in the armchair and

zigzag direction and exposed to 156 oxygen molecules as shown in Fig. 5.13 . In case
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of strains of 0.047, 0.049 and 0.053, as illustrated in Fig. 5.13, stress in the y–direction

remains constant during the chemisorption process.

5.4 Molecular dynamics modeling using DFTB

A fundamental issue of using molecular dynamics method is the adequate descrip-

tion of interatomic interactions, which should be as realistic as possible. In many

cases, classical interatomic potentials cannot be used to model phenomena involving

chemical reactions or interatomic bonds formation or breaking. To accurately model

such problems, one needs to resort to self–consistent quantum mechanical methods.

However, density functional (DF) or Hartree–Fock based self–consistent methods are

computationally very demanding, imposing enormous limitations on the system size

or the number of simulation steps that can be modeled using such techniques. In this

section, as a compromise between accuracy and computational costs we use molec-

ular dynamics combined with self–consistent–charge density–functional–based tight–

binding (SCC–DFTB) [224] calculations. The SCC–DFTB method is a semiempirical

method based on the density functional theory (DFT), which is an order of magni-

tude faster than DFT but maintains much of the accuracy of DFT. The abilities of

DFTB in predicting and reproducing different properties of solids and molecules have

been reviewed in Reference [229]. The abilities of DFTB in predicting C–H vibra-

tions are examined in Reference [230] and it is shown that DFTB results are in good

agreements with experimental values.

We investigate the stress corrosion cracking under pure mode I loading. Our atom-

istic domain is a circular zone cut around the crack tip as is shown in Fig. 5.14. Initial

cracks in the zigzag and armchair directions are generated by removing four and three

rows of carbon atoms, respectively. The radius of the domain is about 30 Å and it

contains about 1000 carbon atoms. Mode I crack tip asymptotic displacement fields

are applied to all the carbon atoms in the domain using the crack–tip asymptotic
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displacement field given by [231]

ux =
KI

2µ

√
r

2π
cos

θ

2
[κ− cos θ]uy =

KI

2µ

√
r

2π
sin

θ

2
[κ− cos θ] (5.1)

where r is the distance between the boundary node and crack–tip, θ is the polar angle,

KI is mode I stress intensity factor, µ is the shear modulus, and κ = 3−ν
1+ν

, where ν is

the graphene Poisson’s ratio which is taken equal to 0.165 [203].

After the imposition of the displacement field, the equilibrium configuration of the

crack tip zone is obtained by relaxing the position of the interior atoms while the posi-

tion of boundary atoms shown in red in Fig. 5.14 are kept fixed. Molecular dynamics

(MD) combined with self–consistent–charge density–functional–based tight–binding

(SCC–DFTB) [224] are employed to find the relaxed position of internal atoms. Dur-

ing this step, the chemical reactions occurring at the crack tip can be observed. All

the modelings are conducted using DFTB+ package [232] which is a free and open

source program.

All the simulations are conducted using a microcanonical (NVE) ensemble for a

total simulation time of 1 ps. A Nosé–Hoover thermostat is used to maintain the

temperature at 300 K. The velocity–Verlet algorithm with a time step of 1 fs is used

for the purpose of time integration of atoms trajectory.

5.4.1 Results

We have performed DFTB simulations to model stress corrosion cracking of both

cracks in both armchair and zigzag directions when the graphene sheet is exposed

to oxygen molecules. The modeling results for a domain with an initial crack in the

zigzag direction are shown in Fig. 5.15. In this simulations, the graphene sheet is

under mode I loading with a stress intensity factor of 2.75 MPa
√
m. Our DFTB

modeling shows that under such loading and at a temperature of 300 K none of the

C–C bonds break and crack does not propagate. We then place an oxygen molecule
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Figure 5.14: The circular domain used for modeling of stress corrosion cracking in
graphene. Mode I crack tip asymptotic displacement field is applied on this domain.
The position of interior atoms are relaxed while the boundary atoms shown in red
are fixed.

at a distance of 2 Å at the top of the graphene surface as is shown in Fig. 5.15a.

The DFTB modeling predicts an immediate spontaneous dissociation of the oxygen

molecule. As demonstrated in Fig. 5.15b, as a results of the presence of the oxygen

molecule in the vicinity of the crack tip, the C–C bond located at the crack tip

breaks and the crack advances a distance of
√

3r0, where r0 is the graphene bond

length. The two oxygen atoms are attached to the graphene carbon atoms and a C–

O bond is formed behind of the crack tip with a C–O–C bridge generated at the crack

tip. In the next step, another oxygen molecule is placed at a distance of 2 Å above

the graphene sheet (Fig. 5.15c) right on top of the C–O–C bridge. As is shown in

Fig. 5.15d, opposed to the previous step, the oxygen molecule does not dissociate and

the oxygen molecule is adsorbed to a carbon radical at the crack tip. The attachment

of the oxygen molecule to the carbon radical leads to the rotation and stretch of the

C–C bonds attached to the carbon radical.

In the third step shown in Fig. 5.15e an oxygen molecule is placed above the crack

tip at a distance of 2 Å from the graphene surface. The outcomes of the chemical

reactions of the oxygen molecule with the graphene atoms are shown in Fig. 5.15f.

This figure shows that in this step the oxygen molecule dissociates and one oxygen
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atom is adsorbed to graphene forming a C–O–C bridge. This leads to the generation

of a pentagon at the top edge of the crack. The other oxygen atom is attracted to

the oxygen molecule introduced into the system in the previous step. This leads to

the dissociation of this molecule and the formation of a new oxygen molecule. The

newly formed oxygen molecule moves away from the crack tip.

In the fourth step, an oxygen molecule is placed in front of the C–O–C bridge and

above the graphene surface as shown in Fig. 5.15g. As shown in Fig. 5.15h, during

this step the oxygen molecule dissociates, the C–O–C bridge breaks and a new C–O–

C bridge forms, i.e. the crack grows by about
√

3r0. In the next step another oxygen

molecule is placed ahead of the C–O–C bridge as illustrated in Fig. 5.15i. Similar

to the previous step, the dissociation of the oxygen molecule breaks a C–O–C bond

and another C–O-C bond is formed. However, as shown in Fig. 5.15j, in contrast to

the previous step, the newly formed C–O–C bridge is not perpendicular to the crack

path which results in the generation of a kink in the crack path. Finally, another

oxygen molecule is added to the system as shown in Fig. 5.15k. The presence of a

new oxygen molecule leads to the advancement of the crack by
√

3r0 as demonstrated

in Fig. 5.15l.

To study the impact of crack chirality of corrosion process, we use DFTB model-

ing to study the corrosion when the initial crack is in the armchair direction. The

simulations are conducted under a remote loading with stress intensity factor of 2.75

MPa
√
m which is less than its critical stress intensity factor. To study the crack

propagation due to the corrosion, an oxygen molecule is placed at the top of the

crack tip in a distance of 2 Å from the graphene surface as is shown in Fig. 5.16a.

The oxygen molecule dissociates and each oxygen atom is adsorbed to a carbon atom

of the graphene sheet, as shown in Fig. 5.16b. The adsorption of oxygen molecule

to the crack tip atom leads to a significant stretch of a C–C bond at the crack tip,

however no C–C bond breaks during the simulation time of 1 ps in this step.
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The initial configuration of the next step of the simulation is shown in Fig. 5.16c.

In this step, the graphene sheet is exposed to another oxygen atom located 2 Å on

top of the graphene sheet and behind the crack tip. As demonstrated in Fig. 5.16d,

as a result of the chemical reactions between oxygen and graphene the bond stretched

in the previous step breaks. Moreover, the oxygen molecule dissociates and its two

oxygen atoms are attached to the graphene surface forming a C–O bond and a C–

O–C bridge. The addition of another oxygen molecule to the system, as shown in

Fig. 5.16d, results in the breakage of the C–O–C bridge and the adsorption of the

two oxygen atoms to the graphene surface as illustrated in Fig. 5.16e.

In the fourth step shown in Fig. 5.16g another oxygen molecule is placed on top

of the graphene sheet. As shown in Fig. 5.16h, as a result of the chemical reactions

between oxygen molecules and carbon radicals, two carbon atoms are separated from

the graphene surface generating two carbon monoxide (CO) molecules. In this step,

crack does not propagate along its previous direction, however due to the separation

of the carbon atoms, two C–C bonds on the crack edge breaks.

In the next step, another oxygen molecule is added to the system as shown in

Fig. 5.16i. In contrast to the previous steps, the oxygen molecule does not dissociates

but it is adsorbed to a carbon atom as shown in Fig. 5.16j. Due to bond rotation and

stretching which occurs as a result of adsorption of an oxygen molecule to the graphene

surface, a C–C bond at the crack tip breaks. Finally, another oxygen molecule is

added at a distance of 2 Å below the graphene sheet as shown in Fig. 5.16k. In this

step both of the oxygen molecules available in the system dissociate. A carbon atom

is removed from the graphene sheet and a CO2 molecule is formed. The other two

oxygen atoms are adsorbed to the graphene sheet as shown in Fig. 5.16l.

Comparing the corrosion process demonstrated in Fig. 5.15 and Fig. 5.16 show that

due to corrosion, both cracks tend to propagate along a zigzag direction, although the

crack propagation can be associated with kinking along the crack path. The creation
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of CO and CO2 molecules show that material removal can play an important role in

the corrosion of graphene.

5.5 Conclusion

Molecular dynamics modeling was used to study the mechanism of stress corrosion

cracking in graphene. Cracked graphene sheets were exposed to oxygen molecules and

the reaction of oxygen molecules with carbon atoms were studied. The first set of

modelings employed molecular dynamics using ReaxFF interatomic potential. Large

graphene sheets were exposed to oxygen molecules which were randomly distributed

around the crack tip and edges. The results show that sub–critical crack growth can

happen in graphene. At lower strains the voids and defects are generated ahead of

the crack tip as a result of reactions between carbon and oxygen molecules. This can

lead to stress relaxation at the crack tip which can prevent further crack growth.

Molecular dynamics simulations combined with DFTB calculations are conducted

to more accurately study the reaction occurring at the crack tip. These MD modelings

also show that sub–critical crack growth can occur in graphene. The results showed

that crack growth in graphene can happen by two main mechanisms. These include

atomic bond failure and material removal by forming CO or CO2 molecules.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 5.15: Zoom–in of the crack tip configuration showing the stress corrosion
cracking of a zigzag crack under a stress intensity factor of 2.75 MPa

√
m. Oxygen

molecules are added to the top of crack surface and in the vicinity of crack tip. The
distance of oxygen atoms to graphene surface is at least 2 Å.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 5.16: Stress corrosion cracking of an armchair crack under a stress intensity
factor of 2.75 MPa

√
m. Oxygen molecules are added to the top of crack surface and

in the vicinity of crack tip. The distance of oxygen atoms to graphene surface is at
least 2 Å.



CHAPTER 6: Atomistic Simulation-Based Cohesive Zone Law of Hydrogenated

Grain Boudaries of Graphene

6.1 Introduction

Due to the remarkable properties, graphene is finding applications in many in-

dustries. Chemical vapor deposition (CVD) is the most widely used technique for

producing large graphene sheets. Graphene sheets generated by the CVD technique

is polycrystalline [80, 81] composing of grains stitched together at grain boundaries.

The high–resolution transmission electron microscopy data and molecular dynamics

simulations indicate that grain boundaries are mainly composed of Stone–Wales de-

fects [233, 80]. These defects are energetically favorable sites for chemisorption of

extrinsic impurities such as hydrogen atoms [234, 235] which are abundant in the

environment. Verma et al.[236] conducted molecular dynamics simulations to under-

stand the mechanical properties and the failure morphology of bicrystalline graphene

oxide. They concluded that epoxide functionalization of grain boundary atoms leads

to the reduction in the tensile strength and boost the ductility of the bicrystalline

graphene sheet. The adsorption of hydrogen atoms on the grain boundaries affect the

mechanical properties of grain boundaries and thus alter the properties of polycrys-

talline graphene [119, 237]. In addition to the adsorption of environmental hydrogen

molecules, deliberate hydrogenation of graphene can be used as a tool to alter the

electronic, optical, mechanical and magnetic properties of graphene [238, 239]. Hy-

drogenated graphene exhibits ferromagnetism [240] and displays a band gap which

can be tuned by the extent of hydrogenation [241, 242]. The reversible hydrogena-

tion property of graphene can be exploited for hydrogen storage applications [238].

Understanding the impact of hydrogen adsorption on the strength and toughness of
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Figure 6.1: (a) Bicrystalline graphene sheet with a grain boundary along the x–
direction, (b) a symmetric grain boundary with misorientation angle of 21.9◦, (c) a
symmetric grain boundary with misorientation angle of 38.4◦.

graphene grain boundary is crucial in predicting the failure mechanism of polycrys-

talline graphene.

Herein, we conduct molecular dynamic simulations of the fracture of hydrogenated

grain boundaries and express the results as continuum cohesive zone models (CZM)

which embed concepts of the grain boundary toughness and strength. Cohesive zone

models are developed to remove the stress singularity at the crack tip [243]. The CZM

was proposed by Barenblatt [243, 244] and Dugdale [245] in studying the fracture of

brittle materials [243] as an approximate representation of the crack tip fracture

process zone. The cohesive zone is defined ahead of the crack tip as two virtual

cohesive surfaces held together by cohesive traction. The cohesive traction between

the two surfaces is a result of the interatomic interactions and constitutes resistance

to crack propagation. A cohesive traction–separation law (TSL) is used to describe
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(a) (b) (c)

(d)

Figure 6.2: The out–of–plane deformation of bicrystalline sheet along the grain
boundaries. (a) and (b) grain boundary with misorientation angle of 21.9◦ without
and with adsorbed hydrogen atoms, (c) and (d) grain boundary with misorientation
angle of 38.4◦ without and with adsorbed hydrogen atoms. The carbon atoms at the
grain boundary are shown in green and the hydrogen atom is shown in blue.

the relation between cohesive traction and the separation displacement between the

cohesive surfaces. The crack grows when the separation of the cohesive surfaces at

the crack tip reaches a critical value.

The capability of cohesive zone model in providing more realistic features of fail-

ure mechanism has brought it significant attentions in the finite element modeling

(FEM) of fracture problems. The development of a traction–separation law which

realistically characterizes the collective features of failure process zone is essential in

successful modeling of fracture using FEM. Several forms of the TSL have been pro-

posed in the past including bilinear, exponential and trapezoidal [246, 247, 248, 249].

The functional form of such traction–separation laws is such that by increase in the

separation of the cohesive surfaces the traction increases until it reaches a peak value

and then decreases to zero at a critical separation value. Such models are often phe-

nomenological laws derived from experiments [250, 251, 252] or trial–and–error finite

element computations [253, 254, 255].

Atomistic simulations have become a valuable tool in studying properties of nano-

materials [256, 2, 144, 3, 147, 1, 257, 114, 139, 146, 258]. More recently, atomistic

scale modeling of crack propagation is used for the extraction of traction–separation

laws of cohesive zone. Yamakov et al. [259] used molecular dynamic simulations
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to derive the traction–separation law of intergranular fracture of aluminum. Their

bicrystal model includes a pre–existing crack along the grain boundary subjected to

mode–I loading. Zhou et. al [260] extended this methodology to extract the cohesive

law under mixed–mode loading conditions. Guin et. al [261] used molecular dynamics

to derive the traction–separation law of intergranular fracture of graphene. Krull and

Yuan [262] used quasi–static atomistic simulations of crack tip blunting to derive an

exponential cohesive law of a single crystal specimen. Dandekar and Shin [263] used

molecular dynamics simulations along with the Weibull distribution to parameterize

the traction–separation law of the interface of Al2O3–Al composites. Paliwal and

Cherkaoui [264] proposed a technique to derive the mixed–mode traction–separation

law for non–planar crack growth using molecular dynamic simulation.

In this study, we use the basic concepts of the technique proposed by Yamakov et al.

[259] to derive the traction–separation law of the symmetric tilt grain boundaries of

graphene. The simulation is conducted on a bicrystalline graphene sheet under mode

I loading with an edge crack along the grain boundary. The impact of hydrogenation

percentage of grain boundary and adsorption site of hydrogen atoms on the traction–

separation law of the grain boundary is studied.

6.2 The structure of grain boundary and bicrystal graphene

An essential step in studying the properties of grain boundaries (GBs) and extract-

ing realistic traction–separation laws is the creation of models which mimic the struc-

ture of grain boundaries observed in experiments. The grain boundaries of graphene

can be characterized by two angles θ1 and θ2 as shown in Fig. 6.1b and Fig. 6.1c .

These two angles are the angles between the normal vector of the grain boundary and

a particular crystallographic direction (0 ≤ θ1, θ2 ≤ 30◦) (e.g. armchair or zigzag) of

the adjacent grains.

The misorientation angle of the grain boundary is defined as φM = θ1 + θ2. Due to

the six–fold symmetry of the atomic structure of graphene, the misorientation angle
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ranges from 0 to 60◦. The grain boundary is symmetric if θ1 = θ2 and φL = |θ1 − θ2|

defines the angle between the grain boundary vector and the symmetric tilt vector.

Theoretical studies and high-resolution images produced by transmission electron

microscopy (HR-TEM) show that the GBs of graphene are mainly composed of

pentagon–heptagon pairs [233, 80]. These pentagon–heptagon pairs are the edge

dislocation cores, hence GBs of graphene can be considered as a one–dimensional

chain of edge dislocations. The grain boundary misorientation angle is related to the

dislocation spacing along the grain boundary by [265, 266]

φM = 2 arcsin

∣∣b(1,0)

∣∣
2d(1,0)

(6.1)

where b(1,0) represents the Burgers vector of (1,0) edge dislocations and d(1,0) rep-

resents the distance between dislocations. Based on this equation, small values of

d(1,0) lead to large misorientation angle. The closest possible value for d(1,0) leads to a

misorientation angle of φM = 21.9◦. To construct grain boundaries with misorienta-

tion angle in the range of 21.9◦ and 60◦ it is necessary to use (1,1) dislocations. The

misorientation angle in this case is obtained using [266]

φM = 60◦ − 2 arcsin

∣∣b(1,1)

∣∣
2d(1,1)

(6.2)

More complicated tilt grain boundaries can be constructed by using (1,0)+(0,1) dis-

location or a combination of a (1,0) dislocation with (1,0) + (1,0) + (1,0) dislocation

[233, 1, 266].

In this chapter, we create two bicrystalline graphene sheets by using (1, 0) and

(1,0)+(0,1) dislocations to generate symmetric high–angle grain boundaries with mis-

orientation angles of φM = 21.9◦ and φM = 38.4◦ as shown in Fig. 6.1. In graphene,

zigzag and armchair directions represent two high–symmetry directions. Therefore,

misorientation angles close to 0◦ and 60◦ are considered as small–angle grain bound-
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Figure 6.3: A schematic cohesive zone and its corresponding bilinear traction sepa-
ration law.

aries in the zigzag and armchair directions, respectively.

The bicrystalline sheets have dimensions of 140 nm × 35 nm and include a 5.4 nm

edge crack along the grain boundary as shown in Fig. 6.1. A vacuum of 4 nm in the

x and z directions and 2 nm in the y–direction is prescribed to avoid interactions

between the periodic images. An edge crack of length 5.4 nm and width of about 0.7

nm is created along the grain boundary by removing few layers of carbon atoms.

The bicrystalline sheets experience out of plane deformations at the location of

grain boundaries as are shown in Fig. 6.2a and c. The adsorption of hydrogen atoms at

the pentagon–heptagon defects of the GBs alter the configuration of grain boundaries

as shown in Fig. 6.2b and d. This leads to a stretch of the C–C bonds at the adsorption
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(a) (b) (c)

(d) (e)

Figure 6.4: Crack propagation path along the grain boundary with misorientation
angle 21.9◦ without adsorbed hydrogen atom at 300 K. (a) No strain, (b) at a strain
of 3.08 %, (c) at a strain of 3.55 %, (d) at a strain of 3.58 % and (e) at a strain of
5.28 %.

site and alter the fracture and mechanical properties of grain boundaries. The impact

of such structural alteration on the fracture properties of GBs are studied by obtaining

the traction–separation laws of grain boundaries when hydrogen atoms are adsorbed

to the pentagon–heptagon defects along the grain boundaries.

6.3 Cohesive zone model

Cohesive zone model was first introduced by Barenblatt [244, 243] by assuming the

molecular cohesion exists near the crack surfaces. Dugdale [245] considered a process

zone ahead of the crack tip and extended the concept to perfectly plastic materials.

The implementation of the CZM in the framework of finite element formulation was

first introduced by Hillerborg et al. [267] Cohesive zone models combine a strength

based failure criterion for the prediction of damage initiation with an energy based

fracture mechanics criterion to determine the crack propagation. Cohesive zone mod-

els employ a traction–separation law (TSL) to describe the material behavior within

the cohesive zone. The TSL uses a softening constitutive equation relating the crack
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(a) (b) (c)

(d) (e)

Figure 6.5: Crack propagation along the grain boundary with misorientation angle of
21.9◦ with one hydrogen atom adsorbed at each pentagon–heptagon defect at 300 K.
(a) No strain, (b) at a strain of 2.88 %, (c) at a strain of 3.35 %, (d) at a strain of
3.38 % and (e) at a strain of 5.13 %.

surface traction to the material separation across the crack to represent the process

of material deterioration occurring in the process zone ahead of the crack tip.

Trapezoidal, exponential and bilinear TSLs are used in the literature [268]. A

bilinear traction–separation law is schematically shown in Fig. 6.3. In the bilinear

TSL, the traction initially increases with the increase of separation until it reaches

its peak value tc at separation δc. Further increase of separation leads to a reduction

in the traction representing the irreversible damage in the process zone. The traction

transfer across the crack surfaces reaches zero at a critical separation δf when the

crack is fully open.

The key parameters of this model are the initial stiffness of the cohesive zone E0,

peak traction tc and fracture energy Gc. For the purpose of using a TSL in a finite

element model, the initial stiffness of the cohesive model E0, defined as tc/δc, should

be chosen as high as possible to avoid the influence of CZM on the model compliance

before the initiation of damage. However, the value of initial stiffness cannot be

infinitely large otherwise it leads to numerical ill–conditioning. The peak traction tc
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(a) (b) (c)

(d) (e)

Figure 6.6: Crack propagation along the grain boundary with misorientation angle
38.4◦ with no hydrogen atoms at 300 K. (a) No strain, (b) strain of 3.23 %, (c) strain
of 3.83 %, (d) strain of 4.13 % and (e) strain of 5.75 %.

represents the tensile strength of bulk material. A crack initiates when the maximum

stress reaches tc. The area under the traction–separation curve expressed by

Se =
1

2
tcδf (6.3)

represents the energy required to separate the two surfaces from each other. For the

cohesive zone model to be consistent with the Griffith energetic approach for crack

propagation, the area under the traction–separation curve should be equal to fracture

energy Gc of the material [269, 268, 270], i.e. Gc = Se.

6.4 Computational method

The molecular dynamics simulations are conducted using LAMMPS molecular dy-

namics package [91]. The C–C and C–H interactions are defined using screened

REBO2 (REBO2+S) potential [97] which is an improved version of reactive bond

order potential (REBO). REBO2 potential is a screened environment–dependent po-

tential which is capable of modeling fracture process in graphene acurately. For the
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(a) (b) (c)

(d) (e)

Figure 6.7: Crack propagation along the hydrogenated grain boundary with misori-
entation angle of 38.4◦ at 300 K. (a) No strain, (b) strain of 3.10 %, (c) strain of 3.88
%, (d) strain of 3.95 % and (e) strain of 5.48 %.

purpose of modeling crack growth the C–C bonds are considered broken when the

bond length exceeds 2.0 Å.

The equations of motion are integrated using the velocity Verlet scheme with a

time step size of 0.1 fs. The initial configuration of the samples are optimized by

minimizing their potential energy using the conjugate gradient technique. The sample

temperature is scaled up to the desired value using the Berendsen thermostat within

a time period of 5 ps followed by an equilibration stage within an NPT ensemble for

about 5 ps. The model is subject to mode–I loading by applying a tensile strain in

the y–direction at a rate of 109 s−1 as shown in Fig. 6.1. Each strain increment is

followed by a step of equilibration within the NPT ensemble. The degrees of freedom

of top and bottom layers of atoms are constrained in the y and z-directions while

they are free to move in the x–direction. Images representing the atomistic structure

of the bicrystalline graphene sheets are generated using the OVITO software [192].
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Figure 6.8: The cohesive zone elements used to extract the TSLs.

6.5 Results

6.5.1 Crack propagation

Regardless of the hydrogenation percentage of the grain boundary, the crack prop-

agation path of the two bicrystalline structures considered in this study is along the

grain boundary. Different stages of crack propagation with and without adsorbed

hydrogen atoms are shown in Figures 6.4–6.7.

The crack growth along the grain boundary with misorientation angle of φM = 21.9◦

occurs by the failure of the C–C bond at the crack tip when the length of C–C bonds

exceeds 2.0 Å. As shown in Fig. 6.4b and Fig. 6.4c, the first C–C bond failure occurs

at the heptagon located at the crack tip followed by the failure of the C–C bond at

the pentagon. This process repeats by the failure of bonds in the next pentagon–

heptagon pair until the bicrystal is split into two halves along the grain boundary, as

shown in Fig. 6.4d and Fig. 6.4e. A similar trend is observed for this grain boundary

when one hydrogen atom is adsorbed to each pentagon–heptagon pair as shown in

Fig. 6.5. However, the strain at which the crack growth occurs is much lower than

that of the same grain boundary without adsorbed hydrogen atoms.

The propagation mechanism of the crack along the grain boundary with misorien-

tation angle of φM = 38.4◦ is shown in Fig. 6.6 and Fig. 6.7. Opposed to the previous
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(a) (b)

(c)

(d)

Figure 6.9: Traction–separation law of grain boundaries with no hydrogen atoms at
300 K (a) GB with φM = 21.9◦, (b) GB with φM = 38.4◦, (c) the stress distribution
at the crack tip of the GB with misorientation angle of 38.4◦ before and after crack
propagation. The stress concentration zone at the crack tip is encircled, (d) stress
distribution at crack tip of the GB with misorientation angle of 38.4◦. The chains of
carbon atoms with high stresses are encircled.

case, the crack does not grow by the failure of the bond at the crack tip. Instead

the bond shared between heptagon and the first hexagon ring along the grain bound-

ary fails leading to the nucleation of a void on the grain boundary as illustrated in

Fig. 6.6b. By increase in the tensile strain, more C–C bonds of the pentagon–heptagon

pairs fail creating more voids of larger sizes as shown in Fig. 6.6c. Finally, the voids

coalesce and the crack grows along the grain boundary as shown in Fig. 6.6d and

Fig. 6.6e. A similar crack propagation mechanism is observed when one hydrogen
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(a) (b)

Figure 6.10: The adsorption site labels of the two GBs. a) φM = 21.9◦, b) φM = 38.4◦.

(a) (b) (c)

(d) (e) (f)

Figure 6.11: TSL of GB with misorientation angle 21.9◦ with one adsorbed hydrogen
atom at 300 K. The adsorption sites are (a) Z1, (b) Z2, (c) Z3, (d) Z4, (e) Z5, (f) Z6.

atom is adsorbed to each pentagon–heptagon defect of the GB as shown in Fig. 6.7.

However, for this bicrystaline sheet also the adsorption of a hydrogen atom to each

pentagon–heptagon pair lowers the failure strain of the grain boundary.

6.5.2 Extraction of traction–separation law from MD

We follow a technique similar to the one proposed by Yamakov et al [259] to extract

the traction–separation laws from the MD simulations. In this methodology the crack

propagation path should be known a priori and a layer of atoms in the vicinity of

the crack propagation path is used to extract the traction–separation laws. Since the

crack propagation path of the two bicrystalline structures studied in this chapter is
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along the grain boundary, a narrow horizontal layer of atoms ahead of the crack tip

with height of δy centered at the grain boundary line are employed to extract the

cohesive laws. This horizontal layer is divided into bins with width of δx as shown

in Fig. 6.8. Each of the bins is known as a cohesive zone volume element (CZVE)

and the atoms located within a CZVE in the reference domain are assigned to that

element.

The virial formulation can be used to calculate the continuum stress from the MD

simulations using Eq. (1.17). In Eq. (1.17), V a is the volume of atom a in the reference

configuration. For pristine graphene V a = 3
√
3

4
r2t where r = 1.42 Å is the C–C bond

length and t is the thickness of graphene which is taken equal to 3.35 Å.

The virial stress becomes equivalent of the Cauchy stress in the limit of time and

volume averages [271, 272]. Thus, the stress of the nth cohesive zone volume element

is obtained by time and volume averaging of the atomic stresses belonging to the

CZVE

σn =
1

NtV n

Nt∑
t=1

N∑
i=1

V aσa(t) (6.4)

where N is the number of atoms in the nth cohesive zone volume element, V n = NV a

is the volume of CZVE, Nt = 2500 is the number of time steps at an interval of 0.25

ps over which the time averaging is conducted.

The non–zero component of the traction of each CZVE acting on the crack prop-

agation path is calculated by calculating the y–component of stress from Eq. (6.4).

The separation distance is calculated using the distance between centorids of upper

and lower portions of CZVEs. For this purpose, the distance di between the y com-

ponents of the centroids of each CZVE portions shown in the orange color in Fig. 6.8

is evaluated after every 0.25 ps. Separation distance d is given by di − d0 where d0 is

the separation distance between y components of centroids before applying the strain.

Similar to stresses, the separation distance is calculated by averaging over 2500 time

steps.
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Considering the high stress gradient in the vicinity of crack tip, the size of the CZVE

should be small enough to capture the stress gradients. On the other hand, the size

of CZVE should be large enough to ensure that the virial stress averaged over the

CZVE converges to the Cauchy stress. In this chapter, the dimensions of the cohesive

zones are δy = 1 nm and δx = 0.89 nm [261]. The height δy is large enough to enclose

the prestress field generated by the pentagon–heptagon defects. Using Hillerborg et

al. [267] definition, the length of the cohesive zone of graphene is estimated to be 2.6

nm [261] Therefore, δx = 0.9 nm is equivalent to having approximately three CZVE

in the cohesive zone which is enough to resolve the stress gradient. The length δx of

CZVE affects the value of maximum traction tc while does not impact the separation

energy Se. Since tc represents the maximum stress sustainable by the grain boundary

before a crack initiates, the value of δx should be chosen such that the obtained value

of tc is consistent with the strength of grain boundary before defect. The chosen value

of 8.9 Å for δx is shown to satisfy this criterion [261].

6.5.3 Traction separation law of grain boundaries with no hydrogen atoms

The traction–separation points obtained using 50 CZVEs dispersed along the grain

boundaries without any adsorbed hydrogen atoms at 300 K are shown in Fig. 6.9. It

can be observed that with increase in the separation distance between the upper and

lower halves of each CZVE the cohesive traction increases linearly until it reaches its

peak value tc after that it decreases linearly until it vanishes at separation δf . The

data points in Fig. 6.9 suggest that the traction–separation law is linear for this grain

boundary. Two linear curves are fitted separately to the data, one before tc and one

after it, as shown in Fig. 6.9. The two curves meet at the traction tc.

As shown in Fig. 6.9a and b , the traction of points in circle A exceeds tc. This is

due to the high atomic stress concentration at the crack tip before crack propagation

occurs, as shown in Fig. 6.9c. The traction of points in circle B as shown in Fig. 6.9b

is higher than the traction of other points with the same separation. This is due
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j)

Figure 6.12: TSL of GB with φM = 38.4◦ with one adsorbed hydrogen atom at 300
K. The adsorption sites are (a) U1, (b) U2, (c) U3, (d) U4, (e) U5, (f) U6, (g) U7,
(h) U8, (i) U9, (j) U10.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j)

Figure 6.13: TSL of GB with φM = 38.4◦ with one adsorbed hydrogen atom at 300
K. The adsorption sites are (a) D1, (b) D2, (c) D3, (d) D4, (e) D5, (f) D6, (g) D7,
(h) D8, (i) D9, (j) D10.
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Figure 6.14: (a) Separation energy and (b) maximum traction of GB with misorien-
tation angle of 21.9◦ as a function of hydrogen adsorption site.
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Figure 6.15: (a) Separation energy and (b) maximum traction of GB with misorien-
tation angle of 38.4◦ as a function of a hydrogen adsorption site.

to the formation of chains of carbon atoms between the upper and lower halves of

the cohesive zones as shown in Fig. 6.9d. The formation of these chains demands

a higher stress for the crack to grows which appears as higher traction point in the

traction–separation curves.

The values of tc, δc and δf for the two grain boundaries studied in this chapter are

presented in Table 6.1. It can be observed that tc, δc and δf are higher for the grain

boundary with misorientation angle 38.4◦.
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Figure 6.16: (a) Stress–strain plots and (b) crack velocities of GB with misorientaion
angle of 38.4◦ with and without an adsorbed hydrogen atom.

Table 6.1: Key parameters of TSL of grain boundaries with misorientation angle
21.9◦ and 38.4◦

φM δc δf tc
21.9◦ 0.319 ± 0.013 5.43 ± 0.18 57.44 ± 1.50
38.4◦ 0.516 ± 0.027 6.01 ± 0.35 61.00 ± 2.26

6.5.4 Impact of hydrogen adsorption site

The influence of hydrogenation of grain boundaries on the mechanical properties of

graphene has been studied before [237, 273]. In this chapter, the impact of hydrogen

adsorption site on the traction–separation law of each grain boundary is studied. For

this purpose, the cohesive law of the grain boundaries when one hydrogen atom is

adsorbed to each repeating pentagon–heptagon defects at 300 K is derived.

The hydrogen adsorption sites along the grain boundaries are labeled in Fig. 6.10.

The repeating unit cell of the grain boundary with misorientation angle of 21.9◦

includes only one pentagon–heptagon pair. Due to its symmetry, six different adsorp-

tion sites are examined for this grain boundary. On the other hand, two pentagon–

heptagon pairs exist in the unit cell of the grain boundary with misorientation angle

of 38.4◦. Due to the lack of symmetry, we examine the adsorption of hydrogen atoms

to all the carbon atoms of both pentagon–heptagon defects. The traction–separation
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(a) (b) (c)

(d) (e) (f)

Figure 6.17: The adsorption site of hydrogen atom along the GB when the number
of hydrogen atoms increases from one to three. (a–c) GB with misorientation angle
of 21.9◦, (d–f) GB with misorientation angle of 38.4◦.

laws obtained for the grain boundary with misorientation angle of 21.9◦ is plotted in

Fig. 6.11 whereas for the grain boundary with misorientation angle of 38.4◦ is plotted

in Figures 6.12 and 6.13. The maximum traction and the fracture energy of each

TSL is extracted and the results are compared with those obtained from pristine

grain boundaries in Figures 6.14 and 6.15. It can be observed that in general the

adsorption of a hydrogen atom reduces both the fracture strength tc and fracture

energy of the grain boundary. Therefore, the adsorption of a hydrogen atom leads to

embrittlement of the grain boundary.

Based on the graphs of Fig. 6.14, for the grain boundary with misorientation angle

of 21.9◦, a hydrogen adsorption at the Z3 carbon atom does not significantly impact

the fracture strength and energy of the grain boundary while hydrogen adsorption to

all the other atoms lead to a reduction in the fracture energy of the grain boundary.

This is because these atoms are attached to load carrying bonds and when a hydrogen

atom is adsorbed to these atoms the bonds attached to them are stretched, hence these

bonds fail more easily under the tensile stress.

The graphs in Fig. 6.15 show that a significant reduction in strength and fracture
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Figure 6.18: Effect of hydrogen concentration on the (a) strength and (b) separation
energy of grain boundaries at 300 K.
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Figure 6.19: Impact of temperature on the (a) strength and (b) separation energy of
GBs.

energy of the grain boundary with misorientation angle of 38.4◦ occurs when a hy-

drogen atom is adsorbed at U1, U3, U5, D5 and D7. These sites are all attached to

critical load carrying bonds and an attachment of hydrogen atom causes these bonds

to fail more easily. Although the adsorption of hydrogen atom to other atoms of the

pentagon–heptagon pair also reduce the toughness and strength of GB, the adsorp-

tion of hydrogen atom to the U10 and D10 sites, which are the two atoms on the

grain boundary not connected to pentagon–heptagon pairs, counter intuitively leads

to a slight increase in the strength and fracture toughness of the grain boundary.

To understand this behavior the stress–strain plots of this grain boundary with no
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adsorbed hydrogen, one hydrogen adsorbed at D10 and one hydrogen adsorbed at U1

atom are plotted in Fig. 6.16a. The stress–strain plots clearly shows that the stiffness

and strength of bicrystalline graphene sheet with a hydrogen atom at U1 is lower

than those of bicrystalline sheet with no hydrogen atom. However, the adsorption

of hydrogen atom at D10 has a negligible effect on the strength of the bicrystalline

sheet. The crack growth speed of these three cases are shown in Fig. 6.16b. As

shown, the crack speed of bricrystalline sheet with a hydrogen atom at U1 is close to

that of bicrystalline sheet with no adsorbed hydrogen atom. On the other hand, the

adsorption of hydrogen atom at D10 significantly reduces the crack speed. The lower

crack speed gives time for the atomic stresses to build up in the vicinity of crack tip

leading to a higher traction at the same separation distances. This in turn results in

higher tc and fracture toughness.

6.5.5 Hydrogen concentration at the grain boundary

The effect of hydrogen concentration on the TSL is studied by increasing the num-

ber of hydrogen atoms per pentagon–heptagon pair from one to three. The hydrogen

adsorption sites of the two grain boundaries are shown in Fig. 6.17. The chosen sites

are those that have a more significant embrittlement effect based on the results of the

previous section. As shown in Fig. 6.18, with increase in the hydrogen concentration

the maximum traction and fracture energy decreases. The increase in the number

of hydrogen atoms leads to a reduction of the fracture energies by 60% and 42% for

GBs with φM = 21.9◦ and φM = 38.4◦, respectively. These results show that hydrogen

embirttlement can be severe in both grain boundaries studied in this chapter and can

significantly reduce the strength and fracture energy of grain boundaries.

6.5.6 Temperature

The impact of hydrogen on the strength and toughness of the GBs when one hy-

drogen atom is adsorbed per a pentagon–heptagon pair as shown in Fig. 6.17a and
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d is studied. The temperature range studied is from 1 K to 300 K. The graphs of

Fig. 6.19 show that with increase in the temperature the maximum traction uniformly

decreases. The strength of both GBs at 300 K is smaller than that at 1 K. On the

other hand, the graphs of Fig. 6.19b indicate that with increase in temperature the

separation energy first increases and reaches it maximum at about 50 K and then de-

creases. With increase in temperature from 1 K to 300 K fracture strength decreases

whereas critical separation increases. The interplay between these effects leads to the

observed trend of separation energy, as illustrated in Fig. 6.19b. The fracture energy

at 300 K is higher than that at 1 K, indicating that the grain boundaries are more

ductile at the room temperature.

6.6 Conclusion

We have used molecular dynamics simulations to study how the adsorption of

hydrogen atoms on the grain boundaries impact their fracture properties. We have

extracted the traction–separation laws from molecular dynamics simulations for two

high angle symmetric grain boundaries with and without adsorbed hydrogen atoms.

The results show that in general the adsorption of hydrogen atom leads to a reduction

in the strength and toughness of grain boundaries. The level of impact depends on the

adsorption site. The impact is significantly higher if the adsorption site is attached

to a critical load carrying bond. By increase in the number of hydrogen atoms the

strength and fracture energy of the grain boundaries decrease significantly indicating

that hydrogen embrittlement occurs in graphene grain boundaries. The impact of

temperature on the strength and toughness of hydrogenated GBs were studied. The

molecular dynamics results showed that by increase in the temperature the strength

of GBs reduces, while the toughness first increases and then decreases.



CHAPTER 7: Mechanical and Fracture properties of the polycrystalline graphene

with hydrogenated grain boundaries

7.1 Introduction

Graphene multifunctionality which combines excellent properties such as large

modulus of elasticity of 1 TPa [9, 10, 11, 12], high electron mobility in the room

temperature (250,000 cm2 V−1s−1) [16], high thermal conductivity (5000 Wm−1K−1)

[14], and large surface area of 2630 m2/g [274] has made this 2D-atomic crystal an

attractive material for use in a wide range of applications. The potential applica-

tions include electromechanical systems [31, 32, 33], electronics [275, 276], solar cells

[277, 278, 279], hydrogen storage [280, 281], advanced composites [26, 27, 28, 29, 30],

field–effect transistors [19, 20, 21], and supercapacitors [22, 23, 24, 25].

In addition to its intrinsic properties, another remarkable characteristic of graphene

is its tunability. Different techniques including strain engineering [282, 283, 284, 285,

286], defect engineering [287, 288, 289, 290, 291, 150], chemical functionalization

[292, 293, 294, 295, 296], and grain boundary engineering [297, 298, 299] are proposed

to tune various properties of graphene such as its thermal conductivity [287, 300,

301, 302, 256, 303, 304, 305, 306, 307], electrical conductivity [308, 309, 310, 311],

mechanical strength [312, 297, 313, 314, 315, 273, 316, 12, 317], fracture properties

[119, 318, 4, 319, 320, 321, 5], and thermoelectrical properties [322, 323, 324, 325].

The most versatile tuning technique is functionalization the surface of graphene by

the attachment of functional groups. This technique has become a focus of interest

for manipulating the physical and chemical properties of graphene. For example,

oxygen adsorption can significantly modify the thermoelectric properties of graphene

[326, 327] and metal adatom deposition can induce a significant spin–orbit coupling
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Figure 7.1: Polycrystalline graphene sheets with different grain sizes. (a) 4 nm (b)
6 nm, and (c) 8 nm.

in graphene [328, 329, 330].

Among various functional groups, hydrogen is of special interest. Hydrogen forms

a covalent bond with a single carbon atom and induces a resonant impurity state

around graphene Dirac point [331, 332]. This can significantly impact the electronic

transport properties of graphene as is indicated by studying the impact of hydrogen

density on the metal-insulator transition [333]. Experimental work has shown that

localized magnetic moments are created around hydrogen impurities which can be

important for graphene spintronics [334]. The high surface area of graphene has also

made graphene a potential material for the development of an efficient solid–state

hydrogen storage device.

In addition to intentional functionalization of graphene surface with hydrogen

atoms, abundant presence of hydrogen atoms in the environment exposes graphene

sheets to hydrogen molecules which can lead to the adsorption of hydrogen atoms to



116

Figure 7.2: A polycrystalline graphene sheet with an effective grain size of 4 nm
after the annealing process. The contour plot represents the out of plane deformation
of atoms. a) Graphene sheet without hydrogenation, b) graphene sheet with 100%
hydrogenation of grain boundary atoms.

the graphene surface. The presence of defect sites such as Stone–Wales defects, grain

boundaries, vacancies, wrinkles, and sheet edges facilitate the physisorption of hydro-

gen atoms. The adsorption of hydrogen atoms to the graphene surface can alter the

mechanical and fracture properties of graphene. Most of the studies on fracture and

mechanical properties of hydrogenated graphene are limited to single grain graphene

sheets [119, 335, 336, 337]. The impact of hydrogen adsorption on mechanical frac-

ture properties of polycrystalline graphene with grain boundaries containing mostly

Stone–Wales defects remain almost unexplored.

The large graphene sheets produced in industrial scales are polycrystalline sheets
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composed of graphene grains seamed together at the grain boundaries. In polycrys-

talline graphene, the grain boundaries between misoriented grains are composed of a

series of pentagon–heptagon rings (Stone–Wales defects) [81, 338, 233, 5]. Due to such

defects, the properties of the polycrystalline graphene are different from the pristine

graphene. Previous studies have investigated the thermal [339, 340, 341], mechanical

[342, 222, 298], and fracture properties [343, 344, 19] of polycrystalline graphene and

the impact of grain boundaries on properties of polycrystalline graphene.

The presence of pentagon–heptagon defects makes grain boundaries chemically

more active than pristine graphene. Grain boundaries act as favorable adsorption

sites for environmental atoms such as hydrogen atoms. Understanding the effect of

hydrogen adsorption at grain boundaries on the mechanical, and fracture proper-

ties of polycrystalline graphene sheets is necessary for reliable use of polycrystalline

graphene sheets in nanodevices. In this paper, we use molecular dynamic modeling to

study the fracture properties of polycrystalline graphene when hydrogenation is con-

fined to the grain boundaries. Considering the difficulties of conducting experiments

at nanoscales, molecular dynamic modeling provides an invaluable tool to study phe-

nomena occurring at short time and length scales [345, 146, 114, 171, 2, 346, 3, 347,

1, 222, 117, 348, 151, 220]. By conducting molecular dynamics on both pre–cracked

and pristine polycrystalline graphene sheets, we investigate the effect of hydrogena-

tion on both the mechanical and fracture properties of graphene sheets. The impact

of polycrystalline grain size is also studied by considering polycrystalline sheets with

different average grain sizes.

7.2 Polycrystalline graphene sheet

7.2.1 Generation

We have constructed polycrystalline graphene sheets with dimensions of 80 nm ×

40 nm. The effective grain size le of the polycrystalline sheet is equal to
√

A
ng

where

A is the surface area of the sheet and ng is the number of grains in the sheet. We
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have considered polycrystalline graphene sheets with average grain sizes of 4 nm, 6

nm, and 8 nm as illustrated in Fig. 7.1.

Experimental observations have indicated that the grain boundaries in graphene

are mainly composed of pairs of 5 and 7 carbon atom rings [81, 338]. These pentagon–

heptagon defects represent edge dislocation cores and have a low formation energy

[233, 349]. In order for an atomistic model to be accurate, the atomic structure of the

model should be similar to the experimental observations, e.g. the grain boundaries

must be composed of mostly pentagon–heptagon defects. Constructing a polycrys-

talline sheet with grain boundaries composed mostly of pentagon–heptagon defects

is challenging. Many previous studies on polycrystalline graphene were conducted by

deviating from this motif by including voids and non pentagon–heptagon defects in

the grain boundaries [342, 350, 90, 237].

The polycsrystalline structure of multigrain graphene sheets is generated using

the algorithm proposed in the previous study [344]. Using this algorithm, any two

neighboring grains with different crystal misorientation are connected by a lattice

that is composed by hexagon, pentagon, and heptagon defects and other kind of

defects are not observed on the grain boundaries. In this methodology, the centers

of each grain are randomly assigned and the boundary of each grain is chosen by

constructing the Voronoi diagram associated with the grain centroids. A random

crystalline orientation is also assigned to each grain. This leads to the generation

of a structure with random misorientation angles varying from 0◦ to 60◦ between

every two neighboring grains. The arrangement of carbon atoms in grains and along

the grain boundaries are obtained by first generating a triangular lattice dual to the

graphene lattice and then using centroidal Voronoi tessellation [351] to relax the atom

positions along the grain boundaries. The grain boundaries obtained at this stage are

made up of only pentagon–heptagon pairs (Stone–Wales defects). The position of the

atoms are fine tuned by minimizing the energy of system using the conjugate gradient
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Figure 7.3: (a) Tensile loading on single crystal uncracked graphene sheet (i) grain
oriented in armchair direction and (ii) grain oriented in zigzag direction, (b) stress-
strain plots of the single crystal uncracked graphene sheets.

method and subjecting the polycrystalline graphene sheet to an annealing process.

During annealing the polycrystalline graphene sheets are heated in such a way that the

crystalline part of the sheet is unaffected but the grain boundary regions are allowed

to break and reform C–C bonds. After cooling down, the polycrystalline sheet has a

more stable structure at a lower energy [352] with grain boundaries composed of only

pentagon–heptagon defects separated by hexagonal rings, as shown in Fig. 7.2.

The annealing process is conducted using the molecular dynamics by employing

LAMMPS molecular dynamics package [91]. The REBO2 (REBO2+S) potential

has been employed to describe C–C and C–H interactions [97]. REBO2 is a more

advanced version of REBO potential which is capable of accurately modeling the

fracture process in graphene sheet. Equations of motion of the system are integrated

through velocity–Verlet algorithm with a time step size of 0.1 fs. The initial structure

of graphene sheet is optimized by employing the conjugate gradient technique. The

system is heated up to 250 K using Berendsen thermostat within a time period of 1

ps followed by equilibration within NPT ensemble for another 1 ps. Here on wards

the heating and quenching is conducted within NPT ensemble. The graphene sheet

temperature is increased up to 2500 K in steps of 250 K and each step lasts for a

time period of 2 ps. After the heating stage, the system is quenched to 1 K for 15 ps.
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Finally the system is further equilibrated at 1 K for a period of 10 ps. An Example

of a polycrystalline graphene sheet obtained after the annealing process is shown in

Fig. 7.2a. As can be seen, polycrystalline graphene is not a flat sheet and the presence

of grain boundaries lead to out of plane deformation of graphene sheet.

After the annealing process, the grain boundaries are hydrogenated. Carbon atoms

which act as adsorption sites are chosen randomly among the atoms of the pentagon–

heptagon defects. Polycrystalline sheets with various grain boundary hydrogenation

percentage between zero to hundred percent are generated; at zero percentage no

carbon atom attached to pentagon–heptagon defects is hydrogenated while at 100

percent all the atoms of pentagon–heptagon defects are hydrogenated. The adsorption

of hydrogen atoms changes the morphology of graphene sheet as is shown in Fig. 7.2b

where the contour plot represents the out–of–plane deformation of the graphene sheet.

In this paper, to take into account the randomness of the polycrystalline structure,

three polycrystalline graphene sheets are created for each grain size. Also, to take into

account the randomness of the hydrogen adsorption sites, for each hydrogenation per-

centage three hydrogenated sheets are created for each of the polycrystalline sheets.

The results reported for each grain size are the average of these nine simulations.

7.3 Tensile loading

After preparing the initial structure of graphene sheet, the temperature of the model

is increased to 300 K. The graphene sheet temperature is scaled up to 300 K by using

Berendsen thermostat within a time period of 5 ps. The system is equilibrated within

an NPT ensemble for 5 ps at 300 K.

The graphene sheet is subjected to a tensile strain in the y–direction. To apply

tensile loading on the graphene sheet, a few layers of atoms in the top and bottom

edges are constrained in the y and z–directions while they are allowed to move in the

x–direction. The tensile strain is applied in the y–direction in increments of 10−7.

Each step of strain increment is accompanied by a step of NPT equilibration for 0.1 fs
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Figure 7.4: (a) A polycrystalline graphene sheet under tensile loading, (b) The stress–
strain plot of a polycrystalline graphene with effective grain size 4 nm and hydrogen
concentration ranging from 0 to 100% at 300 K, (c) Young’s modulus of polycrys-
talline graphene sheet, (d) strength of polycrystalline graphene sheet versus grain
boundary hydrogen concentration, and (e) impact of temperature on the strength of
polycrystalline graphene sheet with average grain size 6 nm.
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Figure 7.5: Crack initiation and propagation in a polycrystalline graphene with av-
erage grain size 4 nm without hydrogenation. The image illustrates polycrystalline
graphene sheet at (a) 0%, (b) 8.45%, (c) 8.50%, and (d) 9.67% strain (black arrow
shows the direction of grain boundary).

which leads to a strain rate of 109 s−1. In order to reduce the stress in the x–direction

to zero, the graphene sheet is allowed to relax in the x–direction during the NPT

equilibration. The loading is applied until cracks are developed and propagate in the

graphene sheet by the failure of C–C or C–H bonds along the fractured surfaces.The

virial stress is used to calculate the continuum stress from the MD simulations using

Eq. (1.17).

7.4 Results

7.4.1 Mechanical properties

Molecular dynamic simulations are used to obtain the stress–strain relations of

pristine graphene. Tensile loading is applied in the y–direction of uncracked pris-

tine graphene sheets as shown in Fig. 7.3a. The stress–strain curves of the pristine

graphene sheet are shown in Fig. 7.3b. When the loading is applied in the zigzag

direction, the Young’s modulus and failure strength of graphene are predicted respec-

tively to be 853.3 ± 0.9 GPa, and 79.7 ± 1.3 GPa. On the other hand, if the loading is

applied in the armchair direction, the Young’s modulus and failure strength are 750.6
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Figure 7.6: Crack initiation and propagation in a polycrystalline graphene sheet with
average grain size 4 nm with 100% hydrogenation of its grain boundaries. The image
illustrates polycrystalline graphene sheet at (a) 0%, (b) 5.50%, (c) 5.62%, and (d)
7.51% strain (black arrow shows the direction of grain boundary).

± 0.4 GPa, and 81.3 ± 1.3 GPa, respectively. Similar results have been reported by

the previous studies which employed MD simulations [353, 354, 355].

In the first set of simulations, uncracked polycrystalline sheets are subjected to

tensile loading as shown in Fig. 7.4a. Polycrystalline sheets with three grain sizes

of 4 nm, 6 nm, and 8 nm are considered. The hydrogen concentration on the grain

boundaries varies from 0 to 100%. The stress–strain plot of polycrystalline graphene

with effective grain size of 4 nm is plotted in Fig. 7.4b. The stress-strain plot is non–

linear in the initial stage of the loading. Since the stress–strain curves of single grain

graphene sheet does not show a nonlinear zone [12], the nonlinearity of the stress–

strain curve of plycrsytalline sheet is attributed to the out–of–plane deformations

induced by the grain boundaries. During the initial stages of loading, the stretching

of the graphene sheet leads to a reduction in the out–of–plane deformation of the

graphene sheet and this appears as a nonlinear zone in stress–strain plot. After the

out–of–plane deformations are fully stretched, the stress–strain curve becomes linear.

A similar behavior has been observed in the previous studies [350, 343, 237].
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By comparing the stress–strain curves of polycrystalline graphene sheet, it can

be observed that as the hydrogen percentage of graphene grain boundaries increases,

their Young’s modulus and strength reduces. The Young’s modulus E of polycrstalline

sheets are plotted versus the grain boundaries hydrogen concentration in Fig. 7.4c.

The Young’s modulus of graphene sheets is calculated using the slope of the linear

portion of the stress–strain curves. The reduction in the Young’s modulus indicates

that hydrogenation of graphene sheets reduces their stiffness. The strength of poly-

crystalline graphene sheets at different grain boundary hydrogenation percentage is

plotted in Fig. 7.4d. These curves show that hydrogenation of grain boundaries re-

duces the strength of graphene sheets significantly; the strength of a polycrystalline

sheet with 100% hydrogenation of grain boundaries is about half of the strength of

the same polycrystalline sheet without hydrogenation.

The plots of Fig. 7.4c also indicate that polycyrstalline grain size can significantly

impact its Young’s modulus. Graphene sheets with smaller gain size have a lower

Young’s modulus. This is because by reduction in the grain size the number of

defects in graphene sheets increases. As shown in Fig. 7.4d, grain size also impact the

strength of polycrystalline sheets without hydrogenation. Polycrystalline sheets with

smaller grain size have lower strength. Previous study which employed MD reported

similar results [344]. By increase in the hydrogenation percentage, the impact of grain

size on the strength reduces and all the polycrystallines have nearly the same strength

at 100% grain boundary hydrogenation.

The strength of polycrystalline graphene sheets with an average grain size of 6

nm at different temperatures is shown in Fig. 7.4e. The temperature is varied from

100 to 1200 K. It can be observed that with increase in temperature the strength of

the polycrystalline graphene is decreasing. The impact of temperature on strength

is more significant on polycrystalline sheets with higher hydrogenation percentage of

their grain boundaries.
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Figure 7.7: (a) A polycrystalline graphene sheet with an edge crack under tensile
loading, (b) The stress–strain plot of a polycrystalline graphene with an edge crack
and with effective grain size 4 nm and hydrogen concentration ranging from 0 to 100%
at 300 K, (c) fracture strength of polycrystalline graphene, and (d) fracture strength
of polycrystalline graphene sheets at different temperatures.

Increase in the tensile strain leads to the nucleation and growth of cracks in poly-

crystalline sheets. For the comparison purpose, the crack nucleation and growth in

a polycrystalline sheet without hydrogenation and with 100% grain boundary hydro-

genation are shown in Fig. 7.5 and Fig. 7.6, respectively. The initial relaxed structure

of graphene sheet with average grain size of 4 nm is shown in Fig. 7.5a. The high

stress points in this graph are at the location of grain boundary pentagon–heptagon

defects. The stress contour plot at the strain of 8.45% is shown in Fig. 7.5b where the

grain boundaries can be easily identified as high stress zones. At this strain, a crack

nucleates at one of the high stress grain boundary defects. The inset image shows
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Figure 7.8: (a) Stress–Strain curves of polycrystalline graphene sheet with an edge
crack with an average grain size of 6 nm with no hydrogenation and 100% hydrogena-
tion, (b) Crack propagation path with no hydrogenation at (i) 5.39%, (ii) 5.75%, and
(iii) 6.76% strain, (c) Crack propagation path with 100% hydrogenation at (i) 5.22%,
(ii) 5.52%, (iii) 5.65%, and (iv) 6.01% strain (black arrow shows the direction of grain
boundary).



127

that the edges of the newly created crack are in the zigzag direction and the crack tip

is at one of the grain boundaries. By increase in the strain to 8.50%, the crack grows

into the next grain along a zigzag path as is shown in Fig. 7.5c. By further increasing

the tensile strain to 9.67%, the graphene sheets is split into two halves as is shown in

Fig. 7.5d. The crack growth path is mainly intragranular and only a small portion of

the crack path is along the grain boundaries.

The stress contour of the relaxed configuration of hydrogenated polycrystalline

graphene sheet is shown in Fig. 7.6a. As expected, grain boundaries are associated

with high stress zones in the relaxed state of the sheet. Cracks nucleate at the tensile

strain of 5.5% which is significantly lower than the strain of 8.45% required to initiate

a crack in the sheet without hydrogenation. The stress contour plot of the graphene

sheet at the strain of 5.5% are shown in Fig. 7.6b. The stress values indicate that

cracks develop in hydrogenated graphene sheets at a significantly lower stress. As can

be seen, the crack nucleates close to one of the high stress zones of one of the grain

boundaries. By increase in the tensile strain to 5.62%, the crack grows along the

grain boundary as shown in Fig. 7.6c. This is in contrast with the intragranular crack

path observed for graphene sheet without hydrogenation. Finally, by increasing the

strain to 7.51%, the crack grows and split the graphene sheet as shown in Fig. 7.6d.

The crack path on a hydrogenated graphene sheet, is a combination of intergranular

and intragranular path which indicates that the presence of hydrogen atoms lead to

a reduction of the fracture energy of grain boundaries [5].

7.4.2 Fracture properties

To study fracture properties of hydrogenated polycrystalline graphene sheets, an

edge crack of length 6 nm is generated in the polycrystalline sheets by removing a

few layers of carbon atoms as shown in Fig. 7.7a. The pre–cracked sheet is subjected

to tensile loading as described in the previous section. The stress–strain curves of

a pre–cracked polycrystalline graphene sheet with average grain size of 4 nm are
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(a) (b)

Figure 7.9: Fracture properties of polycrystalline graphene sheet. (a) critical energy
release rate, and (b) critical stress intensity factor of polycrystalline graphene sheet
versus hydrogenation percentage of grain boundaries.

shown in Fig. 7.7b. The stress–strain curves are used to plot the fracture strength

of polycrsytalline sheets at different hydrogenation percentage in Fig. 7.7c. It can be

seen that by increase in the hydrogenation percentage the critical stress σc of graphene

sheets reduces. In comparison with graphene sheets with no initial crack (Fig. 7.4d),

the reduction in the strength of pre–cracked graphene sheets is less significant.

Comparing the strength of polycrystallines with different average grain size shows

that the grain size does not affect the strength of pre-cracked polycrystalline sheets.

The impact of temperature on the fracture stress of pre–cracked polycrystalline graphene

sheets is studied. The fracture stress of polycrystalline sheets with an average grain

size of 6 nm at different temperatures are shown in Fig. 7.7d. Similar to the trend

observed in Fig. 7.4e, by increasing the temperature the strength of graphene sheets

reduces. The effect of temperature is more pronounced on the strength of polycrys-

talline sheets with higher hydrogenation percentage.

The stress–strain curves and crack propagation path in a pre–cracked polycrys-

talline graphene sheet with average grain size of 6 nm at 0% and 100% hydrogenation

are shown in Fig. 7.8. The atomic structure and stress contour of polycrystalline

graphene without hydrogenation at three different strains are shown in Fig. 7.8b.
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The peak stress occurs at the strain of 5.39% where the crack propagation has not

occurred yet. With increase of the strain to 5.75% an intragranular crack propagation

is observed. Finally, the crack grows across the entire graphene sheet width at the

strain of 6.76%.

The structure and stress contour plots of polycrystalline graphene with 100% hy-

drogenation of grain boundaries at four different strain levels are shown in Fig. 7.8c.

At 100% hydrogenation, the peak stress occurs at the strain of 5.22% which is slightly

less than that of the graphene sheet without hydrogenation. At the strain of 5.52%

the crack has propagated and arrested at one of the grain boundaries. As can be

seen in the encircled zone, a new crack has initiated at one of the high stressed grain

boundary. Further increase of the tensile strain to 5.65% leads to an intergranular

crack growth. The second crack also grows simultaneously. Finally at 6.01% these

two cracks coalesce and a complete failure of polycrystalline graphene is observed.

A significant portion of crack growth in this case occurs along the grain boundaries

which is a result of the hydrogen embrittlement of grain boundaries.

7.4.2.1 Fracture energy

According to the Griffith’s energy balance theorem, cracks propagate when the

reduction in the potential energy of the system due to the crack growth is larger or

equal to the increase in the surface energy of the system due to the creation of new

surfaces. The change in the potential energy of the system ∆U can be calculated

using

∆U = Uf − Ui, (7.1)

where Uf denotes the potential energy of the fully cracked system and Ui represents

the potential energy of the relaxed system before the application of tensile strains.
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The critical energy release rate Gc of the system can be calculated using

Gc =
∆U

t∆a
(7.2)

where t is the thickness of the graphene sheet which is equal to 3.35 Å and ∆a is

the change in the crack length. The critical energy release rate can also be estimated

using the critical stress σc which represents the peak stress before the crack growth

occurs [356]

Gc =
σ2
caπ

E
(7.3)

where a is the length of the initial edge crack and E is the Young’s modulus of

polycrystalline graphene sheet. The energy release rate can be used to obtain the

critical stress intensity factor using KIc =
√
GcE.

The critical energy release rate and stress intensity factor of polycrystalline graphene

sheets are plotted in Fig. 7.9a and b. The Gc and KIc estimated using the fracture

strength are respectively in the range of 21 - 17 J/m2 and 3.7 – 3.1 MPa
√
m. On

the other hand, the critical energy release rate and stress intensity factor estimated

using the change in potential energy are respectively between 12 - 6 J/m2 and 2.9 –

2.0 MPa
√
m which are lower than the values calculated using the fracture strength.

The discrepancy is due to the fact that the dissipated energy is not considered in the

potential energy approach while the fracture strength includes the dissipated energy

[343].

The plots of Fig. 7.9 show that the increase in the hydrogenation percentage causes

a reduction in both KIc and Gc. These figures also show that hydrogenation effects on

the critical stress intensity factor is more significant than its impact on the strength

of polycrystalline graphene sheet. This indicates that although after hydrogenation

the strength of sheets does not reduce significantly, but they become more brittle.

The plots of Fig. 7.9 also indicate that grain size does not impact the critical energy
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release rate and stress intesinty factor of polycrystalline graphene.

7.5 Conclusion

We studied the mechanical and fracture properties of polycrystalline graphene sheet

with hydrogenated grain boundaries. With increase in the hydrogenation percentage

the stiffness of the polycrystalline graphene sheets significantly reduced. The fracture

strength of graphene sheets are not significantly affected by the hydrogenation. On

the other hand, hydrogenation reduces the critical stress intensity factor of polycrys-

talline sheets. Hydrogenation also impact the crack growth path. At low hydrogena-

tion percentage, cracks prefer intragranular growth path while as the hydrogenation

percentage of grain boundaries increases, more portion of the crack growth occurs

along the grain boundaries.



CHAPTER 8: A Novel Approach for Studying Crack Propagation in Polycrystalline

Graphene Using Machine Learning Algorithms

The advancement in prominent technologies such as quantum computing, energy

storage, renewable energies, and biotechnology depends on the development of nano-

materials with exceptional properties. Graphene excellent thermal [13, 14, 15], elec-

tronic [16, 17, 18], optical [357, 358] and mechanical [9, 10, 11, 12] properties make

it an excellent candidate for various applications including field effect transistors

[19, 20, 21], supercapacitors [22, 23, 24, 25], nano composites [26, 27, 28, 29, 30],

electro mechanical sensors [31, 32, 33], and optical devices [34, 35].

Large area polycrystalline sheets are often necessary for industrial applications.

The most widely used technique for production of large graphene sheets is chemi-

cal vapor deposition (CVD) [76, 77, 78, 79]. The CVD–grown graphene sheets are

generally polycrystalline [80, 81], composed of grains of different orientations seamed

together at the grain boundaries. Polycrystalline graphene sheets can have differ-

ent physical and mechanical properties than graphene [359, 222, 360, 342], to ensure

the structural integrity of graphene based devices, it is necessary to understand the

mechanical and fracture properties of polycrystalline graphene.

Atomic level modeling techniques such as density functional theory (DFT) [361,

12, 362, 363, 364, 365, 366, 367, 368] or molecular dynamics (MD) simulations [345,

369, 146, 114, 370, 371, 2, 372, 320, 346, 3, 373, 5, 347, 1, 374, 117, 348, 119] have

been widely used in studying the properties of nanomaterials including graphene.

Although these methods provide accurate predictions of the properties of graphene,

they are computationally intensive, specially when several simulations should be con-

ducted to account for the statistical variability of the micro structure of polycrystalline
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graphene.

Artificial intelligence techniques, particularly machine learning (ML) and deep

learning (DL), are becoming valuable tools in modeling mechanical properties of

materials [375, 376, 377, 378, 379]. This is due to their ability to serve as lower-

order surrogates to approximate higher-fidelity models, which significantly reduces

the computational time. Despite the broad application and wide influence of ML,

limited research has been conducted in using ML for predicting crack propagation

in materials. Understanding the crack growth behavior is important in both scien-

tific and industrial context and is essential to prolong the life of industrial products.

Moore et al. [380] used data obtained from finite-discrete element model to develop

an ML model using random forest and decision tree to predict dynamic fracture in

brittle materials. Schwarzer et al. [381] implemented recurrent graph convolution

neural networks to predict crack growth in brittle materials. Pierson et al. [382] used

convolutional neural network to predict fatigue crack path in polycrystalline alloy.

Wang et al. [383] developed a machine learning model using temporal independent

convolutional neural network and bidirectional long short–term memory network to

capture crack path in brittle materials. These studies [381, 382, 383] use continuum

level data to predict fracture using machine learning. Since brittle fracture occurs as

a result of bond breaking at atomic level, a machine learning method which can pre-

dict fracture mechanics using the data obtained from the microscopic process of bond

breaking at atomic scale can be valuable toward the material design at nanoscale.

More recently, Hsu et al. [384] used the data obtained from molecular dynamics

to construct a convolutional LSTM model to predict the brittle fracture of a sim-

ple Lennard–Jones material. They examined different crystal orientations and also

studied crack growth on bicrystalline materials.

This paper seeks to go beyond existing methods by developing a machine learn-

ing method for predicting the growth of cracks on realistic polycrystalline graphene
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sheets. Simulation data obtained from high-fidelity molecular dynamic models are

used to build the data set to train and test the machine learning model. We use a

convolutional network to extract the microstructure of the fracturing polycrystalline

graphene and a bidirectional recurrent neural network is adapted to predict the se-

quential growth of the crack.

8.1 Polycrystalline graphene sheet

Polycrystalline graphene sheet with dimensions of 40 × 20 nm and with effective

grain size of 3 to 9 nm has been considered. The effective grain size le of polycrystalline

sheets is defined as
√

A
ng

where A is the surface area of graphene sheet and ng is the

number of grains in the sheet.

Theoretical studies and high-resolution images produced by transmission electron

microscopy (HR–TEM) have shown that graphene grain boundaries are mainly com-

prised of pentagon–heptagon defects [81, 338, 233, 5]. In this paper, we use the algo-

rithm proposed by Shekawat etal. [344] to generate polycrystalline graphene sheets

with realistic grain boundaries composed of only pentagon–heptagon defects. In this

methodology, the grain centers are randomly chosen and the Voronoi diagram asso-

ciated with the grain centroids represents the polycrystalline structure. The grain

orientations are also chosen randomly. The grain orientation θ is defined based on

the angle between a zigzag direction zz in the grain and the x−axis as is shown in

Fig. 8.1. Due to the six–fold symmetry of graphene lattice, the orientation angle θ

of each grain is between 0◦ and 60◦. By assigning a random crystalline orientation

to each grain (Voronoi cell) a polycrystalline structure with random misorientation

angles between grains is generated.

The arrangement of carbon atoms in grains and along the grain boundaries are

obtained by first generating a triangular lattice dual to the graphene lattice of each

grain and then using the centroidal Voronoi tessellation [351] to relax the atom po-

sitions along the grain boundaries. The grain boundaries obtained at this stage are
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Figure 8.1: Graphene grains with different misorientation angles (a) 0◦, (b) 10◦, (c)
20◦, (d) 30◦, (e) 50◦, and (f) 60◦.

made up of only pentagon–heptagon pairs (Stone–Wales defects). The position of the

atoms are fine tuned by minimizing the energy of system using the conjugate gradient

method and subjecting the polycrystalline graphene sheet to an annealing process.

During annealing the polycrystalline graphene sheets are heated in such a way that

the crystalline part of the sheet is unaffected but the grain boundary regions are al-

lowed to break and reform C–C bonds. After cooling down, the polycrystalline sheet

has a more stable structure and a lower energy [352] with grain boundaries composed

of only pentagon–heptagon defects separated by hexagonal rings.

After creating polycrystalline sheets, an edge cracks with width of 0.7 nm and

length of 4 nm is created in each sheet by removing few rows of carbon atoms. The

energy minimization process using the conjugate gradient method followed by the

annealing process is conducted using LAMMPS molecular dynamics package [91]. The

REBO2 (REBO2+S) potential has been employed to describe the C–C interactions

[97]. REBO2 is a more advanced version of REBO potential which is capable of

accurately modeling the fracture process in graphene sheet. Equations of motion of

the system are integrated through velocity–Verlet algorithm with a time step size of

0.1 fs. In this approach, first the initial structure of graphene sheet is optimized by

employing the conjugate gradient technique. The system is heated up to 250 K using

the Berendsen thermostat within a time period of 1 ps followed by an equilibration

stage within an NPT ensemble for another 1 ps. The graphene sheet temperature is

then increased in an NPT ensemble up to 2500 K in steps of 250 K and each step lasts
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for a time period of 2 ps. After the heating stage, the system is quenched to 1 K for 15

ps. Finally the system is further equilibrated at 1 K for a period of 10 ps. Examples

of polycrystalline sheets generated using the prescribed algorithm are presented in

Fig. 8.2. In this paper, to take into account the randomness of the polycrystalline

structure and grain orientations, 100 polycrystalline graphene sheets are created for

each effective grain size.

8.2 Tensile loading

After preparing the initial structure of graphene sheet, the temperature of the

model is increased to 300 K. The graphene sheet temperature is scaled up to 300

K by using the Berendsen thermostat within a time period of 5 ps. The system is

equilibrated within an NPT ensemble for 5 ps at 300 K.

The graphene sheet is subjected to a tensile strain in the y–direction as shown in

Fig. 8.3a. To apply tensile loading on the graphene sheet, a few layers of atoms in

the top and bottom edges are constrained in the y and z–directions while they are

allowed to move in the x–direction. The tensile strain is applied in the y–direction in

increments of 10−7. Each step of strain increment is accompanied by a step of NPT

equilibration for 0.1 fs which leads to a strain rate of 109 s−1. In order to reduce the

stress in the x–direction to zero, the graphene sheet is allowed to relax in the the x

direction during the NPT equilibration. The tensile loading is applied until the initial

edge crack propagates to the other side of graphene sheet.The virial stress is used to

calculate the continuum stresses from the MD simulations using Eq. (1.17).

The stress contour plot of the polycrystalline sheets are presented in Fig. 8.2.

The contour plots show that the presence of grain boundary defects induces stress

concentrations in the relaxed polycrystalline graphene sheet. Previous studies have

shown that such high stress points serve as crack nucleation [6] sites and can reduce

the strength of polycrystalline sheet in comparison with pristine graphene sheets

[342, 222, 359].
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Figure 8.2: Polycrystalline graphene sheets with initial edge cracks and average
grain sizes changing from 3 nm to 9 nm (colored based on the y− component of
stress). Zoomed in images shows the grain boundaries which are made up of chain of
pentagon–heptagon defects. (a) 3 nm, (b) 4 nm, (c) 5 nm, (d) 6 nm, (e) 7 nm, (f) 8
nm and (g) 9 nm.
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(a) (b) (c)

(d)

Figure 8.3: The fracture process in precracked polycrystalline graphene sheet. (a)
Tensile loading applied in the y–direction, (b) effect of grain size on the strength of the
polycrystalline graphene sheet, (c) effect of grain size on the Young’s modulus of the
polycrystalline graphene sheet, and (d) the crack path in 6 different polycrystalline
graphene sheets with an average grain size of 6 nm. The contour plots show the y–
component of stress in polycrystalline graphene sheet with initial crack at 0% strain
(top image) and with fully grown crack (bottom image).

Figure 8.4: Crack growth in polycrystalline graphene sheets with average grain size
5 nm at strains (a) 0%, (b) 7.02%, and (c) 7.39%. The contour plots show the
y–component of stress (black arrow shows crack path).
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Figure 8.5: Crack growth in polycrystalline graphene sheets with average grain size
7 nm at strains (a) 0%, (b) 6.66%, and (c) 7.09%. The contour plots show the
y–component of stress (black arrow shows crack path).

8.3 Results

8.4 Fracture process from Molecular Dynamics Simulations

Tensile loading is applied in the y–direction of the precracked polycrystalline graphene

sheet as shown in Fig. 8.3a. The tensile strength of polycrystalline sheets versus their

effective grain sizes is plotted in Fig. 8.3b. It can be observed that the grain size

does not affect the strength of pre–cracked graphene sheets. The Young’s modulus of

pre–cracked polycrystalline graphene sheet is plotted in Fig. 8.3c. This graph shows

that the polycrytstalline sheets with larger effective grain sizes have higher Young’s

modulus.

The initial configuration of the polycrystalline graphene sheets and their final con-

figuration when the crack is fully developed along the width of graphene sheet are

shown in Fig. 8.3d. The crack path is unique for each sheet and depends on the

orientation of the individual grains and atomic structure of grain boundaries along

the crack path.



140

Figure 8.6: Initial configurations of polycrystalline graphene sheet. Image SC shows
stress contour plots of relaxed polycrystalline graphene sheet and FC presentgs the
grey scale image based on the grain orientation. The grey scale image is used as
input to the machine learning model. The graph AD shows the density of atoms for
each grain orientation and the graph PD represents the density of pixels per a given
orientation. (a) Average grain size 3 nm, (b) average grain size 6 nm, and (c) average
grain size 9 nm.

The crack propagation path and factors affecting it are further investigated in

Fig. 8.4 and 8.5 where the cracks in two polycrystalline sheets at different strain

levels are presented. The crack path in a grain with 30◦ orientation angle is shown

in Fig. 8.4b(i),b(ii) and 8.5b(ii). It can be seen that when the grain orientation is

30◦, the crack grows along the zigzag direction. The growth path is not necessarily

straight but the crack can kink to grow along different zigzag directions. The crack

path remains straight in grains with other orientation angles, crack grows along a

zigzag direction without kinking. For example when the crack reaches a grain with 0◦

misorientation angle, it grows along a zigzag direction perpendicular to the loading

direction as shown in Fig. 8.4c(i) and 8.5b(i). The crack path when the crack tip
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Figure 8.7: Polycrystalline graphene sheet showing the fully grown crack. Image SC
shows the contour plot of stress distribution and FC shows the gray scale image of
fully grown crack which is used as output of the ML model. (a) Average grain size 3
nm, (b) average grain size 6 nm, and (d) average grain size 9 nm.

reached the grain boundary between two grains with orientation angles of 7◦ and 45◦

is shown in Fig. 8.4b(ii). As shown, after reaching the grain boundary, the crack

grows along the grain boundary creating an intergranular crack path. On the other

hand when the crack grows in a grain with orientation angle of 8◦, after reaching

a grain boundary with misorientation angle of 48◦ degree, the crack kinks to grow

along a zigzag direction in the adjacent grain with orientation angle of 48◦ as shown

in Fig. 8.5c(i).

These results show that the crack propagation path in polycrystalline graphene

sheet is determined by the grain orientation and grain boundary atomic structure.

The cracks growth within each grain is along a zigzag direction in that grain. When

the crack reaches a grain boundary, it will propagate to the next grain by kinking at

the grain boundary or it grows along the grain boundary. Therefore, in predicting the

crack growth path using a machine learning model, features such as grain orientations,

grain boundaries misorientation angles and their atomic structure are of importance.

8.5 Fracture process from Machine learning model

High–fidelity atomistic modeling is computationally intensive. Computational cost

of atomistic simulations grows quickly with number of atoms in the system. Our
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Figure 8.8: The process used to generate output images with 128 × 256 pixels.
Step 1 shows the image of polycrystalline graphene with fully grown crack. Step 2
presents the image with information of only the fully grown crack. Step 3 presents the
approximated fully grown crack with width of 1 pixel. Step 4 gives the fully grown
crack with width of 6 pixels.

polycrystalline graphene sheet contains about 32000 atoms. We run each molecular

dynamics (MD) simulation on 8 processors. It takes 7–8 hours for the tensile modeling

of polycrystalline sheets to complete.

To make quick and accurate predictions of crack path while avoiding the high com-

putational costs associated with molecular dynamic simulations, we propose a deep

learning model which is a combination of convolutional neural network (CNN) and

bidirectional recurrent neural network (Bi–RNN). The source code of deep learning

model is built in keras [385].

One of the challenging tasks in creating machine learning models is the generation

of the data set required for training the model. The data set is constructed by

conducting tensile loading simulations on 700 different polycrstalline graphene sheets

with an effective grain size changing from 3–9 nm. Our data set is composed of input

and output images (X, y) with dimensions of 128 × 256 pixels. The input image
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Figure 8.9: Image of fully grown crack showing pixel values of crack propagating in
(i) straight and (ii),(iii) diagonal direction.

X represents the relaxed atomic structure of the polycrytalline sheet and the output

image y represents the graphene sheet after splitting into two halves, hence the output

image y includes the path of fully developed crack. The data set is split into training,

validation , and test data sets with 560, 70, and 70 simulations in each data set

respectively. The training and validation data sets are used to train the model. The

test set is not involved in the process of training the machine learning model. In the

next section the methodology employed to prepare the input and output images used

in the data set is presented

8.5.1 Data Preparation

Grayscale images of the initial configuration of polycrystalline graphene sheet with

128 × 256 pixels are used as the input images. Polyhedral template matching (PTM)

method [386] implemented in LAMMPS is used to obtain the lattice orientation of the

local structure of each atom. The pixel value associated with each atom is assigned

based on the local lattice orientation at that atom. Hence, the pixel value of each

grains represents its orientation angle; grains with different orientation angle have



144

Figure 8.10: Process flow to predict fully grown crack in polycrystalline graphene
sheet.
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Figure 8.11: Machine learning architecture used for processing a slice of the image.

different colors in the input greyscale image.

The initial atomic structure of polycrystalline graphene sheets and their corre-

sponding greyscale images are shown in Fig. 8.6. The colored contour plots show the

atomic level stress distribution in the polycrystalline graphene sheet. In the colored

images the grain boundaries can be recognized as points with high stress concentra-

tion. The grey scale images of polycrystalline graphene sheets used as the input to

the machine learning model are shown in Fig. 8.6, where the color of each grain is

assigned based on the orientation of the grain. The orientation of the grains changes

from 0◦ to 60◦. A pixel value of 68 is assigned to the grains with 0◦ orientation angle

and a pixel value of 221 is assigned to grains with 60◦ orientation angle. A pixel value

of zero is assigned to the crack path. To ensure that the pixel values of the greyscale

image can accurately represent the grain orientations, the distribution of atom orien-

tations is compared with the distribution of pixel values in the two graphs presented

with each sub-figure in Fig. 8.6. By comparing these graphs it can be seen that the

ratio of atoms with a certain orientation to all the atoms (atom percentage) is in

good agreement with ratio of pixels with a certain value to the total number of pixels
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in the image (pixel percentage). The similarity between these two graphs indicates

that the greyscale image includes accurate information about the microstructure of

the polycrystalline sheet.

The output image contains the path of fully grown crack. The original images

generated using the atom positions and their corresponding greyscale images with

only information of fully grown crack are shown in Fig. 8.7. The output image pixel

values are zeros and ones. The crack path is represented with pixel values equal to

one and everywhere else has a zero pixel value.

The steps followed to generate the output images from the MD simulations are

shown in Fig. 8.8, which is containing only the information of fully grown crack.

As shown in step 1 of Fig. 8.8, the coordinates of the atoms obtained from the

MD simulations are used to create an image of the graphene sheet with fully grown

crack. In step 2, the information regarding the microstructure of graphene sheet are

eliminated so the image only contains the information regarding the crack path. In

the next step, the width of the crack path is reduced to 1 pixel and the crack path is

approximated by taking the moving average of the y position of the pixels containing

the crack information. In the last step the width of the crack is increased to six pixels.

We use the length of the fully grown crack to quantitatively assess the quality of the

ML predictions. Image processing modules of python programming language has been

employed to measure the crack in the polycrystalline graphene sheet. Polycrystalline

graphene sheets of dimensions 20 × 40 nm are mapped into images of size 128 × 256

pixels as shown in Fig. 8.9. Hence, each pixel in the image corresponds to a length

of 5
32

nm in x and y directions. The image shown in Fig. 8.8 in step 3 with crack

width one pixel is used to evaluate the length of the fully grown crack. As shown

in Fig. 8.9, the crack can propagate in horizontal directions or can grow upward or

downward in diagonal ways. If crack advances along a horizontal path as shown in

the Fig. 8.9(i), then crack advances by a length of 5
32

nm per pixel. If crack advances
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Figure 8.12: Bidirectional recurrent neural network showing the forward and back-
ward recurrent neural network (RNN) cells.

in the diagonal path as shown in Fig. 8.9(ii) and (iii), then the crack advances by a

length of 5
32

√
2 nm. In this way using image processing techniques, the entire length

of the fully grown crack in the polycrystalline graphene sheet can be evaluated.

Figure 8.13: Fully connected layer of the machine learning model
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8.5.2 Machine Learning Model

As discussed in the previous section the training data consists of the images of

size 128 × 256. The input X of the training set is the grey scale image of initial

configuration of the polycrystalline graphene sheet. The output of the training set

contains the information of the fully grown crack.

The structure of the machine learning model implemented to predict the crack

propagation path in polycrystalline graphene is shown in Fig. 8.10. The proposed

machine learning model is a series of convolution (Conv2D), bidirectional recurrent

neural network (Bi-RNN), and fully connected (FC) layers. The Convolution and

fully connected layers are to extract geometric features like grain orientation, grain

boundaries, and crack path. The Bi–RNN transfers the sequential information re-

garding the crack location and microstructure details and predicts the crack growth

direction. As shown in Fig. 8.10, the input and output images are divided into slices.

The size of each slice of input and output image is 128 × 3 pixels. All the slices of

input image is fed simultaneously to the machine learning architecture as shown in

Fig. 8.10. The corresponding slices at the output layer contains the information of

the crack.

More details on the structure of each layer is provided in Fig. 8.11. As the first

step in using the input data, the pixel values are normalized using p = P/221, where

p is the normalized pixel value and P is the pixel value before normalization. The

normalized input image is passed on to a Conv2D with a learnable filter size of 3× 3.

To keep the original image size, one extra layer of pixels is added to around the slice

image to. The output of convolution layer is reshaped from 128 × 3 to 384 × 1.

The data is passed on to the bidirectional recurrent neural network layer with an

output with size of 768× 1. The data is further passed on to a FC layer with sigmoid

activation function [387]. The final image is obtained by reshaping the data to 256

× 3 × 1. The binary–cross–entropy is used as the loss function of the model. Adam
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optimizer method is used to optimize model parameters and reduce the loss [388].

Further details about each layer is presented in the followings.

8.5.2.1 Convolution layer

A 3 × 3 kernel is used in the convolution layer. To keep the size of output and

input image the same, the input image is padded on the sides with one layer of zeros.

In this layer rectified linear activation function (ReLU) [387] is employed. ReLU g(z1t )

is defined by

g(z1t ) =


z1t z1t ≥ 0

0 z1t < 0

(8.1)

where z1t = a0t ∗W 1 + b1. In this equation, the convolution operator is denoted by

∗, the padded input slice of image received from the previous layer is denoted by a0t

where t sequentially varies from 1 to T. Here T = 85 is total number of slices in a

given image. W 1 is a 3 × 3 convolution kernel and b1 is the bias parameter. The

output obtained from the convolution layer a1t = g(z1t ) is reshaped from 128 × 3 to

384 × 1. The reshaped output a2t is further passed on to the bidirectional recurrent

neural network, after dropping out 50% of the data.

8.5.2.2 Bidirectional recursive neural network layer

The basic structure of the bidirectional recurrent neural network is shown in Fig. 8.12.

Bidirectional recurrent neural networks are capable of transferring the data in both

forward and backward direction, hence they exploit the past and future context by

processing the input images in both directions.

A cell of the Bi–RNN is a combination of the two recurrent neural network (RNN)

cells as shown in Fig. 8.12. The orange RNN cell transfers the data forward whereas

the blue RNN cell transfers the data backward. The operation principle of both RNN

cells is the same. Unlike convolutional and fully connected layers, the RNN cell has

an internal state which allows it to memorize the information. As shown in Fig. 8.12,
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(a) (b) (c)

Figure 8.14: (a) Machine leaning model loss curve, (b) crack length comparison from
MD and machine learning model, (c) crack length versus grain size plots from MD
and ML model.

bidirectional RNNs compute a forward hidden layer output rFt by iterating through

all the input image slices from t = 1, · · ·, T and compute a backward hidden layer

output rBt by iterating through the image slices from t = T, · · ·, 1. The two outputs

are combined to compute one single output for the Bi–RNN cell using the following

equations

rFt = g(W F
aaa

2
t +W F

rar
F
t−1 + bFa )

rBt = g(WB
aaa

2
t +WB

arr
B
t+1 + bBa )

a3t = {rFt ; rBt }

(8.2)

where g is the ReLU function defined in Eq. (8.1), a3t is the output of the Bi–RNN

layer and has a shape of 768 × 1. W F
aa,W

F
ra,W

B
aa,W

B
ra,W

F
r , and WB

r are the weight

matrices, and bFa , and bBa denote the forward, backward and output biases respectively.

Dropout and L2 regularization have been employed to prevent overfitting. Dropout

regularization has been applied to the inputs of the RNN cell and recurrent state.

50% of the input data a2t is dropped out for both forward and backward RNN cells.

Furthermore, 10% of the forward and backward recurrent states rFt−1, rBt+1 are also

dropped out.
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8.5.2.3 Fully connected layer

The output of the Bi-RNN layer is passed on to the fully connected layer (FC) while

10% of the data received from the Bi-RNN layer is dropped out to avoid overfitting.

Fig. 8.13 shows the fully connected layer to process one slice of image in our machine

learning architecture. The output of the fully connected layer is given by

a4t = g((W 4)Ta3t + b4) (8.3)

where g is sigmoid function, W 4 is the weight matrices, and b4 is the bias term. The

fully connected layer has an output in the form of a 384 × 1 vector. The output

vector is normalized by dividing with it’s maximum value a5t =
a4t

max(a4t )
. The values

of the vector a5t is converted to zeros and ones using a decision threshold of 0.8 and

reshaped to a 128 × 3 matrix. The output matrix is composed of zeros and ones with

the pixels representing crack have a value of one.

8.5.2.4 Loss function

The loss function employed in our ML model is binary-cross entropy. An L2 regu-

larization is applied to avoid overfitting by penalizing the kernel and recurrent weight

matrices. With L2 regularization on kernel and recurrent weights, the loss function

L of all time steps is given by

L(ŷ, y) =
T∑
t=1

L(ŷt, yt) + λ1
(
RF
k +RB

k

)
+λ2

(
RF
r +RB

r

)
+ λ3Fk

(8.4)

where λ1 = 5 × 10−7 and λ2 = 5 × 10−7 are respectively kernel and recurrent reg-

ularization parameters of Bi-RNN layer and λ3 = 5 × 10−7 is kernel regularization

parameter of the fully connected layer. RF
k , RB

k , RF
r , RB

r and Fk are the sum of the

squares ofW F
aa,WB

aa,W F
ra,WB

ra andW 4 matrices. L(ŷt, yt) represents the loss function
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for each slice of image and is given by

L(ŷt, yt) =
1

N
(−yt log ŷt − (1− yt) log(1− ŷt)) (8.5)

where ŷt is the slice of image of predicted crack, yt is the slice of image of actual

crack, and N = 540 is the number of samples in the training set.

Due to the randomness in the dropout and weight initialization, the machine learn-

ing model has been trained 20 different times. The model with the best training and

validation loss is adopted for testing on test data. The proposed machine learning

model is used to predict the crack path in polycrystalline graphene sheet. In the next

section we will compare the crack path predicted by the proposed machine learning

model and MD simulations.

8.5.2.5 Predictions of Machine Learning Model

Plots of training and validation loss functions versus the number of epoch for learn-

ing rate η = 4 × 10−4 are shown in Fig. 8.14a. It can be observed that training and

validation loss values are decreasing with increase in the number of epochs. The val-

idation and training loss have similar trend and values indicating that there over or

underfitting is not occurring in the machine learning model.

The crack lengths obtained from the proposed machine learning model and MD

simulations are compared in Fig. 8.14b and Fig. 8.14c. It can be observed that

in general the crack lengths predicted by the machine learning model are in good

agreement with those obtained from molecular dynamics. The difference between the

two crack lengths become smaller as the average grain size of polycrystalline sheets

increases. This is due to the fewer number of grain boundaries in the domain which

cause less kinking in the crack growth path.

Our machine learning model is able to predict the crack propagation path on the

test set. A select number of input images of polycrystalline sheets and the predicted
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Figure 8.15: Crack propagation path obtained from MD simulations and machine
learning model in polycrystalline graphene sheets with average grain sizes (a) 3 nm,
(b) 4 nm, (c) 5 nm, (d) 6 nm, (e) 7 nm, (f) 8 nm, and (g) 9 nm. Greyscale image
IC shows the initial configuration of the graphene sheet colored based on grain ori-
entation, MD presents the fully grown crack obtained form MD simulations, and ML
shows the fully grown crack predicted by machine learning model. These images are
not used in the training process of the machine learning model.
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Figure 8.16: Crack propagation path obtained from MD simulations and machine
learning model in polycrystalline graphene sheets with average grain sizes (a) 9 nm,
and (b) 8 nm. Image SC shows the contour plots based on y–component of stress,
image IC shows the initial configuration of the graphene sheet colored based on grain
orientation, MD gives the fully grown crack obtained form MD simulations, and ML
shows the fully grown crack predicted by machine learning model. These images are
not used in the training process of the machine learning model.

crack paths by molecular dynamics and proposed ML model are shown in Fig. 8.15. It

can be observed that in general the predicted crack path by the ML model is in good

agreement with the MD simulations. The ML model can detect the grain boundaries

and the crack kinks when it reaches a grain boundary to grow along a zigzag path

in the next grain or to grow along the grain boundary as are shown in Fig. 8.16a.

Hence, model is able to capture both intragranular and intergranular crack growth.

On the other hand, the machine learning model sometimes struggles to predict the

crack path correctly if the grain orientation is close to 30◦. An example of this is

shown in Fig. 8.16b. This is due to the presence of two zigzag directions for crack
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growth in grains with orientation close to 30◦ as shown in Fig. 8.16b(i) and b(ii). Since

the crack growth path is not unique for such grains, in some cases ML model predicts

correctly but in some cases ML model predicts the bisector line of these directions as

the growth path. But when there is only one best possible crack growth direction, as

shown in the zoomed–in images Fig. 8.16a, it can predict the crack propagation path.

8.6 Conclusion

In this paper a machine learning model based on the convolutional neural net-

work and bidirectional recurrent neural network is proposed to predict the fracture

evolution in polycrystalline graphene. Molecluar dynamic simulations conducted on

realistic models of polycrystalline sheet were used to obtain the data required to train

and test the model. Important features such as grain orientation and the location of

grain boundary is automatically extracted by the CNN and used in predicting the

crack path by Bi-RNN. The proposed machine learning model was able to predict

the crack path on polycrystalline graphene sheet with high accuracy and provides the

results instantaneously.



CHAPTER 9: Summary

RNEMDmethod has been employed to study thermal behavior of h-BN nanoribbon

and C3N nanotubes. Kapitza conductance of the grain boundary and effective ther-

mal conductivity of the h-BN nano ribbon has been evaluated. Our results showed

that Kapitza conductance of grain boundary and effective thermal conductivity of

h-BN nanoribbon decreases with increase in misorientation angle. Ballistic to diffu-

sive transition length, dispersion curves, density of states, and thermal conductivity

of C3NNT and CNT has been calculated. MD simulations indicated that thermal

conductivity and ballistic to diffusive transition length of C3NNT are lower than that

of the CNT.

MD simulations are used to study the thermo-mechanical properties of graphene-

like two dimensional material with focus on MoS2 and graphene nano sheets. Our

simulations indicated that MoS2 and graphene fails through brittle crack propaga-

tion. Griffith theory fails at nanoscale cracks of MoS2. Quantized fracture mechanics

showed better results than Inglis theory at sharper cracks in MoS2. Environmental

molecules like H2 and O2 can react with graphene and eventually accelerate the failure

process. Our results showed that due to stress corrosion cracking, crack can grow in

monocrystalline graphene in the presence of O2 molecules. Sub-critical cracking may

occur in strained graphene sheet in the presence of O2 molecules. Extracted traction

separation laws of the hydrogenated grain boundaries of bicrystalline graphene sheet.

Fracture properties significantly depend on the hydrogen adsorption site at the grain

boundaries of the bicrystalline graphene. Our results indicated that crack propaga-

tion path in polycrystalline graphene changes from intragranular to intergranular with

increase in hydrogenation at the grain boundaries. Hydrogenation of grain bound-



157

aries degrades the bicrystalline and polycrystalline graphene, eventually reducing the

strength and fracture toughness.

Advanced machine learning models have been developed for rapid prediction of the

fracture process in polycrystalline graphene sheet. Data from the MD simulations

has been used to train the ML model. Optimally trained ML model is capable of

predicting the fully grown crack in polycrystalline graphene sheet instantaneously.

Thus reducing the computational cost by several folds.
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