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ABSTRACT 
 
 

PRASHANTH JAGANMOHAN.  Data processing, modeling, and error analysis in 
discrete part geometric inspection.  (Under the direction of DR. EDWARD MORSE) 

 
 

In today’s world of modern metrology, it becomes increasingly common to find 

new technologies which employ non-traditional measuring mechanisms in attempts to 

provide new advantages to lever over competing measuring instruments. In addition to 

such new technologies emerging, parts being measured also tend to grow in complexity, 

presenting new and unique challenges in their measurement. As a result of such 

advancements in technology and increasing part complexities, it becomes necessary to 

develop and optimize data processing, data modeling methods and error analysis methods 

tailored to a given measurement technique or a given part. This dissertation explores 

these aspects of discrete part metrology and presents solutions for each case considered. 

A data processing method is developed to allow measurement of any complex part using 

a precision rotary table and a set of triangulation-based laser line sensors. Machine 

learning approaches are also explored for a similar measurement problem. The system 

described is tailored to measure desired discrete parts (gears in this case) and can be 

considered a custom coordinate measuring system (CMS). An essential step to pushing 

such custom machines or new measurement technologies into widespread use, is the 

development of standardized test procedures that enable users to compare different 

technologies by their performance against traceable standards. Development of such 

standards often involve designing performance evaluation test procedures that are 

sensitive to as many known error sources are possible. Therefore, such an approach is 
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adopted for two measuring technologies, namely X-Ray Computed Tomography (XCT) 

and Stereo-vision Photogrammetry. In each case, several known error sources are 

characterized, and recommendations are made on ways to capture them. Further, from an 

automation perspective, it becomes essential to use a data modeling system that can 

support descriptions of complex parts and their measurement results, as well as 

accommodate new measurement technologies and tools. To this end, a promising 

candidate, the Quality Information Framework (QIF) has been identified.  
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CHAPTER 1: INTRODUCTION 

 

 

The past few decades have witnessed a steady increase in the complexity of 

manufactured components. In parallel, several new measurement technologies have been 

developed and commercialized. The evolution of surface metrology is one such example 

where more complex methods of measurement have been conceived as a result of 

increasing part complexity, such as parts with structured surfaces [1]. Recent trends in 

precision metrology, particularly at the nanometer level are described by Manske et al [2]. 

Developments in large-scale metrology have been discussed in several research efforts [3-

6]. Even with traditional parts such as gears, that have been measured by conventional 

methods for decades, increasing technical specifications translate to increasing number of 

characteristics or parameters to be measured, calling for new approaches to measurement 

[7-8].  

With such increasing part/measurement complexities and high cycle times 

commonly associated with conventional contact-based measurement, there arises a need to 

develop dedicated measurement systems suited for each application, in order to optimize 

for high volume of measurement and low cycle time. Such discrete part coordinate 

metrology will be the focus of this dissertation. Fig. 1.1 shows a schematic of a typical 

measurement life cycle of a product. This dissertation attempts to take each aspect of this 

measurement cycle and push it forward towards the direction of discrete part coordinate 

metrology. Specifically, methods in data processing, modeling, and error analysis that 

provide the flexibility needed for discrete part metrology are discussed. 
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Fig. 1.1. Schematic of typical measurement life cycle of a product. 

The organization of this dissertation is as follows. Chapters 2 and 3 dive into a case 

of data processing, specifically calibration and measurement methodologies developed for 

a custom Coordinate Measuring System (CMS) that uses a precision rotary table and a set 

of laser line sensors. These correspond to the ‘Calibration’ and ‘Measurement process’ 

blocks shown in Fig. 1.1. Chapter 2 describes deterministic methods developed for such a 

measurement system. The methods presented allow for the traceable measurement of any 

complex part that can be placed on the table as long as the features to be measured are 

within the measuring ranges of the sensors. Test parts are measured with this system to 

compare performance against conventional Coordinate Measuring Machines (CMMs). 

Chapter 3 explores alternate solutions to a similar measurement problem simplified 

to a two-dimensional case. Machine learning approaches are examined, and promising 

candidate algorithms are identified.  The methodology proposed consists of a combination 

of shape dynamic time warping (a point-to-point matching algorithm) and nearest neighbor 

search followed by a multi-dimensional interpolation among the chosen neighbors. 



3 
 
Training and test data are generated by simulation methods to test the algorithms and 

preliminary results are presented.  

Chapter 4 focusses on data modeling. While the ‘Modeling’ block in Fig. 1.1 refers 

to model-based representation in the measurement life cycle, such as CAD models, Product 

Manufacturing Information (PMI), etc., this chapter considers modeling in a broader sense, 

for example, the modeling of the measuring equipment (resources) available to perform the 

measurement task. Efforts made to further the implementation of Quality Information 

Framework (QIF), a candidate for an enterprise-wide standard solution, are discussed. Such 

a standard accommodates for all stages of the measurement cycle by modeling the 

appropriate information in standardized format and making it available and usable at 

subsequent stages. To promote its implementation in the industry, a database-centric 

application software is developed to enable users/ industries to catalog their measurement 

resources in the standard QIF format. 

In Chapters 5 and 6, error characterization and analyses are done for two kinds of 

CMS. In a broad sense, these analyses fit into Fig. 1.1 in the ‘Results and Analysis’ block. 

Specifically, for the two technologies studied, the effect of several known error sources on 

the measurand are studied. Such a sensitivity analysis forms the basis of an uncertainty 

model and can be used to evaluate the task specific uncertainty involved in analyzing a 

given measurement result. These analyses also contribute to the development of instrument 

performance standards, as an integral step in developing such performance evaluation 

standards for any measurement system involves identifying various possible error sources 

and designing tests to capture them. Further, recommendations are made in each case, on 

ways to capture all the error sources studied to a reasonable level. Chapter 5 discusses these 
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analyses performed for X-Ray Computed Tomography (XCT) while chapter 6 discusses 

similar studies on Stereo vision Photogrammetric systems. Fig. 1.2 shows an extended view 

of the instrument performance evaluation process. 

 

Fig. 1.2. Schematic of a typical Instrument performance evaluation process. 

Chapter 7 concludes the dissertation and discusses future work.  
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CHAPTER 2: DATA PROCESSING: DETERMINISTIC APPROACH 

 

 

2.1.  INTRODUCTION 

In case of conventional CMMs which use contact-based methods, the accuracy of 

measurement relies on precise knowledge of the motion of the probing/ sensing system 

throughout the measurement. Further, the trajectory of the probing system has to be 

different for different parts. In other words, new programs need to be written for parts with 

different geometries or different complexities. Usually, such contact-based methods 

dramatically increase the measurement time due to the motion requirements of the probing 

systems. On the other hand, a handful of optical coordinate measuring systems such as 

laser tracker, laser radar, and some photogrammetric systems are reliant on accurate 

knowledge of the position and, where applicable, the orientation of a target (or a set of 

targets mounted on a handheld probe). Even in such cases, the measurement time is still 

likely to be high due to the need to position the target at several locations in contact with 

the workpiece, although this increase of measurement time would also depend on the 

number of features to be measured. 

Gear metrology is one such area where classical inspection involves contact-based 

methods and therefore time constraints pose a challenge to 100% inspection. Consequently, 

it is common to measure only a handful of teeth (usually 4-6) in each gear. Additionally, 

contact-based methods are associated with other challenged including a limited compliance 

with an ever-increasing number and types of gear flank modifications, a need for improved 
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feedback to the manufacturing process, etc. These are discussed in detail by Goch et al. [8], 

where a holistic approach is advocated to overcome these challenges. 

 In gear manufacturing as well as metrology, there have been several advancements 

over the last few decades, allowing measurement of gears with increasing complexities 

with a variety of tactile and optical methods [9]. With increasing need to measure larger 

areas on gears with high complexities and to overcome time limitations associated with 

mass inspection, there is a steadily growing interest in non-contact inspection methods. 

One such method has been implemented by Gao et al., where cutting errors on flexspline 

gears are measured using two laser probes [10]. However, one major limitation associated 

with the method presented, is that the geometric alignment between the two probes with 

respect to each other and to the axis of rotation heavily influences the accuracy of the 

system, except when measuring parameters where the error due to this source can be 

effectively eliminated by averaging over a complete revolution. A vision-based system was 

proposed by Pahk et al. [11], where a rotary table was not used, and the measurement relied 

on image processing algorithms that operated on a top-view snapshot of the gear. Such a 

methodology, while useful for the application demonstrated, places limitations on the 

ability to measure helical gears, profile modifications on teeth, etc. 

This chapter discusses a particular case of optical gear metrology that uses a custom 

assembled Coordinate Measuring System (CMS) consisting of triangulation-based laser 

line scanners [12-13] and a precision rotary table and describes deterministic techniques of 

data processing essential to measure the part in a traceable manner [14]. Although the 

methods described here are in the context of measuring a gear, the techniques presented 
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enable measurement of any complex part, as long as the features to be measured are 

physically within the measuring ranges of the sensing components.  

In the following sections, the system and the measurement process are described. 

The calibration methodology is presented, and its performance is verified by measuring a 

simple part. Some distinct advantages of the calibration method developed here include 

eliminating the need to carefully align the part axis with the rotation axis and the flexibility 

available in the positioning of the various sensors (since the calibration is sensitive to these 

changes and can correct the measurement accordingly). The latter enables quick 

repositioning of the sensors, if necessary, within the machine to enable measurement of 

parts of different shapes and sizes. Further, the measuring system generates a complete 

point cloud of the part being measured and is therefore not limited to measuring only 

specific parameters. These benefits are in addition to those inherent to optical methods, 

such as the ability to measure large and dense point clouds with a low cycle time, and 

therefore the opportunity to achieve mass inspection. 

2.2. EXPERIMENTAL SETUP 

The system is a CMS consisting of a precision rotary axis and triangulation-based 

laser line scanners. The rotary axis is realized by an air bearing spindle and is used to rotate 

the part, such that the surfaces to be measured are within the field of view of the sensors. 

The sensors thus ‘see’ the whole surface as the part completes a full rotation. A prototype 

machine is shown in Fig. 2.1, where the sensors are hidden from view by a red ‘hood’. This 

serves to protect the sensors from being accidentally knocked, and to some extent, control 

ambient lighting. 
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Fig. 2.1. Prototype machine. 

The number of sensors used and their placement for a given machine depend on the 

size of the part, the features to be measured, as well as the measuring range of the sensors 

along the various axes. For this study, the Gocator 2520 sensors are used. These are 

commercially available from LMI Technologies. These have a maximum measuring range 

of 32 mm along the scan line or the X axis (or spanning from -16 mm to +16 mm) with a 

resolution of 10 μm. However, it is not necessary that the entire measurement range in X 

must be used. The sensor interface provides options to select region of interest, and often 

only 25-30 mm of the 32 mm is used. Along the height direction (Z axis), the resolution is 

0.5 μm and the range is ±12 mm, with the zero point being approximately 60 mm away 

from the physical surface of the sensor. In cases where the surface is being measured is 

beyond this range, or there is nothing to reflect the laser line, the sensor simply records a 

very large value, 999 in this case. Considering these measurement ranges and the fact that 

gears are the primary focus in this study, sensor placement is chosen accordingly. The 

arrangement chosen is depicted in Fig. 2.2.  
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Fig. 2.2. Sensor arrangement. 

For this case, it is determined that three sensors are sufficient. Two sensors face 

each other to measure the same surfaces from opposite sides of a part. These are positioned 

in such a manner so as to measure the right and left flanks of a gear. As seen from Fig. 2.2, 

these are slightly tilted from the horizontal plane. Such orientations are chosen to measure 

helical teeth. Although a sensor’s angular orientation is not expected to significantly impact 

the measured point cloud, it was found that better results were obtained when the laser line 

was along the slope of the helix. This is likely due to the effect of lag between sensor trigger 

and recording. The spindle rotates at about 15 rpm, which implies that a single rotation 

takes four seconds. This in turn implies that even for a delay of 1 millisecond, a point on 

the outer surface of a part of diameter 40 mm would move 30 μm past the sensor during 

that time delay. Since the intended parts are gears, during this 30 μm of travel, the measured 

points on the tooth of the gear can have their coordinates off by a much higher degree as 

the sensor sees a steep surface pass by. An additional sensor is positioned above the part 

such that it can measure the top surface and inner hole on a part. This positioning is to 

enable the measurement of an inner diameter on a gear. In applications where the height of 

the part (in this case, the face width of the gear) is larger than 32 mm, it may be necessary 

to have multiple pairs of sensors, with each pair at a given height from the table, until the 

total height of the part is covered. Similarly, if the tooth height is larger than 24 mm, and 
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it is desired to measure the top land and bottom land (although these are usually not critical 

measurements since these surfaces rarely make contact with a meting gear), it may be 

necessary to have more than two sensors at a given horizontal level.  

 

2.3. MEASUREMENT PROCESS 

At any given instant when they are triggered, the laser line scanners provide two-

dimensional data or an (x,z) height-map of the surface being measured. This is reported in 

the sensor’s own local coordinate system. This coordinate system and a sample 

measurement profile are shown in Fig. 2.3 (a) and (b) respectively. Over the course of the 

measurement process, the workpiece is rotated by a near-constant angular velocity, and for 

approximately every 0.18 degree of rotation of this axis, the rotation angle is recorded 

along with the 2D data obtained from the sensors at that instant. This synchronization is 

achieved by using the same pulse to trigger the encoder as well as the three sensors. As a 

result, at the end of a full table revolution, about 2000 profiles or lines of data are obtained 

from each sensor, with each profile containing up to 2500 points. 

 

Fig. 2.3. (a) Sensor coordinate system and (b) Simulated profile data. 
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When the position and orientation (or pose) of a sensor with respect to the rotation 

axis is known, and the angle of rotation of this axis is known at every instant, the 2D profile 

data captured by the sensor can be transformed to a point cloud that uses a common 

coordinate system using a homogeneous transformation matrix (HTM) used for rigid body 

transformations. Each sensor requires a different HTM to be applied for each angle of 

rotation of the rotary axis. This allows a complete point cloud of the part to be produced in 

a common coordinate system, namely the table coordinate system. This process is depicted 

in Fig. 2.4.  

 

Fig. 2.4. Schematic of point cloud generation process. 

The measurement process of generating a point cloud therefore relies on knowledge 

of the pose of each sensor in space with respect to the rotation axis. This pose information 

is obtained by a calibration procedure using an artifact of known geometry. This sensor 

pose is described by the following set of six parameters, where the first three are 

translations and the last three are rotations about the three axes. 

 
𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑑𝑥 ,  𝑑𝑦 ,  𝑑𝑧 ,  𝑎 , 𝑎 , 𝑎  
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Further, since the sensor’s local coordinate system is offset from the physical 

sensor, a physical corner of the sensor is arbitrarily chosen as reference, and the location 

of the local coordinate system with respect to this corner, is reported as shown below. 

𝑂𝑓𝑓𝑠𝑒𝑡 = [𝑑𝑥  , 𝑑𝑦  , 𝑑𝑧  , 𝑎𝑥  , 𝑎𝑦  , 𝑎𝑧 ] 

Once the calibration information and offset information is available, The HTMs for 

each sensor (representing its relationship with the rotation axis) is determined by the 

following sequence of steps: 

1. Accounting for sensor offset (a translation by [𝑑𝑥  , 𝑑𝑦  , 𝑑𝑧 ]): 

2. Rotation about Y axis by 𝑎  

3. Rotation about X axis by 𝑎  

4. Rotation about Z axis by 𝑎  

5. Translation by [𝑑𝑥 ,  𝑑𝑦 ,  𝑑𝑧 ] 

The order of steps shown above is chosen arbitrarily but is always done in the 

same order to ensure that a given set of independent parameters always results in the 

same HTM. The sequence of operations is represented in order, by the following five 

transformation matrices. 

 

𝐻 =

1 0 0 𝑑𝑥
0 1 0 𝑑𝑦
0 0 1 𝑑𝑧
0 0 0 1

        𝐻 =

⎣
⎢
⎢
⎡

𝑐𝑜𝑠 𝑎 0 𝑠𝑖𝑛 𝑎 0

0 1 0 0
− 𝑠𝑖𝑛 𝑎 0 𝑐𝑜𝑠 𝑎 0

0 0 0 1⎦
⎥
⎥
⎤

       𝐻 =

1 0 0 0
0 𝑐𝑜𝑠(𝑎 ) − 𝑠𝑖𝑛(𝑎 ) 0

0 𝑠𝑖𝑛(𝑎 ) 𝑐𝑜𝑠(𝑎 ) 0
0 0 0 1

 

𝐻 =

𝑐𝑜𝑠(𝑎 ) − 𝑠𝑖𝑛(𝑎 ) 0 0

𝑠𝑖𝑛(𝑎 ) 𝑐𝑜𝑠(𝑎 ) 0 0
0 0 1 0
0 0 0 1

        𝐻 =

1 0 0 𝑑𝑥
0 1 0 𝑑𝑦
0 0 1 𝑑𝑧
0 0 0 1

 

 
These are assembled to obtain the HTMs for each sensor as follows. 
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𝐻 = [𝐻 ][𝐻 ][𝐻 ][𝐻 ][𝐻 ] 

𝐻 =

1 0 0 𝑑𝑥
0 1 0 𝑑𝑦
0 0 1 𝑑𝑧
0 0 0 1

𝑐𝑜𝑠(𝑎 ) − 𝑠𝑖𝑛(𝑎 ) 0 0

𝑠𝑖𝑛(𝑎 ) 𝑐𝑜𝑠(𝑎 ) 0 0
0 0 1 0
0 0 0 1

1 0 0 0
0 𝑐𝑜𝑠(𝑎 ) − 𝑠𝑖𝑛(𝑎 ) 0

0 𝑠𝑖𝑛(𝑎 ) 𝑐𝑜𝑠(𝑎 ) 0
0 0 0 1 ⎣

⎢
⎢
⎡

𝑐𝑜𝑠 𝑎 0 𝑠𝑖𝑛 𝑎 0

0 1 0 0
− 𝑠𝑖𝑛 𝑎 0 𝑐𝑜𝑠 𝑎 0

0 0 0 1⎦
⎥
⎥
⎤

1 0 0 𝑑𝑥
0 1 0 𝑑𝑦
0 0 1 𝑑𝑧
0 0 0 1

 

If is the angle of rotation of the rotation axis, or encoder angle at a given instant is 

𝜃 , then the profile measured at that instant will have to first be transformed by 𝐻  

and then rotated about the Z axis by the encoder angle 𝜃 . This is done by the 𝐻  

transformation matrix as shown below.  

Profile =

⎣
⎢
⎢
⎢
⎡
𝑥 0 𝑧 1
𝑥 0 𝑧 1
𝑥 0 𝑧 1
. . . . . . . . . . . .
𝑥 0 𝑧 1 ⎦

⎥
⎥
⎥
⎤

 

𝐻 =

𝑐𝑜𝑠(𝜃 ) − 𝑠𝑖𝑛(𝜃 ) 0 0

𝑠𝑖𝑛(𝜃 ) 𝑐𝑜𝑠(𝜃 ) 0 0
0 0 1 0
0 0 0 1

 

Point cloud = [Profile][𝐻 ′][𝐻 ′] =

⎣
⎢
⎢
⎢
⎡
𝑋 𝑌 𝑍 1
𝑋 𝑌 𝑍 1
𝑋 𝑌 𝑍 1
. . . . . . . . . . . .
𝑋 𝑌 𝑍 1 ⎦

⎥
⎥
⎥
⎤

 

It is to be noted that 𝐻  changes for every encoder angle, but 𝐻  remains 

constant for each sensor. The combination of 𝐻  and 𝐻  serves to make the 

conversion from sensor coordinate frame to table coordinate frame. In this way, the profile 

captured at every encoder angle adds up to produce a complete point cloud. Since the cloud 

produced this way is fixed with respect to the rotary axis, the part does not need to be 

centered or carefully aligned with the axis. However, it is still necessary to hold/clamp the 

part firmly in place so that it does not move/slip during rotation. Once the point cloud is 
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generated, it can be readily used by any common analysis software for any necessary 

subsequent evaluation. 

2.4. ARTIFACT DESIGN 

To determine the pose of each sensor with respect to the rotation axis, a calibration 

procedure involving measuring an artifact of precisely known geometry becomes essential. 

The artifact must be designed in such a way that there is reasonably high sensitivity to 

change in each of the six parameters describing its pose. In other words, if any of the 

assumed six parameters is incorrect, the point cloud of the artifact resulting from such 

incorrect assumption of the sensor pose, must be significantly deformed, or the discrepancy 

must be amplified in a metric used to assess the resulting point cloud.  

 

Fig. 2.5. Artifact design 
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A combination of features that ensures such large sensitivity in each of the six 

directions would ensure that there is one ‘correct’ sensor pose where the point cloud of 

artifact measured by each sensor matches correctly with the known geometry of the artifact. 

Fig. 2.5 shows the design of such an artifact.  

The artifact dimensions are chosen such that its volume closely matches that of the 

gear to be measured. The artifact and the gear are shown in Fig. 2.6 (a) and (b). Since two 

of the three sensors see only the sides of the artifact and gear, these sides must contain 

enough information to determine all six parameters for those sensors. Consequently, a 

combination of an outer diameter, a set of nine planes along the outer diameter, and a V-

groove is used to do this task. Any change in orientation of the sensor (or changes in 𝑎 , 𝑎 , 

and 𝑎  parameters) will skew these planes considerably, establishing sufficient sensitivity 

to these parameters. If the sensor were to be translate toward or away from the rotation axis 

(which would change 𝑑𝑥 and  𝑑𝑦 parameters), this would be manifested as apparent 

growing or shrinking in size of the resulting point cloud. In other words, the outer diameter 

of the cylindrical region of the artifact is sensitive to these parameters. The V-groove 

establishes sensitivity to the remaining parameter 𝑑𝑧 since any change in the height of the 

sensor will cause a change in position of the measured V-groove in the point cloud. This is 

required since the planes and outer diameter would otherwise show no variation along the 

vertical direction, making it impossible to know what region of the artifact is being sensed. 
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(a)                                              (b) 

Fig. 2.6. Photograph of (a) Artifact and (b) Gear. 

While all nine planes are not necessary to constrain the angular orientations of the 

sensor as described above (P1, P2, and P3 shown in Fig. 2.6 (a) would suffice), there could 

be inaccuracies in manufacturing or calibration of these planes (i.e., in their measurement 

by a CMM) which could significantly impact the estimation of sensor orientation. 

Therefore, three such triplets of planes are used to reduce the impact of these inaccuracies, 

and also to provide additional angular relationships between the sets of planes. 

Similarly, one of the sensors views only the top surface and the inner diameter of 

the artifact. This sensor must also be provided with enough information to constrain all its 

six parameters. Therefore, the inner diameter is also equipped with a similar set of nine 

planes to constrain/ establish sensitivity to sensor orientation. The inner diameter of the 

artifact constrains the 𝑑𝑥 and  𝑑𝑦 parameters. Here, a V-groove is not necessary as the 

sensor can see the top surface. This is therefore used to constrain 𝑑𝑧 of this sensor. All the 

features of the artifact described here are calibrated via measurement on a traceable CMM.  
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2.5. CALIBRATION METHODOLOGY 

As discussed previously, performing a successful measurement or generating a 

point cloud requires knowledge of sensor pose with respect to the axis of rotation. This 

knowledge is obtained by calibration, which involves measuring the artifact of known 

geometry. Similar calibration problems have been studied in the field of robotics to 

determine the pose of sensors in industrial robots [15-17]. 

The calibration procedure makes some assumptions. Some of these are listed below. 

• Spindle error motions are negligible- In other words, the calibration does not 

compensate for spindle errors. 

• Rotation angles of the rotary axis, or table indexing angles, are known with low 

uncertainty. 

• The latency between sensors is negligible (i.e., the time lag between encoder trigger 

and actual capture of profile by each sensor). This includes the assumption that all 

three sensors trigger at the same instant and report the values captured at that same 

instant. 

• Artifact geometry is known with low uncertainty. 

• Profile data (specifically the z values corresponding to a predetermined set of x 

values) captured by the sensor has low uncertainty. 

It is noteworthy that the calibration procedure does not assume or require that the 

artifact is centered or aligned with the rotation axis. This is because the optimization 

procedure determined a set of 6 parameters that represent the artifact pose (or parameters 
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that make up an HTM representing the transformation from the table coordinate system to 

the artifact coordinate system) in addition to the parameters that represent the pose of each 

sensor. This accounts for the unaligned position and tilt of the artifact. 

Briefly, the calibration process involves refining the current estimate of sensor pose 

iteratively until the point cloud of the artifact generated using the current estimate matches 

well with the known artifact. The various steps involved in the calibration sequence are 

described below. 

2.5.1. Data acquisition. 

The first step is to acquire data, by placing the artifact on the table, and rotating it 

through a full revolution while being scanned by the sensors. The rotary axis begins 

rotation from an encoder position of -45˚, passes through 0˚, makes a complete revolution, 

passes 0˚ again, and continues until it reaches +45˚. This 45˚ band at the beginning and end 

of motion is to allow sufficient time for acceleration and deceleration so that the angular 

velocity remains constant during the data acquisition (from the first encoder zero reading 

to the next). The data collected includes a set of x values common to all acquired profiles, 

the encoder angle at which each profile is acquired, and the profile itself, which is given 

by a row of z values. The x values are common to all profiles for a given sensor, as they 

are predetermined. For example, setting the upper and lower bounds in x for a given sensor 

to -5 and 5 respectively would mean that the pre-determined x values are [-5.00, - 4.99, -

4.98, ….. 5.00] and the sensor would then try to determine what the z values are on the 

surface at each of the predetermined x values, thus allowing the data to be organized as 

shown in Table 2.1 which represents a snippet of such sensor data.  
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Table 2.1. Snippet of sensor scan. 

Profile Angle x=-13.97 x=-13.96 ……. x=14.78 

1 -0.006 -1.627 -1.624 ……. 4.283 

2 0.174 -1.626 -1.623 ……. 4.279 

……. ……. ……. ……. ……. ……. 

2000 359.814 -1.629 -1.626 ……. 4.312 

 

2.5.2. Manual fitting using a Graphical User Interface. 

The shape and size of the point cloud created from the acquired data is dependent 

on the sensor pose assumed in constructing the point cloud. Since the artifact is designed 

to be sensitive to all the pose-determining parameters, the cloud shows significant variation 

with small changes in the assumed sensor pose. This property is exploited in developing a 

method to arrive at a good starting estimate with which to begin the iterative process of 

sensor pose estimation. This is accomplished by means of a Graphical User Interface 

(GUI), an example of which is shown in Fig. 2.7. 

 

Fig. 2.7. Example of GUI used. 
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The objective of this GUI is to allow users to modify each of the six pose parameters 

individually, and to simultaneously display the new point cloud created with these altered 

estimates. These changes in parameters can be made using the sliders displayed on the right 

side of the GUI. There are sliders available to change artifact position and orientation as 

well. This is provided to account for artifact eccentricity and tilt. Further, it may be noted 

that two of the sliders in Fig 2.7 are disabled. These are 𝑑𝑧 and 𝑎 , which denote the Z-

axis translation and rotation. These are disabled because these parameters are fixed for 

sensor 1. This is done to ensure that the whole point cloud does not endlessly rotate and 

translate along with the sensors as one rigid unit. Fixing these values anchors the height 

and rotation about Z-axis for one arbitrarily chosen sensor, and this ensures that the sensor 

poses are always reported in a common coordinate system that does not change from one 

calibration to the next. The left section of the GUI shows the real-time positioning of the 

sensor on the table. In other words, it shows how the sensor’s physical location in space 

with respect to the table changes with the current values set by the sliders. Similarly, the 

middle section of the GUI displays the real-time point cloud, or the point cloud resulting 

from using the current values set by the sliders. The point cloud is superimposed on an 

approximated visual representation of the artifact created in MATLAB for visual aid. The 

goal is to adjust the sliders until the point cloud matches closely with the artifact, and such 

a combination of parameters that makes that possible s used as the starting solution for 

each sensor. For example, the point clouds before and after such fitting are shown in Fig. 

2.8 (a) and (b). 
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(a)                                                   (b) 

Fig. 2.8. Point cloud and nominal artifact (a) before and (b) after manual fitting. 

2.5.3. Feature extraction. 

Once an approximate starting solution is found using the GUI, a group of points 

belonging to each feature is selected based on a selection window around the nominal 

features. A margin is used along the boundary of each feature to avoid selecting points 

from the regions where one feature transitions into the next. As an example of features 

extracted from a point cloud, Fig. 2.9 shows the points belonging to the outer nine-pane 

set, points belonging to the inner diameter of the cylindrical region, and those belonging to 

the V-groove. The other features are not shown as this particular sensor does not see them. 

At this stage, another GUI is used as shown in Fig. 2.9. 

The objective of this second stage of GUI is to adjust the parameters that define the 

selection windows for the various features. It also allows selecting/ unselecting any given 

feature in the optimization process. Unselecting a feature would not include that feature in 

the function that drives the optimization. 
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Fig.2.9. Examples of feature extraction. 

Further, filters can also be selected here, defining how many standard deviations to 

use for each group. For instance, a filter value of 2 for the outer planes indicates that for 

each plane, once the points are fit to the plane and deviations are calculated, all the points 

whose deviation is greater than twice the standard deviation are discarded. This GUI is 

used only during the first iteration. After this, these window and filter settings are saved, 

and the same settings are used to reclassify points into features in subsequent iterations that 

use updated sensor information. 

2.5.4. Least squares fitting. 

Following classification into various features, the points in each feature are 

compared to the CMM measurements of that feature. From the deviations observed, a mean 

of squares is computed, and the metric that drives the optimization consists of a weighted 

sum of these mean of squares for all features. Minimizing this metric yields a set of sensor 

pose parameters that represents the best estimate, or the result of calibration. During the 
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measurement phase, these parameters are used to build HTMs and generate point clouds as 

described previously.  

 

Fig. 2.10. Sample calibration result file. 

Fig. 2.10 shows an example of a calibration result file. The parameters 𝑑𝑧 and 𝑎  

corresponding to sensor 1 (i.e., in the first row) are found to be integers. This is because 

these were not subject to optimization, for reasons previously discussed. Units are 

manually added to the file shown, and the number of decimal places is decreased for 

purposes of clarity. 

2.6. MEASUREMENT RESULTS 

Using the calibration result, a series of measurements are done on a gear using a 

commercial software package shown in Fig. 2.11.  

 

Fig. 2.11. Commercial software package used for gear analysis. 
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Repeatability within 25 μm was observed when the gear was stationary, i.e., 

without removing and replacing the gear after each measurement. However, evaluating the 

accuracy is recognized to be challenging due to the complexity of the gear, and the presence 

of multiple factors that could create a bias. Therefore, a workpiece with simple geometry 

is selected, consisting of a cylindrical surface with a flat machined on it, and an inner 

diameter. Fig. 2.12 shows the measured point cloud of this part. The complete point cloud 

is not shown, but only the groups of points selected for each feature are shown, each group 

with a different color. The points in the outer diameter and the planes come from the first 

two sensors that view the part from the sides. The points in the inner diameter and the top 

surface come from the third sensor that views the part from the top. 

 

Fig. 2.12. Point cloud of test part. 

 A series of four independent calibrations are done, and at the end of each 

calibration, ten consecutive measurements of the test part are done. After each 

measurement of the test part, its position on the table is slightly moved manually to check 

for repeatability. In each case, a point cloud of approximately 500,000 points was 

produced. These large clouds are down-sampled by a factor of 50, and least-squares 

algorithms [18] are used to apply fits, and the results are shown in Table 2.2. 
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Table 2.2. Measurement results from test part. 

Data set 
Characteristic 

(CMM reference) 
Mean (n = 10) 

mm 
St. dev. (n = 10) 

mm 

1 
Outer Diameter 

(74.9577 mm) 

from Sensors 1&2 

74.9539 0.0003 

2 74.9541 0.0004 

3 74.9542 0.0003 

4 74.9531 0.0001 

1 
Inner Diameter 

(38.1745 mm) 

from Sensor 3 

38.1877 0.0011 

2 38.1865 0.0017 

3 38.1867 0.0012 

4 38.1861 0.0011 

 

It can be seen that the correlation between the measured inner diameter and the 

reference value from CMM calibration is slightly less than that of the outer diameter. This 

bias may be due to slight inaccuracy in the third sensor’s calibration result. This could be 

due to the influence of the physical orientation of the sensor relative to the surface on which 

the laser line is incident. In case of sensor 1 and 2, similar inaccuracies are observed at 

first, but these improve significantly on tilting the sensors such that the laser lines are along 

the direction of the helix, and running the calibration again after such adjustment. While 

tilting the third sensor slightly in random directions does show variations in these 

correlation results, the accuracy is not found to change significantly. This may indicate that 

the optimal orientation for this sensor is not experimentally found yet. Even so, the 

difference between the measured and reference value is about 12 μm, which is reasonable 

to expect. It is also clear that there is very little variation from one calibration to the next, 

indicating that the calibration and subsequent measurement processes are stable. 
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2.7. AUTOMATION 

The objective of automation here is to have the calibration and measurement 

processes automatically triggered and executed every time something is scanned on the 

machine. Every time the artifact is placed and the scan button is pushed, the calibration 

should automatically begin, and it should retrieve all the necessary inputs from the 

operating machine automatically and once the calibration is complete, and the calibration 

result file and other output files are generated, it is to signal to the machine that it is ready 

for the next scan. Similarly, when a gear is placed on the table and the scan button is 

pushed, it should automatically begin the measurement sequence using the latest available 

calibration file (or sensor pose information).  

Such automation is achieved using an infinite loop that continuously monitors a 

given working directory (chosen by the user) for new work order files. These work order 

files are generated in this folder once any scan is completed and the scan files are available 

for use.  Fig. 2.13 shows an example of a work order file. It contains the folder paths where 

all the input data necessary can be found, defines the output directory, and also allows 

setting parameters that define the extent of sub-sampling the scan files. 

 

Fig. 2.13. Example of a work order file. 
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Once a work order file is generated, the appropriate function (calibration or 

measurement) is triggered and begins processing. Once the processing is complete, the 

results (calibration result files in case of calibration, and point cloud files in case of 

measurement) are generated and a log file indicating successful completion, or failure, if 

any, is generated. This log file acts as a trigger to signal to the machine that it is ready for 

any new scans. 

2.8. OUTCOMES AND FUTURE WORK 

This work has developed a method for calibration of a CMS that measures a point 

cloud of any part in a short cycle time. The calibration procedure does away with the need 

for careful alignment of parts as well as sensors since any change in sensor position is 

identified and compensated for. The calibration procedure also establishes traceability as a 

calibrated artifact is used. The validity of the calibration results is verified by measurement 

of a test part. In the absence of test parts, such validation can also be performed by 

measuring the artifact itself, preferably after moving it to a slightly different location 

compared to the position at which it was calibrated.   

Future work could involve extending this study to other artifact designs, or other 

approaches to perform calibration. Another avenue worth exploring is the development of 

methods to compensate for the sensor at the sensor level. For example, it was observed in 

many cases that when the sensor measures a line on the surface of a high-grade gauge 

block, the measured profile often shows curves (showing max deviations of about 30-40 

μm) instead of straight lines. Further, these measurements also show that there is room for 

improvement in noise reduction or filtering methods. 
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CHAPTER 3: DATA PROCESSING: MACHINE LEARNING APPROACH 

 

 

3.1. INTRODUCTION 

While the approach in Chapter 2 used a deterministic method of iteratively refining 

a set of parameters (that describe the pose of the calibration artifact and multiple sensors), 

until the point cloud resulting from those parameters matched closely with the known 

geometry of the artifact, it is unclear if this is the best approach. Although this procedure 

is found to work to the expected accuracy, the optimization process itself is a time-

consuming process, especially when operating on very dense point clouds of the order of 

2 million points. Further, there are various parameters that are set by the user during the 

process (such as GUI inputs), which have an influence on the calibration result. As a result, 

the process is not human-error proof. Further, different codes would need to be generated 

for each application that requires a different type of artifact, for example, artifacts that have 

two sets of V-grooves to accommodate measurement of wider gears. With such limitations, 

it becomes desirable to explore approaches that could provide better solutions to these 

issues. Literature provides quite a few examples of such inverse problems existing in 

various fields of research where machine learning models and deep learning techniques 

have been applied [19-21]. 

Given that a change in each of the parameters always influences the shape of the 

point cloud in a certain way that is geometry-dependent and not random, it may be possible 

to use learning methods to determine the set of parameters just by looking at the shape of 

the point cloud, assuming a machine learning  In order to facilitate this, the machine 
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learning model must first be trained with sufficient data such that it contains information 

on what the point cloud would look like for various sets of parameters. Subsequently, it 

may be able to predict what the parameters are for a given unknown point cloud by 

comparing the point cloud to the various point clouds present in the training data. Fig. 3.1 

shows a schematic of such an approach.  

 

Fig. 3.1. Schematic of intended machine learning-based approach. 

This chapter discusses a simpler two-dimensional version of the measurement 

system described in Chapter 2. The objective of this study is to assess the amenability of 

this CMS to machine learning methods. Simulation efforts to create training data or sensor 

data are described here. One approach to building the intended model shown in Fig. 3.1, is 

discussed here, namely using Dynamic Time Warping, or DTW [22] as a metric for 

comparing the unknown sensor data (sensor data for which the values of system parameters 

that generated them is unknown) to existing simulation data to determine the closest match 

or matches. In other words, the model becomes akin to a large look-up table, with DTW 

being the metric used to compare the unknown input data with existing entries in the look 

up table. Based on the closest matches identified, the multi-dimensional parametric space 

within which the solution is likely to lie, can be determined. Subsequently, a multi-
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dimensional interpolation may be employed to determine the best estimate of the parameter 

set. 

3.2. SIMULATION MODEL 

Machine learning methods require extremely large volumes of sensor data (or 

training data) that is impractical to obtain by experimental methods due to resource 

limitations and physical restrictions. Therefore, simulation methods are used to generate 

this data. 

For this study, a much simpler version of the experimental system described in 

Chapter 2 is modeled. Some of its differences from the experimental system are as follows. 

 There is only one sensor instead of three. 

 The sensor measures only a point instead of a line. So, at each encoder position (or 

rotation angle of the rotary axis), there is only one reading sensed by the senor 

instead of an (x,z) height map. This reading, as simulated here, is the distance of 

the part (or point at which the laser is incident on the part) from the sensor. 

 The sensor is constrained to lie in the horizontal plane, i.e., 𝑑𝑧, 𝑎 , and 𝑎  

parameters are zero. The part is also constrained to this plane. Therefore, the whole 

problem description is essentially reduced to a 2D problem. 

For such a 2D case of the 3D problem described in Chapter 2, only three parameters 

(𝑑𝑥, 𝑑𝑦, and 𝑎 ) are required here to fully describe the sensor’s position and orientation 

(or pose), as shown in Fig. 3.2. The position of the part with respect to the axis is described 

by 𝑝𝑥 and 𝑝𝑦. However, for such a nomenclature, rotating the senor purely around the axis 

would cause the three sensor parameters to change, but the nature of the measurement 
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system does not really change. In other words, for the three cases shown in Fig. 3.2, the 

values of  𝑑𝑥, 𝑑𝑦, and 𝑎  will be different in each case, but sensed data will be the same, 

with the only difference being that the first data point is at a different location on the part.  

     

Fig. 3.2. Examples of redundant cases where different parameter sets are used to 
describe equivalent systems. 

Therefore, to remove this type of redundancy in data sets, a slightly different 

nomenclature is used to describe the sensor parameters, as shown in Fig. 3.3. Here, 𝑝𝑥 and 

𝑝𝑦 still represent the position of the part, while 𝑑𝑥 and 𝑑𝑦 of the sensor are replaced with 

𝑑 representing the perpendicular distance of the senor from the rotation axis, and 𝑜 

representing the lateral offset by which the laser line is shifted from the axis. 𝑎  retains its 

definition but is renamed to 𝜃 for simplicity since there is only one angle involved.  

  

Fig. 3.3. New nomenclature for system description. 
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In this new nomenclature, the equivalent cases in Fig. 3.2 are represented by the 

same pair of 𝑑 and 𝑜 parameters. 𝜃 is the only parameter that varies in these three cases, 

and therefore, redundancy is removed. The state of the system, including the part and the 

sensor, can be completely described by a set of 5 parameters (𝑝𝑥, 𝑝𝑦, 𝑑, 𝑜, and 𝜃). 

The artifact chosen for this simulation is an oddly shaped closed figure shown in 

Fig. 3.4 (a). Such an odd shape is chosen so that some parts of its surface are not visible to 

the sensor in certain configurations. Unlike the pentagon part shown in previous examples, 

this artifact is a better representation of reality due to possible missing data in recesses of 

real-world parts. Fig. 3.4 (b) and (c) show the regions of the artifact visible to the senor in 

two different sensor positions.  

 

(a)                                          (b)                                        (c) 

Fig. 3.4. Shape used as the artifact, and its regions viewed by the sensor in different 
configurations.  

For each simulation, 720 table positions are considered, i.e., the table makes a full 

revolution in steps of half a degree. At each table position, the distance of the part surface 

from the sensor, or the length of the solid red line shown in Fig. 3.3 is recorded. Each 

combination of 5 parameters therefore produces a series of 720 data points or distance 
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values. Fig. 3.5 shows the curve obtained from one such one arbitrarily chosen combination 

of 5 parameters. This is taken to be the nominal parameter set. 

 

Fig. 3.5. Curve from nominal parameter set. 

3.3. GENERATION OF LOOKUP TABLE 

To generate a lookup table containing various combinations of these parameters 

within chosen limits, various levels of perturbations are made to each parameter in this 

nominal set. The nominal values in this set are shown in Table 3.1, and their perturbations 

are represented as 𝛿𝑝𝑥, 𝛿𝑝𝑦, 𝛿𝑑, 𝛿𝑜, and 𝛿𝜃. Each of these perturbation parameters assume 

11 levels of perturbation (for example, 𝛿𝑝𝑥 takes values (-1, -0.8, ... , 1).  

Table 3.1. Nominal parameters and perturbations used for simulation. 

Parameter Nominal 
Perturbation 
parameter 

Min. 
perturbation 

Max. 
perturbation 

Perturbation 
step size 

𝑝𝑥 0 mm 𝛿𝑝𝑥 -1 mm 1 mm 0.2 mm 

𝑝𝑦 -0.3 mm 𝛿𝑝𝑦 -1 mm 1 mm 0.2 mm 

𝑑 5 mm 𝛿𝑑 -1 mm 1 mm 0.2 mm 

𝑜 -0.3 mm 𝛿𝑜 -1 mm 1 mm 0.2 mm 

𝜃 0˚ 𝛿𝜃 -2.5˚ 2.5˚ 0.5˚ 
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Each entry in the look up table has a set of these perturbation parameters and a 

curve similar to that shown in Fig. 3.5. For example, the first entry of the table contains the 

perturbation parameters (−1, −1, −1, −1, −2.5). These perturbances are added to the 

nominal set (0, −0.3, 5, −0.3, 0), and the resulting set of 5 parameters are used to 

generate the first curve in the lookup table. Since each perturbation parameter takes 11 

values, the lookup table generated this way contains 115, or 161,051 entries. 

3.4. DYNAMIC TIME WARPING AS A METRIC FOR COMPARISON 

Upon creation of a look-up table with various possible curves that could be 

generated within a given 5-dimensional domain space, a tool capable of comparing an 

unknown curve to the curves in the look up table, is necessary. Dynamic Time Warping 

(DTW) has been researched by Zhao [22], who has also proposed a variation of this 

algorithm, namely shape Dynamic Time Warping, or shape DTW. The DTW algorithm is 

traditionally used in aligning temporal sequences which may have distortions. This has 

been used in several fields of research including time series classification [23], speech 

recognition [24], human activity recognition [25], etc. It is essentially a point-to-point 

matching algorithm that compares two signals and estimates a distance measure between 

them, or the DTW distance, indicating the degree to which the signals match, making it 

appear as a promising candidate for this application. 

Traditionally, a Z-normalization is performed on the curves before the DTW 

distance between them is estimated. This is done to ensure a constant offset between the 

two curves does not influence the result. However, for this application, such normalization 

would render the model insensitive to changes in the parameter 𝑑, since an increasing 
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distance of the sensor from the rotation axis causes the sensed values to increase 

accordingly, but the shape of the curve remains the same, provided the other parameters to 

not change. Such insensitivity to this parameter was initially observed when DTW was 

applied. Subsequently, with the removal of the normalization step, the model gained 

sensitivity to this parameter. 

As an example, Fig. 3.6 (a) and (b) show two different curves generated using 

different parameter sets, and Fig. 3.6 (c) shows the point-to-point matching performed by 

the DTW algorithm. The blue lines connecting points on the red curve to those on the black 

curve indicate that the end points of these lines are determined to be matching. Once these 

matches are determined, a DTW distance is calculated as the output score or distance 

metric. 

    

(a) (b) 

 

(c) 

Fig. 3.6. (a) Sample curve 1, (b) Sample curve 2, and (c) their comparison using DTW. 
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A random set of 5 parameters is used to create a test curve that is compared to all 

the entries of the generated lookup table using DTW as the metric for comparison. The true 

values of these 5 parameters is listed in Table 3.2. The DTW distances obtained for each of 

the comparisons are shown in Fig. 3.7 (a), but the Y axis extends much higher than shown, 

to the order of 250,000 mm, and is therefore truncated. The minima of such a plot would 

indicate a very close match between the test curve and the curve in the lookup table 

corresponding to the minima location. Fig. 3.7 (b) shows a further blown up version and 

also shows the global minimum found. Also shown is the intuitive solution, which 

corresponds to the parameter set in the training data that is closest to the ‘true’ values, or 

the parameters used to create the test curve. In practice, this information is generally 

unavailable as these true parameters are unknown when the curve is experimentally 

obtained. This intuitive solution is merely shown to indicate that it is so close to the global 

minimum.  

(a)  

(b)   

Fig. 3.7. (a) DTW distances obtained on comparing test curve with lookup table, 
and (b) blown up version showing Global minimum and Intuitive solution. 
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Localization of minima in the DTW distance curves shown in Fig 3.7 (a) and (b) is 

dependent on the ordering of the rows in the training data, or the order in which the 

parameters are perturbed. For example, the perturbation parameter in the inner most loop 

of data generation will undergo the full range of perturbation before the parameter in the 

immediately outer loop gets updated. As a result, the global minimum in such a curve is of 

more significance than local minima.  

Consequently, the lowest 0.01% of the 161,051 points in the DTW curve (or the 16 

points with the lowest DTW distance values) are identified as the minima of interest, and 

the 5 perturbation parameters in the lookup table corresponding to these minima are listed 

in Table 3.2 along with the true values of the parameters that generated the test curve. 

Table 3.2. Perturbation parameters corresponding to the test curve and those of minima 
identified.  

Point 𝛿𝑝𝑥 𝛿𝑝𝑦 𝛿𝑑 𝛿𝑜 𝛿𝜃 
True values -0.38 0.06 -0.67 0.2 -1.19 
Minima 1 -0.4 0 -0.8 -0.2 0.5 
Minima 2 -0.4 0 -0.8 -0.2 1 
Minima 3 -0.4 0 -0.8 -0.2 1.5 
Minima 4 -0.4 0 -0.8 -0.2 2 

Minima 5 -0.4 0 -0.8 -0.2 2.5 

Minima 6 -0.4 0 -0.6 0.2 -2.5 
Minima 7 -0.4 0 -0.6 0.2 -2 
Minima 8 -0.4 0 -0.6 0.2 -1.5 

Minima 9 -0.4 0 -0.6 0.2 -1 

Minima 10 -0.4 0 -0.6 0.2 -0.5 
Minima 11 -0.4 0 -0.6 0.2 0 
Minima 12 -0.4 0 -0.6 0.2 0.5 
Minima 13 -0.4 0 -0.6 0.2 1 
Minima 14 -0.4 0 -0.6 0.2 1.5 
Minima 15 -0.4 0 -0.6 0.2 2 
Minima 16 -0.4 0 -0.6 0.2 2.5 
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The row with the red outline is the global minimum and the row with the blue 

outline is the intuitive solution. The presence of the intuitive solution within the 16 lowest 

points, is encouraging and indicates the effectiveness of the DTW algorithm in narrowing 

down the possible solutions to within 0.01% of the large volume of solutions available in 

the training data set.  It is to be noted that this intuitive solution is only an approximate 

solution. To obtain the exact (or close to exact) solution, a multi-dimensional interpolation 

among these 16 (or higher if needed) nearest neighbors is essential. 

3.5. OUTCOMES AND FUTURE WORK 

This work has shown demonstrated, by means of simulation, the suitability of 

machine learning for a simple two-dimensional measurement system where a part is rotated 

by a rotary axis and a 1-D sensor or a laser point scanner is used to scan the part as it makes 

a complete revolution. For such a system, training data has been generated, and DTW has 

been successfully applied as a means to perform a table lookup and identify the nearest 

neighbors in a multi-dimensional parameter space. 

Possible future work includes developing a multi-dimensional interpolation method 

to obtain an exact solution from the available nearest neighbors. Further, the system can be 

extended to 3D. Also, alternate machine learning methods such as neural networks can be 

explored. 
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CHAPTER 4: DATA MODELING: QUALITY INFORMATION FRAMEWORK 

 

4.1. INTRODUCTION 

Achieving interoperability in metrology requires use of data modeling techniques 

that support effective flow of metrology related data throughout the various stages of a 

product life cycle or manufacturing quality measurement process. With this goal, the 

Quality Information Framework (QIF) has been initiated by the Digital Metrology 

Standards Consortium (DMSC, previously known as the Dimensional Metrology 

Standards Consortium) [26]. This standard has been approved by ANSI (American 

National Standards Institute) and has also been adopted by the International Organization 

for Standardization (ISO) [27]. 

The QIF serves as an integrated, holistic set of information models and supports 

handling of relevant data throughout the entire measurement life cycle from deign to 

planning to manufacturing to inspection [28]. It can be viewed as an enterprise-wide 

standard solution for the digital metrology community. There are several other perspectives 

from which this standard can be viewed. From a philosophy perspective, it is a feature-

based ontology of manufacturing quality data. From a manufacturing standpoint, it is an 

effort to achieve interoperability issues withing quality and metrology [29]. From a 

software viewpoint, it is a data model defined by a series of XML (Extensible Markup 

Language) Schema Definitions, or XSD and demonstrated by a variety of tools that support 

the QIF standard [30]. 

Fig. 4.1 shows a schematic of the quality measurement process and shows how the 

several available QIF modules provide data helpful at each of the stages involved. 
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Fig. 4.1. Quality Measurement Process. 

QIF provides a solution to digital interoperability, which serves as a foundation for 

Industry 4.0. One of the distinct advantages of QIF comes from a feature named QIF 

Persistence Identifier (QPID), which adds a unique tag to each information element. This 

allows any feature to be tracked throughout the life cycle. For example, a feature tolerance 

specified in the design can be tracked through manufacturing, inspection, and statistical 

results, and if necessary, this information can be used to modify the design specifications. 

All QIF schemas are in XML format, which enables them to be read by machines as well 

as computers. The information in each schema can thus be readily consumed downstream, 

which is especially useful for automation. Another inherent advantage of using this XML 

format is that the resulting QIF files can be automatically validated, ensuring that only 

valid documents that conform to the rules defined by the schema can be generated.  
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4.2. QIF APPLICATION AREAS 

There are six distinct topical areas within the QIF, namely the QIF Model Based 

Definition (MBD), QIF Plans, QIF Resources, QIF Rules, QIF Results, and QIF Statistics. 

These are shown in Fig. 4.2 and their roles in the product life cycle/ quality measurement 

process are briefly described below. As seen from Fig. 4.2, information is exchanged 

among these schemas, all of which have access to common elements captured in the form 

of a QIF Library. 

 

Fig. 4.2. QIF Application areas. 

The QIF data flow typically begins with QIF MBD schema, which includes 

Computer Aided Design (CAD) and Product Manufacturing Information (PMI). This 

information is then consumed by the Quality planning systems that generate measurement 

requirements in the form of ‘what’ to measure (a part of QIF Plans). QIF Resources contain 

information on available metrology resources. QIF Rules contain a framework for two 
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kinds of rules, namely Dimensional Measurement Equipment (DME) selection rules and 

measurement strategy rules. The former set of rules help in selecting a measurement 

resource for a given metrology task at hand, while the latter set aids in determining how 

the measurement itself is to be carried out, including information on what point density to 

use, how many scans to perform, etc. The information from QIF Resources and QIF Rules 

pour into the ‘whats’ to generate the QIF Plans, containing complete inspection plans that 

include “how” to measure and verify. Following this, the Plans are imported to generate 

DME-specific programs, or generic instructions to guide the inspection process. Upon 

program execution, the characteristics of a single manufactured part or assembly are 

evaluated, and the measurements are exported as QIF Results. Such single part Results are 

used to generate analysis of multiple part batch Results as QIF Statistics data. This is done 

by Analysis systems, typically performing statistical process control. 

It is to be noted that none of these schemas contain any prescribed methods or 

standard operating procedures themselves. Rather, each of these schemas simply contains 

a template for documenting the relevant information. For example, QIF Rules do not 

contain any rules themselves, such as prescribed rules on how to select point density, but 

provides users with the framework necessary to define their own rules on how to select 

point density based on what their enterprise deems as best practices. 

4.3. QIF RESOURCES 

This work will focus on QIF Resources. The primary objectives of QIF are: 

 To capture sufficient information on all metrology resources available in 

the enterprise.  
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 To serve as an input to QIF Rules to help in selecting the DME and 

determining the measurement strategy for a particular task at hand. 

A hierarchy has been previously developed to classify and accommodate various 

metrology resources [31]. The hierarchy, shown in Figs. 4.3, consists of DME, tools, and 

sensors, along with descriptive attributes for each resource. 

 

Fig. 4.3. QIF resources inheritance diagram. 
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Fig. 4.4. Close-up of sensor hierarchy. 
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Fig. 4.5. Close-up of Tool with integrated sensor hierarchy. 

As depicted in Figs. 4.3 to 4.5, the schema provides the logical space for 

accommodating various resources, and for important attributes relating to the specific 

resource. For example, the supported attributes for a simple resource, the caliper, are shown 

in Fig. 4.6.  
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Fig. 4.6. Attributes of a Caliper. 

It is to be noted that, in this case, the caliper has some attributes grouped as 

‘ManualMeasurementDeviceType’, and some attributes outside of this grouping. This is 

because the hierarchy defines each resource as an extension of more general types, 

wherever possible. Thus, each resource has its own attributes as well as attributes inherent 

from parent types. In the case of the caliper, the attributes grouped together are those 

inherited as a result of being an extension of a manual measurement device. The attributes 

outside this grouping are those unique to the caliper. As another example of the hierarchical 

structure, a cartesian CMM is defined as an extension of a CMM, which is an extension of 

a Universal Device, which is an extension of a Measurement Device. At each node of such 
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a chain, there are special attributes for that node, as well as attributes inherited from the 

parent node. 

4.4. OBJECTIVES AND SCOPE 

 With the long term objective of the development of QIF Resources schema being 

to provide the ability to capture a metrology company’s entire instrument catalog in the 

standard format [29], this work attempts to take a step toward that goal by developing an 

application software that allows users to populate a QIF Resources file via a GUI, i.e., 

without needing to have a deep knowledge of XML file structure and schema definitions. 

By providing a user-friendly platform to catalog all the metrology instruments and 

resources available in an enterprise, it is the hope that such an application would encourage 

and ease adoption of the QIF standard by prospective industries.  

 Some features targeted in the development of this application include the ability to 

o Add, edit, and update information on several metrology resources. 

o Add multiple similar devices at once, when they share similar attributes except 

for unique identifiers (such as serial number)- For example, if an industry has 

100 micrometers, it is undesirable to have to input all the information each time. 

Rather, the application would allow creating all 100 at once, and provide the 

ability to edit just the serial number, or other attributes, if necessary. 

o Interface with a local database to maintain permanent records of all resources 

and dynamically updates all underlying information any time a change is made 

through the app. 
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o Create instances of classes (objects) from QIF schema documents using XML 

serializing tools. Specifically, this application uses C# binding tools. 

o Create a valid QIF file that captures all the resource information available in the 

created class instances, thereby creating a QIF Resource instance containing the 

descriptions and attributes of all metrology resources added via the GUI. 

Thus, the overarching goal is to provide the ability to catalog all the resources 

sufficiently in the standardized format, so as to enable easy and automated consumption 

downstream the product life cycle. This may include automated DME selection and QIF 

Plan creation, etc. Fig. 4.7 depicts an example of a very simple QIF Resources instance 

containing only two micrometers. 

 

Fig. 4.7. Example of capturing resources in a QIF Resources file. 
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4.5. APPLICATION SECURITY 

As with creating any application, the first step is to ensure safety by allowing access 

only to authorized users. For testing purposes, a simple database is created containing 

random information on authorized users as shown in Table 4.1. This database is unavailable 

for direct viewing through the app by any user for security reasons. While the database 

may be viewed by accessing it from the file structure, this type of access can be 

independently restricted by a supervisor in the same way that other sensitive information 

in the enterprise is hidden from other employees/ users. In other words, the app does not 

allow a user to bypass the kinds of security that may already be in place and view this 

database through its interface though other databases including resource lists, etc. can be 

accessed and viewed directly through the app.  

Table 4.1. Simple database storing authorized user data. 

ID First Name Last Name Username Password 
1 A A 1 1 
2 B B 2 2 
3 C C 3 3 
4 D D 4 4 

 

Upon launching the app, the login screen shown in Fig. 4.8 pops up. Username and 

password combinations entered here are validated against the database shown in Table 4.1. 

Access is granted when a matching pair is available. To further protect user data, any 

character entered in the password field will be masked with an asterisk, which is a common 

method used by several applications and digital platforms to address the need to hide the 

password from plain view. 



50 
 

 

Fig. 4.8. Login screen. 

Upon requests from prospective implementers, deeper levels of security such as 

hack-proofing were briefly explored, but these were soon deemed to be beyond the scope 

of this work. 

4.6. INTERFACING AND UNDERLYING PROCESSES 

This section describes the processes involved in creating a QIF Resources file using 

the app. After a user logs in successfully, the homepage of the app is displayed, and this is 

shown in Fig. 4.9. This page is designed to give the user the option to add a desired resource 

to a current session. The drop-down list shows the options currently supported.  

 

Fig. 4.9. Home screen. 
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The user is also given the option to open an already existing QIF Resource file and 

continue editing it. The right half of the homepage displays an overview of the currently 

available resources or resources added thus far via the app. This inventory is linked to an 

underlying database that monitors the resources and gets updated in real-time any time a 

change is made, or a new resource is added, updated, or removed. 

When a user selects a resource to be added, a separate form dedicated to that 

resource type is displayed, containing fields to enter all relevant attributes or checkboxes 

to make choices when the attributes are logical/ Boolean in nature. For example, selecting 

Computed Tomography (CT) Type from the drop-down list box displays the form shown 

in Fig. 4.10, where a CT system can be added to the inventory. Each such form contains a 

database view of the list of that resource. For example, the database in Fig. 4.10 shows the 

list of CT systems currently available. These databases also get updated dynamically. 

 

Fig. 4.10. Computed Tomography Form. 
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In the programming world, classes contain the definitions of what a class object 

should look like. They contain the definitions of all the member variables and functions. 

Similarly, in the QIF world, the schema is the entity that dictates what an XML file should 

look like. It contains the definitions of all the attributes that make up various elements of 

the file. In order to create a valid XML file that conforms to the schema, the application 

must be able to decipher the schemas, or serialize them such that all the elements of the 

schema are equivalently represented as classes. In other words, interconversion between 

schema and class is essential prior to being able to convert a class object to an XML file 

(often termed as Marshalling), or an XML file to a class object (Unmarshalling). Fig. 4.11 

depicts this relationship.  

  

Fig. 4.11. Relationship between XML files and class objects. 

Such Marshalling/ Unmarshalling requires the use of XML code binders, which are 

unique to each programming language, as each language will need a different method of 

translation. XML code binders for C# are used in this work. Continuing with the example 

of a CT system, Fig. 4.12 (a) shows a snippet of some attributes defined in the schema, and 

Fig. 4.12 (b) shows the attributes after serialization, i.e., translation to classes. It is to be 

noted that although this is the most time-consuming step, it is a one-time process only. 

These translated classes are already present in the application, and this translation does not 

need to take place during each attempt at creating a new QIF file. 
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(a)                                                              (b) 

Fig. 4.12. Snippets showing attributes in (a) Schema and (b) class definitions. 

Once these class definitions are created, the information stored in the database for 

each resource can be converted into valid class objects for each of the resources in the 

application’s native language, C# in this case. Subsequently, valid QIF files can be created 

by the process of Marshalling previously described. Fig. 4.13 shows a simple QIF Resource 

file generated for the CT example. 

Ideally, it is desirable for an industry to have only one QIF Resource instance file 

that completely represents all their measurement resources. However, since this application 

is a beta version intended for testing, it supports creation of multiple independent QIF 

Resource file instances. 
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Fig. 4.13. QIF Resources instance file. 

4.7. QIF SHORTCOMINGS IDENTIFIED 

In the process of designing this application, a few shortcomings in the standard 

have been identified. Some of these are listed below and could be useful to consider in the 

next iteration of the standard. 

• The QIF standard has limited representation of surface texture characteristics. 

• Some important features of sub-components are not associated with the sub-

component itself but only with the instrument using it. For example, a 

LaserTrackerType includes a CalibrationType that describes the calibration details 

for the laser tracker. An integral part of the laser tracker, that determines how well 

it is calibrated, is its laser. The laser is described by the attribute LaserType, and 

does not have a CalibrationType of its own and relies on the tracker’s calibration 
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attributes. However, a laser can be used in a stand-alone fashion independent of 

other instruments using it. To describe such a stand-alone laser in the QIF format 

requires recycling the same definition of LaserType which is used as attributes in 

other larger instruments that have a laser built in. As a result, this stand-alone 

LaserType will have no CalibrationType. 

• Most parameters for any given resource are fixed and do not accept ranges of values 

(or an expected deviation from a given value)- For example, LaserWavelength is 

an attribute that accepts only a constant value. However, real world lasers always 

have a range, and it may be necessary to accommodate such ranges in the standard. 

If ranges cannot be accommodated, the ability to include an uncertainty associated 

with the constant quantity (in this example, wavelength) may be included. 

• Uncertainty modeling needs to be improved upon, especially in the case of task-

specific uncertainty, which would play an important role in DME selection. 

4.8. OUTCOMES AND FUTURE WORK 

An application software capable of has been created to help users and industries to 

document their metrology resources in the QIF format, and a beta version of the same has 

been released. It is hoped that these efforts contribute to decreasing the inertia involved in 

industrial implementation of this standard. Future work could involve expanding the 

application and underlying resource class definitions to include more resource types and 

more subtle aspects of the schemas, as well as updating the schemas themselves. Further, 

some limitations of the standard have been identified for possible changes to be made in 

upcoming versions of the standard.  
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CHAPTER 5: ERROR ANALYSIS: X-RAY COMPUTED TOMOGRAPHY 

 

 

5.1. INTRODUCTION 

The use of X-Ray Computed Tomography (XCT) in industrial metrology has been 

steadily increasing in recent years as a means for inspection. This is especially true for 

complex parts where traditional inspection procedures would prove time consuming, or 

parts with internal features that simply cannot be accessed by contact-based measurement 

methods. These distinct advantages in XCT, among other benefits have brought about the 

transition from its predominant use in defect inspection and medical imaging, into 

dimensional measurements for engineering applications. As a result of such increasing 

demand and widespread use, there arises a need for development of standardized test 

procedures to evaluate XCT instrument performance and to support claims of metrological 

traceability. Along these lines, the International Organization for Standardization (ISO) 

and the American Society of Mechanical Engineers (ASME) have been working 

independently to develop XCT performance evaluation standards. Current drafts of these 

standards advocate testing at different measurement volumes (which can be realized by 

changing the positions of the rotation stage and detector), but do not provide specific 

guidance as to how the user should select the locations of these measurement volumes or 

all of the test positions within these volumes [32-33]. The lack of such specific information 

in the standards could partly be due to the cumbersome nature of the task of testing various 

possible scenarios by extensive radiographic testing or by experimental methods. The work 
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described in this chapter help in overcoming this impractical workload of simulations since 

much faster simulation methods are adopted. 

In the development of performance evaluation standards, one of the primary goals 

is to design test procedures that are sensitive to as many known error sources as possible. 

To achieve this, the first step becomes identifying all possible error sources and 

understanding the effect of each individual error source on the resulting dimensional 

measurements. For XCT systems, several error sources have been identified and discussed 

in the VDI/VDE 2630-1.2 [34] and by Ferucci et al [35]. Kumar et al. tried to quantify the 

effect of XCT geometry errors on dimensional measurements [36]. Ametova et al. 

developed a novel method to determine the influence of instrument geometry errors by 

comparing the boundaries of the image after forward projection in the presence of 

instrument geometry errors against those obtained for a perfect system [37]. Aloisi et al. 

determined the effect of detector angular errors (tilt) on sphere center-to-center distance 

errors on a scale bar oriented vertically [38]. In many of these works, the methods presented 

are effective in determining the influence of the errors for the specific cases chosen, but 

these works did not identify the most sensitive positions of the scale bar for individual 

geometry error sources.  

The National Institute of Standards and Technology (NIST) has undertaken studies 

[39-40] on the influence of uncorrected machine geometry errors in cone-beam XCT 

instruments. In that work, the sphere center-to-center distance error sensitivities and sphere 

form error sensitivities to various geometrical error sources were studied for a fixed 

measurement volume, i.e., for chosen fixed positions of the detector and the rotation stage.  
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The research described in this chapter is an extension of the work done by 

Muralikrishnan et al. [39-40] by repeating the simulations for several positions of the stage 

(defined by source-stage distance or source-object distance) and the detector (defined by 

source-detector distance) [41]. Fig. 5.1 shows an overview of this approach.  

 

Fig. 5.1. Overview of simulations for different magnifications. 

For each error source, the variation of sensitivities with these distances are studied, 

and the combinations that produce the highest sensitivities are identified. The geometric 

magnification established by such a combination is given by the ratio of the source-detector 

distance to the source-stage distance. The dimensions of the measurement volume are also 

established by this combination of distances. The position and orientation of the 

measurement line within this measurement volume that produces the highest distance and 

form error (and therefore, the highest sensitivity) is identified. Based on the results of 

simulation, a minimum set of measurement locations (defined by stage and detector 

positions) and a minimum set of test positions (defined by location and orientation of 

measurement lines within the measurement volume) are proposed.  
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5.2. SIMULATION SETUP AND MODELING 

All simulations in the present work are carried out using a simulated reference 

object consisting of 125 spheres evenly distributed into five horizontal planes, each 

containing one centrally located sphere, 16 spheres arranged in a circular pattern, and 8 

spheres arranged in a smaller circle of half the diameter of the outer circle, as shown in Fig. 

5.2. This is the same sphere arrangement described by Muralikrishnan et al [39]. It is to be 

noted that in Fig. 5.2, the source and detector positions are drawn to scale, but detector size 

is not. The world coordinate system used in this model has its center at the source, and has 

its axes directed as shown in Fig. 5.2. Detailed descriptions on establishing the coordinate 

system by defining each axis, are provided by Muralikrishnan et al [39]. While the previous 

studies considered the object to be of a single fixed size [39-40], here, the height and 

diameter of the overall cylindrical shape are functions of the source-stage and source-

detector distances. In other words, the simulated object is scaled for each combination of 

source-stage and source-detector distance combination so that 98% of the area of a 250 

mm x 250 mm detector gets filled. The purpose of such scaling is to obtain the largest 

possible magnitudes of distance errors for each combination of stage and detector positions. 

The sphere diameters are also scaled accordingly (ranging from 3.40 mm to 18.68 mm at 

the smallest and largest measurement volume respectively) while ensuring that their 

projected images still fit on the detector. 
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Fig. 5.2. Reference object containing 125 spheres chosen for simulation. 

The geometric error sources associated with the detector and stage are studied here. 

The detector errors include the three location errors along the three mutually perpendicular 

axes, and three angular positioning errors about the same axes. These are shown in Fig. 

5.3. The stage errors include a Z location error (along the axis connecting the source and 

rotation axis), and the error motions of the stage. These error motions, including encoder 

scale, axial, radial, and wobble errors, are all assumed to have harmonic components and 

therefore are represented as sine and cosine functions of the rotation stage indexing angle. 

This study includes harmonics of orders one through ten. These stage errors are shown in 

Fig. 5.4. Detailed descriptions of these error sources can be found in Ferrucci et al. [42-43] 

and Muralikrishnan et al [39-40]. 
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Fig. 5.3. Geometrical error sources associated with the detector. (a) Detector 
location error parallel to X axis. (b) Detector location error parallel to Y axis. (c) Detector 
location error along the Z axis. (d) Detector rotation error about an axis parallel to X axis. 

(e) Detector rotation error about an axis parallel to Y axis. (f) Detector rotation error 
about the Z axis 

 

 

Fig. 5.4. Geometrical error sources associated with the stage. (a) Error in the 
location of the rotation axis along Z. (b) Axial error motion. (c) Radial error motion 

components along X and Z. (d) The X component of the wobble error. (e) The Z 
component of the wobble error. (f) Error in the angular position of the stage. 

Positioning the detector in the world coordinate system is accomplished using an 

HTM for the transformation from the detector coordinate system to the world coordinate 

system. If the parameter set 𝑇 , 𝑇 , 𝑇 , 𝑅 , 𝑅 , 𝑅  represents the pose of the 
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detector, the HTM for the detector would then be composed of the following rotation and 

translation matrices. 

 

 

𝑇 = [𝑇 𝑇 𝑇 ] 

𝐻𝑇𝑀 =

𝑅 , 𝑅 ,

𝑅 , 𝑅 ,
    

𝑅 , 𝑇

𝑅 , 𝑇

𝑅 , 𝑅 ,

0 0
    

𝑅 , 𝑇

0 1

 

The nominal values for the parameter set would be [0 mm, 0 mm, −𝐷 mm, 0 rad, 

0 rad, 0 rad]. Detector errors are introduced by perturbing these values. For example, 

perturbing the first parameter 𝑇  by a constant 𝛿𝑇  would be equivalent to introducing 

detector X-location error (𝑒 ) of magnitude 𝛿𝑇 . 

Similarly, the table or rotation stage is positioned in the world coordinate system 

with an HTM built from a parameter set 𝑇 , 𝑇 , 𝑇 , 𝑅 , 𝑅 , 𝑅  with nominal values [0 

mm, 0 mm, −𝑑 mm, 0 rad, 0 rad, 0 rad]. This HTM represents the transformation from the 

table coordinate system to the world coordinate system and is built as shown below. 

 

 

𝑇 = [𝑇 𝑇 𝑇 ] 

𝑅 =
𝑐𝑜𝑠(𝑅 ) −𝑠𝑖𝑛(𝑅 ) 0

𝑠𝑖𝑛(𝑅 ) 𝑐𝑜𝑠(𝑅 ) 0
0 0 1

𝑐𝑜𝑠 𝑅 0 𝑠𝑖𝑛 𝑅

0 1 0
−𝑠𝑖𝑛 𝑅 0 𝑐𝑜𝑠 𝑅

1 0 0
0 𝑐𝑜𝑠(𝑅 ) −𝑠𝑖𝑛(𝑅 )

0 𝑠𝑖𝑛(𝑅 ) 𝑐𝑜𝑠(𝑅 )
 

𝑅 =
𝑐𝑜𝑠(𝑅 ) −𝑠𝑖𝑛(𝑅 ) 0

𝑠𝑖𝑛(𝑅 ) 𝑐𝑜𝑠(𝑅 ) 0
0 0 1

𝑐𝑜𝑠 𝑅 0 𝑠𝑖𝑛 𝑅

0 1 0
−𝑠𝑖𝑛 𝑅 0 𝑐𝑜𝑠 𝑅

1 0 0
0 𝑐𝑜𝑠(𝑅 ) −𝑠𝑖𝑛(𝑅 )

0 𝑠𝑖𝑛(𝑅 ) 𝑐𝑜𝑠(𝑅 )
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𝐻𝑇𝑀 =

𝑅 , 𝑅 ,

𝑅 , 𝑅 ,
    

𝑅 , 𝑇

𝑅 , 𝑇

𝑅 , 𝑅 ,

0 0
    

𝑅 , 𝑇

0 1

 

Perturbation to the parameters in the set 𝑇 , 𝑇 , 𝑇 , 𝑅 , 𝑅 , 𝑅  result in radial 

error in X (𝑒 , ), axial error (𝑒 ), radial error in Z (𝑒 , ), wobble in X (𝑒 , ), encoder scale 

error (𝑒 ), and wobble in Z (𝑒 , ) respectively. However, unlike the perturbations for 

detector errors, the perturbations here are not in the form of constants. Rather they are 

functions of the table indexing angle as previously discussed. For example, a perturbation 

𝛿𝑇  to the parameter 𝑇  is of the form a sin(nθ) and a sin(nθ) where a represents the 

amplitude or magnitude of the geometric error (in mm), n is the order of the harmonic, and 

θ is the table indexing angle. However, there is an exception in the case of the parameter 

𝑇 , where a constant perturbation is also possible, as opposed to the harmonic perturbation 

described here. When the perturbation to this parameter is constant, it results in Z-

positioning error of the rotation stage (𝑑 ). 

5.3. SIMULATION METHODOLOGY 

The single point ray tracing method introduced by Muralikrishnan et al. [39] is the 

simulation method adopted in this work. This method has been experimentally validated 

by, and also proven to be a faster and more practical alternative to the full X-ray CT 

tomographic reconstruction methods for the purposes of estimating the effects of geometric 

errors using sphere-based artifacts. In this single point ray tracing method, only the sphere 

centers are projected onto the detector as opposed to the more traditional radiograph-based 

reconstruction of the whole object. Since this is a purely geometrical approach based on 
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ray tracing and uses only the centers of the spheres, phenomena such as edge diffraction, 

scattering and source-related effects are not accounted for in this model. As the stage makes 

a full rotation, the image of the center of each sphere on the detector traces a locus. For 

example, Fig. 5.5 shows the locus generated for one sphere as an example. 

 

Fig. 5.5. Example of locus traced on the detector. 

 These loci obtained are used to reconstruct the location of each sphere through a 

least-squares-minimization based reverse-projection algorithm. Since each sphere 

produces a separate locus and only this locus is used to reconstruct that sphere location, 

overlapping spheres do not pose a problem here as they do in conventional tomographic or 

radiograph-based reconstruction methods. From the spheres thus reconstructed, the center-

to-center distances for each pair of the 125 sphere centers are determined. Circles 

consisting of 120 equally spaced points are constructed normal to each ray connecting the 

source and the detector, with their centers located on the previously identified least-squares 

centers. The points inside the resulting point cloud are truncated and only the outer points 

are used for form error calculation. Here, form error is determined by the range of radii, 

i.e., the difference between the maximum and minimum radius. 
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When a particular error source is analyzed, the assumed magnitude of the geometric 

error is used in the forward projection, for example, the actual yaw angle error of the 

detector is used to generate the simulated locus for each sphere. However, ideal geometry 

(or the absence of that geometric error, i.e., zero yaw in this example) is assumed for the 

reverse-projection or reconstruction algorithm. This discrepancy between actual and 

assumed geometry parameters represents the magnitude of simulated errors and results in 

sphere center-to-center distance errors and sphere form errors. In this way, the effect of all 

geometry errors associated with the detector and stage on the center-to-center distance 

errors and form errors of the spheres on the reference object are studied. Such simulations 

are done at several stage and detector positions throughout the working volume to study 

the effect of magnification. 

For each error source under consideration, the pair of spheres that produced the 

highest center-to-center distance error is identified for the combination of source-stage and 

source-detector distances selected by Muralikrishnan et al [39]. The line joining this pair 

of spheres constitutes the line of highest sensitivity, i.e. center-to-center distance error (in 

mm) per mm or degree of geometric error, and this is tracked across all stage and detector 

positions. Similarly, the sphere producing the highest form error is identified for one 

combination of source-stage and source-detector distances and tracked through all 

combinations of stage and detector positions. 

The source-stage distance (d) is varied from 200 mm to 1100 mm in steps of 100 

m. For each position of the stage, the source-detector distance (D) is varied from d+100 

mm to 1200 mm, in steps of 100 mm. 
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5.4. RESULTS AND DISCUSSION 

5.4.1. Sphere center-to-center distance errors 

For all of the error sources considered, the highest distance error sensitivity is 

observed to occur at one of two configurations. In the first configuration, the detector is 

positioned as close to the source as possible, and the stage is then positioned as close to the 

detector as possible. For the purposes of this paper, this configuration shall henceforth be 

referred to as the ‘near’ configuration. In the simulations conducted, this configuration 

corresponds to a source-stage distance (d) of 200 mm and a source-detector distance (D) 

of 300 mm. As an example, the highest sensitivity to detector displacement along the X 

direction (𝑒 ) occurs in the near configuration. This can be seen in the trend shown in Fig. 

5.6, where each curve in the plot represents the sensitivity for a fixed source-stage distance 

d, and various source-detector distances D.  Note that the sensitivities shown represent the 

ratio of the error (varying) in the distance between a pre-determined pair of spheres in the 

125-sphere object and a given error (constant) in the detector X position. 

 

 

 

 

 

 

Fig. 5.6. Distance error sensitivity to detector displacement in X. 
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The second configuration which tends to produce the highest distance sensitivity is 

where the stage is first positioned as far from the source as possible and the detector is then 

positioned as close to the stage as possible. This configuration shall be called ‘far’ 

configuration for simplicity. In this work, this configuration corresponds to d=1100 mm 

and D=1200 mm. In conventional XCT instruments, this far configuration usually 

corresponds to the largest possible measurement volume for a given instrument. An 

example of a case where the far configuration produces the largest distance error sensitivity 

is the second order cosine component of wobble in X axis (𝑒 , ), shown in Fig. 5.7. 

 

 

 

 

 

 

 

 

Fig. 5.7.  Distance error sensitivity to stage wobble in X. 

The magnification for a given XCT measurement setup is determined by the ratio 

of the source-detector distance to the source-stage distance. Consequently, for typical 

working volumes, it is possible to achieve the same magnification by various combinations 

of source-stage and source-detector distances. For example, in Fig. 5.6 and in Fig. 5.7, the 

highlighted points both have a magnification of 1.5 but the sensitivities in the 

corresponding cases are significantly different. Therefore, it is clear that even when the 
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source-stage and source-detector distances are increased proportionately, i.e., maintaining 

the same magnification , some combinations of stage and detector distances are more 

sensitive to, and therefore would more clearly reveal, certain error sources. 

Trends similar to those shown in Fig. 5.6 and Fig. 5.7 are observed for all error 

sources, with the highest sensitivity occurring at one of the two ends of the spectrum (near 

or far configuration). In both these configurations, the magnification is the lowest possible 

for a given stage position. Also, from the plots shown in Fig. 5.6 and Fig. 5.7, it is clear 

that, for any given stage position, i.e. for any one of the curves, the highest sensitivity is 

obtained by minimizing the magnification. This is found to be true of all error sources 

studied here. The configuration that captures the highest sensitivity for each error source is 

given in Table 5.1 and Table 5.2. The latter tabulates these configurations for the cosine 

components of the error motions of the stage, where N represents the order of the harmonic. 

The sine components of these errors are not shown here but exhibit similar trends. 

Table 5.1. Configuration capturing highest center-to-center distance error 
sensitivity for detector errors and Z location error of stage. 

Error source Configuration showing 
highest sensitivity 

𝑒  Near 

𝑒  Near 

𝑒  Near 

𝜃  Near 

𝜃  Near 

𝜃  Far 

𝑑  Near 
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Table 5.2. Configuration capturing highest center-to-center distance error sensitivity for 

stage error motions. 

Error 
source 

N=1 N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=10 

𝑒  Near Near Near Near NS NS NS NS NS NS 

𝑒 ,  Near Near Near Near Near NS NS NS NS NS 

𝑒 ,  Near Near Near Near Near NS NS NS NS NS 

𝑒 ,  Near Far Near Near Near Near NS NS NS NS 

𝑒 ,  Far NS NS NS NS NS NS NS NS NS 

𝑒  Near Far Near Near Near Near NS NS NS NS 

N: Order of harmonic 

NS: Not Significant – all configurations show similar sensitivity and negligible magnitude 

This work acknowledges that not all commercially available XCT systems have the 

benefit of being able to move the detector as freely as discussed here. In instances where 

the detector is fixed, the highest sensitivities possible for that case can be realized by simply 

moving the stage as close to the fixed detector as possible. This case is shown by the points 

corresponding to a single detector position, or a vertical line, in Fig. 5.6 and Fig. 5.7. 

Upon identifying the stage and detector positions that produce highest sensitivities, 

the position and orientation of the most sensitive line in the corresponding measurement 

volume was identified for each error source. The solid lines shown in Fig. 5.8 represent the 

lines that produced that highest distance error sensitivity for the six detector errors and the 

Z location error of the rotation axis. In cases where multiple lines are shown for a single 

error source, it indicates that all the lines shown are equivalent in capturing the highest 

sensitivity shown. The values of d and D at which this highest sensitivity is observed are 

also mentioned in each case. 
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Figs 5.9 through 5.12 show similar illustrations of sensitive lines for the error 

motions of the stage. These errors are represented by sine and cosine components of orders 

1 to 10. However, the magnitudes of sensitivities corresponding to the first four orders are 

found to be the most significant and are therefore shown here. Further, only the cosine 

components of the error sources are shown. The sensitive lines for the sine components are 

observed to have similar orientations but rotated by 90 degrees about the rotation axis. 

 

 

Fig. 5.8. Sensitive lines for detector errors and Z location error of rotation axis. 

 

 

 

Fig. 5.9. Sensitive lines for first order cosine components of stage error motions. 
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Fig. 5.10. Sensitive lines for second order cosine components of stage error motions. 

 

  

Fig. 5.11. Sensitive lines for third order cosine components of stage error motions. 

 

  

Fig. 5.12. Sensitive lines for fourth order cosine components of stage error motions. 

5.4.2. Sphere form errors 

For most of the error sources in this study, sensitivities for sphere form errors also 

show trends similar to those of center-to-center distance errors in that maximum sensitivity 

is found at the near and far configurations previously described. Examples of these cases 

are shown in Fig. 5.13 and Fig. 5.14. The trends in form error sensitivity for detector Y 

displacement error (𝑒 ) are shown in Fig. 5.13. Clearly, the largest sensitivity occurs at the 

near configuration. Fig. 5.14 shows the form error sensitivity to detector rotation error 
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about the Z axis (𝑒 ). Here, the largest sensitivity occurs at the far configuration. In some 

cases, the peak sensitivity occurs at other configurations in the working volume. However, 

in these rare cases, the sensitivity differs very little across the different configurations. 

 

 

Fig. 5.13. Form error sensitivity to detector Y location error. 

 

Fig. 5.14. Form error sensitivity to detector Z rotation error. 
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Table 5.3 and Table 5.4 show the configurations that capture the highest form error 

sensitivities for each of the error sources. Table 5.4 contains the configurations that best 

capture the cosine components of the error motions of the stage, where N denotes the order 

of the harmonic. The sine components of these errors are not reported here but exhibit 

similar trends. 

Table 5.3. Configuration capturing highest form error sensitivity for detector 
errors and Z location error of stage. 

Error source Configuration showing 
highest sensitivity 

𝑒  Far 

𝑒  Near 

𝑒  Near 

𝜃  NS 

𝜃  Near 

𝜃  Far 

𝑑  NS 

NS: Not Significant – all configurations show similar sensitivity and negligible magnitude 

Table 5.4. Configuration capturing highest form error sensitivity for stage error motions. 

Error 
source 

N=1 N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=10 

𝑒  Near Far Near Far Other Far Other Far Far Far 

𝑒 ,  Near Near Far Near Near Near Far Other Far Other 

𝑒 ,  Near Near Near Near Near Near Near Near Near Near 

𝑒 ,  Far Far Far Far Far Far Far Far Far Far 

𝑒 ,  Far Far Far Far Far Far Far Far Far Far 

𝑒  Far Far Far Far Far Far Far Far Far Far 

N: Order of harmonic 
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For all error sources, the locations of the spheres that produce the highest form error 

are observed to occur at one of the following three cases: 

1.  Spheres with highest form error are those that are radially the furthest from the 

axis of rotation, i.e., independent of their height in the measurement volume. 

2.  Spheres with the highest form error are those that are radially furthest from the 

axis of rotation as well as furthest from the Y=0 plane (the horizontal plane located at the 

middle of the measuring volume). 

3.  Sphere form errors are negligible for all spheres. 

5.5. PROPOSED RECOMMENDATIONS 

This section describes attempts to condense the results obtained above and 

encapsulate them into a set of minimum recommended measurement lines and sphere 

locations that can capture highest possible sphere center-to-center distance error and form 

error sensitivities for all the geometric errors to a satisfactory degree. 

A direct objective of this work was to contribute to the ISO standards by working 

out a compromise between number and type of artifacts, number of scans and number of 

measurement lines. Prior to this work, the ISO document appeared artifact specific. It did 

not describe abstract test positions and gave manufacturers what might be considered by 

some as too much freedom in selecting test positions. Preference was given to the sphere 

forest artifact or similar structure [44], which consisted of an array of spheres mounted on 

a plate. Fig. 5.15 shows an example of a sphere forest. One of the immediately obvious 

issues of a sphere forest is that though it is theoretically three dimensional, it does not truly 
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take advantage of this 3D property, i.e., it has a very small aspect ratio and therefore cannot 

be used to test along the long body diagonal of the measuring volume, or full vertical lines. 

This work identifies core lines required to capture all geometric errors, makes evaluations 

as to whether the sphere forest is indeed sufficient, and where this is not the case, makes 

recommendations on ways to realize the core measurement lines by supplementing the 

sphere forest with additional artifacts. 

 

Fig. 5.15. Photograph of a typical sphere forest. 

For the purposes of this work, a fixed position of the stage and detector were 

chosen, with the stage positioned at 900 mm from the source, and the detector at 1000 mm 

from the source since this represented a common scenario among most commercially 

available XCT instruments. The 125-sphere artifact with these stage and detector positions 

was used as the reference. Based on simulation of several what-if situations in trying to 

minimize the number of measurement lines, the lines shown in Fig. 5.16 (a) were found to 

be the core minimum set that could sufficiently capture all geometric errors discussed here. 

It is to be noted that these recommendations are formulated with the current state of the 

ISO document (favoring the sphere forest) in mind. For example, ease of taking advantage 
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of the sphere forest is the only reason why the face diagonals in Fig. 5.16 (a) are shown at 

the bottom plane and not on the top (though they are equivalent), and why the spheres in 

Fig. 5.16 (b) are shown on the bottom only and not the top. 

     
(a)                                       (b) 

Fig. 5.16. Core minimum set of (a) measurement lines and (b) sphere locations. 

 From Fig. 5.16 (a) and (b), it can be seen that almost all the measurement lines and 

spheres can be realized with a sphere forest placed at the bottom of the measuring volume, 

with the exception of the two body diagonals and two verticals shown in Fig. 5.16 (a). 

These four lines can be realized using a set of ball bars supplementing the measurement of 

the sphere forest. It is not necessary that they must be measured at the same time as the 

sphere forest, or that the ball bar measurements be registered with the spheres on the sphere 

forest as shown.  

5.6. OUTCOMES 

This work has reported, by means of simulation results, the positions of stage and 

detector that can result in highest center-to-center distance error and sphere form error 

sensitivities for all geometric errors associated with the stage and detector in a given XCT 

instrument and identified the measurement lines and spheres within the corresponding 

measurement volume that produce these highest distance errors and form errors 
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respectively. Further, these results have been condensed to provide a core set of minimum 

recommended lines and spheres that can capture all these errors to a satisfactory degree. 

Examples of artifact combinations that can be used to realize these measurement lines have 

also been provided. 
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CHAPTER 6: ERROR ANALYSIS: STEREO-VISION PHOTOGRAMMETRY 

 

 

6.1. INTRODUCTION 

The use of vision systems in dimensional metrology has long been popular, owing 

to the distinct advantages it offers over other optical/ non-contact measurement systems. 

As early as the 1980s, the aircraft and aerospace manufacturing industries began to witness 

the implementation of photogrammetry for inspecting assemblies, tooling fixtures, etc. [4]. 

Some of the advantages offered by this technology include the ability to acquire large and 

dense point clouds in very short cycle times, the ability to easily calibrate with relatively 

inexpensive equipment, and the lack of a need for an optical cooperative target (such as a 

retroreflector), although active/ passive targets can be used to improve accuracy. 

A crucial component that enables widespread implementation of any measurement 

technology, including Photogrammetry, is Standardization, or the development of 

standardized test procedures to evaluate the performance of such technologies. It is 

imperative for such standard test procedures to be sensitive to all or almost all known error 

sources associated with the measurement process. The VDI/VDE 2634-1 [45] is one such 

widely accepted standard that describes test procedures for performance evaluation of 

optical 3D measurement systems with point-to-point probing. It provides guidelines on test 

positions and places some restrictions on the length of the longest test length to be used 

and the orientations of the test lengths. However, it recommends only seven measurement 

lines, and these appear to be arbitrary since no reasoning is provided, and no references are 

made to capturing the various possible errors.  
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The work described in this chapter attempts to investigate this issue by developing 

stereo-vision photogrammetric systems consisting of two cameras. Simulations are done 

using a 3D grid of points representing the working volume. For each error source accounted 

for in the pin-hole camera model [46], the most sensitive line, or the line producing the 

highest point-to-point distance error is identified. These lines are compared to the seven 

lines described in the VDI/VDE standards in terms of efficiency in capturing all errors 

described here. These results are experimentally validated by two contrasting setups. 

6.2. EXPERIMENTAL SETUP 

The experimental setup consists of two identical cameras positioned at 

approximately at same height and at an angle (about a vertical axis) toward each other such 

that the angle subtended by the line joining the centers of the two cameras at a point on a 

desired target, is approximately 30 degrees. This angle, commonly called the apex angle, 

is illustrated in Fig. 6.1 and is an important determiner of the dimensions of the 

measurement volume as well as the accuracy of depth perception. Crombrugge at al. have 

proposed a calibration methodology where such overlap in the fields of view of the cameras 

is not required and therefore there will not be an apex angle [47]. 

 

Fig. 6.1. Top view of camera setup showing apex angle. 
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Two independent systems A and B are used for the purpose of studying the 

influence of setup variations. In the case of system A, a set of two identical high-quality 

cameras are used, while a pair of economical webcams are used in system B. In both cases, 

the cameras are setup on the table of a commercially available CMM. Fig. 6.2 shows the 

setup of the two cameras used in system A. System B uses a similar setup. The dimensions 

of the measuring volume in each case is determined by the relative positioning between the 

two cameras, the field of view of each camera, focal lengths, etc. The measuring volumes 

for system A and B are 550 x 350 x 250 mm3 and 900 x 600 x 300 mm3 respectively. 

 

Fig. 6.2. Experimental setup for system A. 

Once the measuring volume is determined, a checkerboard is positioned at all the 

corners of the measurement volume, and the focal lengths of the cameras are adjusted such 

that the checkerboard is clear and in focus at all extremes in the measurement volume. 

6.3. MODEL DESCRIPTION 

The work described here adopts the pinhole camera model [46] used by a Camera 

Calibrator application available in the Image Processing and Computer Vision toolbox in 
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MATLAB. In this model, the following ten parameters or error sources are taken into 

account for each camera. 

• Focal lengths 𝐹  and 𝐹  

• Pixel coordinates of principal point 𝑢  and 𝑣  

• Skew factor 𝑆 

• Radial Distortion coefficients 𝜅 , 𝜅 , and 𝜅  

• Tangential Distortion coefficients 𝑡  and 𝑡  

In addition to these parameters, the model includes six parameters representing 

inter-camera geometry, namely three translations along the X, Y, and Z axes, and three 

rotations about the same, 𝑇  , 𝑇  , 𝑇  , 𝑅  , 𝑅  , and 𝑅 . Hence, a total of 26 parameters are 

included in this model.  

In the pinhole model, each camera is represented by 4x3 camera matrix 𝑃 built from 

an extrinsic matrix (which in turn is composed of a rotation matrix 𝑅 and a translation 

vector 𝑇) and an intrinsic matrix 𝐾 as follows. 

𝑃 =
𝑅
𝑇

𝐾 

The camera matrix  𝑃 allows transforming a point from the world coordinate system 

(or object coordinate system) represented as [𝑋  , 𝑌  , 𝑍 ] to a point in the image plane 

represented as [𝑋  , 𝑌  , 1]. 

𝑊 [𝑋  , 𝑌  , 1] = [𝑋  , 𝑌  , 𝑍 ]𝑃    
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Where 𝑊 is a weight or scale factor, which is simply a factor that normalizes the 

image plane coordinates. In other words, the right hand side of the above equation results 

in a 1x3 vector where the third element is not equal to one, and 𝑊 is the factor needed to 

make this last coordinate equal to one. Physically, this is because the image plane is two-

dimensional and has no third coordinate. 

The extrinsic matrix 𝑅
𝑇

 represents the rigid transformation to the camera 

coordinate system. The intrinsic matrix 𝐾 for a camera represents the transformation from 

the camera coordinate system to the image plane. Since this maps a point in a 3D coordinate 

system to a 2D coordinate system, this is a projective transformation as opposed to a rigid 

transformation. These relationships are shown in Fig. 6.3. 

 

Fig. 6.3. Intrinsic and Extrinsic matrix transformations. 

The intrinsic matrix for a given camera is defined as follows: 

𝐾 =

𝐹 0 0
𝑆 𝐹 0

𝑢 𝑣 1
 

The extrinsic matrix is a 4x3 matrix given by 

𝐸𝑥𝑡𝑟𝑖𝑛𝑠𝑖𝑐𝑠 =
𝑅
𝑇
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where R and T are defined as follows: 

 

 

𝑇 = [𝑇 𝑇 𝑇 ] 

In this model, the extrinsic matrix for the second camera (or right camera) conforms 

to the definition above but is simplified for the first camera (or left camera) as the object/ 

world coordinate system is assumed to be coincident with the camera 1 coordinate system. 

As a result, the extrinsic matrix for the first camera becomes 

𝐸𝑥𝑡𝑟𝑖𝑛𝑠𝑖𝑐𝑠 =

1 0 0
0 1 0
0 0 1
0 0 0

 

 This allows the model to be simplified and is the reason why the number of 

independent parameters is 26 as described above, as opposed to 32. 

Although the pinhole model, by itself, does not account for lens distortion [48] 

since an ideal pinhole camera does not have a lens. However, to accurately represent a 

real-world camera, this model includes radial and tangential distortion. Examples of 

radial distortion are shown in Fig. 6.4.  

 

Fig. 6.4. Radial distortion examples. 

𝑅 =
𝑐𝑜𝑠(𝑅 ) −𝑠𝑖𝑛(𝑅 ) 0

𝑠𝑖𝑛(𝑅 ) 𝑐𝑜𝑠(𝑅 ) 0
0 0 1

𝑐𝑜𝑠 𝑅 0 𝑠𝑖𝑛 𝑅

0 1 0
−𝑠𝑖𝑛 𝑅 0 𝑐𝑜𝑠 𝑅

1 0 0
0 𝑐𝑜𝑠(𝑅 ) −𝑠𝑖𝑛(𝑅 )

0 𝑠𝑖𝑛(𝑅 ) 𝑐𝑜𝑠(𝑅 )
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Radial distortion occurs because light rays further away from the center of the lens 

experience more bending. As seen in Fig. 6.4, the degree of radial distortion at a given 

pixel of the image is dependent on the radial distance 𝑟 of the pixel from the optic axis. 

The radially distorted image points (𝑥 , 𝑦 ) are obtained from the undistorted points 

(𝑥 , 𝑦 ) using the radial distortion coefficients 𝜅 , 𝜅 , and 𝜅  as follows. 

𝑥 = 𝑥 (1 + 𝜅 𝑟 + 𝜅 𝑟 + 𝜅 𝑟 ) 

𝑦 = 𝑦 (1 + 𝜅 𝑟 + 𝜅 𝑟 + 𝜅 𝑟 ) 

where   𝑟 = 𝑥 + 𝑦  

It is to be noted that 𝑥  and 𝑦  are in normalized image coordinates. These are 

obtained from pixel coordinates by first translating to the optical center and then dividing 

by the focal length in pixels. Therefore, 𝑥  and 𝑦  are dimensionless. 

Tangential distortion occurs due to misalignment (or non-parallelism) between the 

camera sensor (which defines the image plane) and the lens as shown in Fig. 6.5. 

 

Fig. 6.5. Tangential distortion. 
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The tangentially distorted image points (𝑥 , 𝑦 ) are obtained from the undistorted 

points (𝑥 , 𝑦 ) using the tangential distortion coefficients 𝑡  and 𝑡  as follows. 

𝑥 = 𝑥 + [2𝑡 𝑥 𝑦 + 𝑡 (𝑟 + 2𝑥 )] 

𝑦 = 𝑦 + [𝑡 (𝑟 + 2𝑦 ) + 2𝑡 𝑥 𝑦 ] 

 In this way, both radial and tangential distortions are applied after the undistorted 

points on the image plane are obtained using the camera matrices 𝑃  and 𝑃  for the two 

cameras. 

More detail analyses on applying and compensating for radial and tangential 

distortions have been done by Heikkila et al [48]. Fish-eye lenses on the other hand produce 

extreme distortions that do not lend themselves to be easily accommodated by pinhole 

models. Distortions in fish-eye lenses have been studied extensively by Shah et al [49-51]. 

6.4. CALIBRATION 

The calibration method adopted here is the Zhang method [52-53], a widely used 

calibration method in computer vision applications. In this method, a checkerboard of 

unequal number of squares along the length and width is placed in several positions and 

orientations within the measurement volume. These positions are distributed such that they 

cover most of the measurement volume and include a wide variety of angular positions of 

the checkerboard. Such a variety of angular positions is essential to ensure accuracy in 

depth perception. Fig. 6.6 shows one such position of the checkerboard.   
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Fig. 6.6. Checkerboard used for calibration. 

In this work, at least 20 pairs of images (from right and left camera), or 20 different 

poses (positions and orientations) of the checkerboard are used for any calibration. 

Estimates are made for the poses of the checkerboard [54], and these are iteratively used 

to arrive at an optimal set of the 26 model parameters described above. Fig. 6.7 shows a 

pictorial representation of this process.  

 

Fig. 6.7. Example of checkerboard poses used for calibration. 

At the end of the calibration process, optimal estimates of the 26 parameters are 

obtained. For the two systems A and B used, these estimates are shown in Table 6.1. 
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Table 6.1. Estimated model parameters for systems A and B. 

Parameter Nominal value estimated 
from calibration 

System A System B 

𝐹  (pixels) 4975.34 497.33 
𝐹  (pixels) 4971.96 496.72 
𝑢  (pixels) 1535.52 329.58 
𝑣  (pixels) 1058.32 218.46 

𝑆  0.20 0.10 
𝑘  -0.14 0.193 
𝑘  0.33 -0.482 
𝑘  -1.21 0.178 
𝑡  9.5e-5 1.3e-4 
𝑡  1.8e-4 5.6e-4 

𝐹  (pixels) 4968.40 499.86 
𝐹  (pixels) 4964.82 499.59 
𝑢  (pixels) 1572.99 334.30 
𝑣  (pixels) 1106.87 236.03 

𝑆  0.16 0.99 
𝑘  -0.13 0.172 
𝑘  0.31 -0.464 
𝑘  -1.34 0.305 
𝑡  -4.1e-4 4.0e-3 
𝑡  4.2e-4 -3.2e-3 

𝑇  (mm) -554.53 -407.77 
𝑇  (mm) 14.38 9.40 
𝑇  (mm) 167.60 74.24 
𝑅  (rad) -0.02 -0.01 
𝑅  (rad) -0.47 -0.41 
𝑅  (rad) -0.01 0.05 

 



88 
 

6.5. SIMULATION 

A grid of points representing the measurement volume is chosen. The distances 

between every pair of points is determined and these are used as reference lengths. For 

each of the 26 error sources, a perturbation, or an assumed magnitude of error is introduced 

in the parameter set. This perturbed set of parameters is used to project the 3D points to the 

image planes of the two cameras, where they become 2D points represented by pixel 

locations. This includes applying distortion using the radial and tangential distortion 

coefficients. Subsequently, the matching pixels in the images from the two cameras (the 

pixels that are the projections of the same point in the real world) are triangulated, or re-

projected into the real world, thereby estimating its reprojected coordinates. These 

coordinates would differ from the initial coordinates due to the perturbation in one 

parameter that occurred while projecting into the cameras but did not occur during 

reprojection. In other words, the disparity between the actual parameter used in obtaining 

the image, and the assumed nominal parameter used in reprojecting the point creates an 

error in the coordinate of the reprojected point. In this way, all the points are reprojected, 

and the new distances between every pair of points are determined. 

It is to be noted that each error source is treated independently, i.e., when one error 

is introduced (or a parameter in the model is perturbed), errors due to other sources are 

assumed to be absent. Therefore, a new set of point-to-point distances are generated for 

each error source under consideration. In each case, the point-to-point distance errors are 

determined using the reference lengths. The pair of points that produce the highest point-

to-point distance error is identified for each error source. In this way, a set of 26 lines of 

highest point-to-point distance errors, or the most sensitive lines are obtained. Due to the 
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variations in the setup of the two systems A and B, these 26 lines are slightly different in 

each case. Fig. 6.8 (a) shows the most sensitive lines for system A, and Fig. 6.8 (b) shows 

seven lines that approximate the VDI/VDE lines. Fig. 6.9 (a) and (b) show these lines in 

system B. Though these are slightly different, these are similar in orientations from the 

point of view of the cameras. In system A, the optic axes of the cameras are approximately 

parallel to the XY (horizontal) plane in the world coordinate system. But in system B, the 

cameras are tilted slightly upwards.  

 

(a)                                                          (b) 

Fig. 6.8. Measurement lines for system A (a) Most sensitive lines (b) VDI/VDE lines. 

 

  

(a)                                                         (b) 

Fig. 6.9. Measurement lines for system B (a) Most sensitive lines (b) VDI/VDE lines. 

 

Tables 6.2 and 6.3 show the distance errors in systems A and B observed along the 

26 most sensitive lines compared to those observed along the 7 VDI/VDE lines. 
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Table 6.2. Maximum simulated distance errors- System A.  

Error 
source 

Max distance error (mm) Max distance error per unit length 
(mm/m) 

26 Sensitive 
lines 

7 VDI/VDE 
lines 

% lost 26 Sensitive 
lines 

7 VDI/VDE 
lines 

% lost 

𝐹  0.20 0.19 6 0.31 0.27 12 

𝐹  0.03 0.03 2 0.10 0.10 0 

𝑢  0.39 0.36 9 0.56 0.89 -59 

𝑣  0.03 0.01 54 0.07 0.04 44 

𝑆  0.04 0.03 21 0.10 0.08 13 

𝑘  2e-3 1e-3 42 0.01 0.01 1 

𝑘  0.01 2e-3 57 0.01 0.01 49 

𝑘  0.21 0.09 58 0.32 0.24 24 

𝑡  0.03 0.03 2 0.10 0.10 0 

𝑡  0.42 0.42 0 0.60 0.83 -39 

𝐹  0.04 0.03 26 0.09 0.08 6 

𝐹  0.04 0.02 53 0.09 0.08 15 

𝑢  3e-3 1e-3 56 0.01 5e-3 22 

𝑣  0.01 3e-3 58 0.02 0.01 47 

𝑆  1.31 1.31 0 1.88 1.88 0 

𝑘  0.06 0.03 41 0.08 0.08 -2 

𝑘  0.78 0.35 55 1.26 0.96 23 

𝑘  0.37 0.10 73 0.86 0.38 56 

𝑡  3.44 3.12 9 4.93 7.47 -52 

𝑡  0.84 0.57 32 1.94 1.65 15 

𝑇  0.07 0.06 10 0.11 0.11 -2 

𝑇  0.01 0.01 12 0.02 0.02 8 

𝑇  6e-4 6e-4 4 1e-3 1e-3 3 

𝑅  0.08 0.03 65 0.12 0.08 35 

𝑅  0.01 1e-3 68 0.01 0.01 36 

𝑅  5e-4 1e-4 71 7e-4 4e-4 37 
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Table 6.3. Maximum simulated distance errors- System B.  

Error 
source 

Max distance error (mm) Max distance error per unit length 
(mm/m) 

26 Sensitive 
lines 

7 VDI/VDE 
lines 

% lost 26 Sensitive 
lines 

7 VDI/VDE 
lines 

% lost 

𝐹  4.51 4.32 4 4.65 3.85 17 

𝐹  0.39 0.29 24 0.58 0.98 -69 

𝑢  9.10 7.50 18 8.72 11.12 -28 

𝑣  0.37 0.26 30 1.03 0.87 16 

𝑆  0.83 0.41 51 1.30 1.21 8 

𝑘  0.01 0.01 31 0.02 0.02 3 

𝑘  0.02 0.01 40 0.03 0.02 21 

𝑘  4.60 1.87 59 4.74 3.12 34 

𝑡  0.39 0.27 32 0.59 0.89 -53 

𝑡  9.10 9.10 0 8.11 9.27 -14 

𝐹  0.32 0.23 27 0.88 0.56 37 

𝐹  0.81 0.41 49 1.26 1.37 -9 

𝑢  0.01 4e-3 58 0.02 0.01 47 

𝑣  0.02 0.01 69 0.03 0.02 47 

𝑆  2.86 2.86 0 2.55 2.55 0 

𝑘  0.10 0.06 37 0.09 0.09 1 

𝑘  1.78 0.56 68 1.83 1.13 38 

𝑘  0.76 0.58 24 1.19 1.93 -62 

𝑡  8.47 7.54 11 7.54 9.47 -26 

𝑡  1.82 0.84 54 2.75 2.46 10 

𝑇  0.34 0.33 3 0.81 0.57 30 

𝑇  0.11 0.06 46 0.27 0.21 23 

𝑇  0.04 0.02 42 0.09 0.07 17 

𝑅  0.37 0.06 84 0.86 0.20 77 

𝑅  0.13 0.05 64 0.30 0.08 75 

𝑅  0.04 0.02 47 0.12 0.04 68 
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While some of the distance errors shown in Tables 6.2 and 6.3 could be deemed 

negligible in magnitude, it is to be noted that these distance errors arise from arbitrarily 

chosen perturbation values for each of the parameters. These arbitrary magnitudes may not 

be realistic in the real-world commercial systems. Some of these errors may tend to have 

much smaller or larger magnitudes than assumed here. Therefore, the quantity that 

becomes of more significance is the percentage of the distance errors lost when only the 7 

VDI/VDE lines are used compared to when the set of 26 most sensitive lines are used. 

Hence, these ratios are also shown alongside the magnitudes in Tables 6.2 and 6.3.  

Many commercial photogrammetry/ vision systems specify their MPE as constant 

values. However, some systems specify their MPE as a sum of a constant term and a length-

dependent term, of the form A+BL, where A and B are constants and L is the measurement 

length over which the MPE is claimed to hold. Thus, the distance error per unit length also 

becomes important, especially when MPEs are often fixed by the results of such point-to-

point length measurement tests. The right half of Tables 6.2 and 6.3 show the distance 

errors per unit length obtained when the most sensitive lines and VDI/VDE lines are used, 

and shows the percentages lost for these cases.  

From the tables, it is clear that for both systems A and B, there are very few cases 

where the percentage loss in distance errors is less than 10%. To a large extent, this is also 

true for distance errors per unit length. However, it is noteworthy that the number of low-

loss cases is slightly larger in case of distance errors per unit length. This hints that it may 

be okay to use fewer lines if the length dependence is taken into account in the performance 

test. Also, in rare cases, the percentage loss is found to be negative. This indicates that for 
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some error sources, the VDI/VDE lines in fact capture more error per unit length than the 

lines of highest sensitivity identified here.  

6.6. EXPERIMENTAL VALIDATION 

To experimentally validate the simulation results, a small, printed checkerboard is 

glued onto the ram of the CMM. This is shown in Fig. 6.10. The ram is then moved to 

different known positions forming a grid of points. The CMM-reported point-to-point 

distances within this grid are used as the reference lengths.  

 

Fig. 6.10. Measurement of grid of points on CMM. 

At each ram position, the centroid of the checkerboard is measured by the camera 

system. This is similar to the work done by Hernández et al. [55], with the difference being 

that a checkerboard was used instead of a light pen. In this way, a measured grid of points 

is obtained and the point-to-point distance errors for every pair of points is determined by 

comparing to the reference lengths. For systems A and B, the observed distance errors 
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along the lines of highest sensitivity identified from the simulation work and along lines 

that approximate the VDI/VDE lines are shown in Table 6.4. 

Table 6.4. Maximum experimental distance errors- Systems A and B.  

System Max distance error (mm) Max distance error per unit length 
(mm/m) 

26 Sensitive 
lines 

7 VDI/VDE 
lines 

Ratio 26 Sensitive 
lines 

7 VDI/VDE 
lines 

Ratio 

A 0.48 0.40 17 0.74 0.57 23 

B 6.04 4.90 19 14.24 12.61 11 

 

Unlike the simulation results, here the magnitudes of the distance errors are realistic 

since they represent real world systems, and therefore bear more significance than the 

percentages lost. From Table 6.4, it can be seen that the percentages lost when only the 

VDI/VDE lines are used may not appear too significant. However, there is appreciable 

difference in magnitudes for the distance errors obtained depending on which lines are 

chosen, especially in case of system B, where errors tend to be magnified due to nature of 

setup. This indicates that it is important to measure along sensitive lines, as these are better 

capable of bringing out the highest errors that could occur in a given measurement volume. 

6.7. OUTCOMES 

In this work, simulation studies have been done to identify the most sensitive lines, 

and these have been experimentally shown, by means of two contrasting setups, to produce 

larger distance errors compared to the lines recommended by the VDI/VDE standards. The 

lines currently in the standard may therefore not always be sufficient in capturing highest 

sensitivities to all known error sources.  
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CHAPTER 7: CONCLUSIONS AND FUTURE WORK 

 

 

 In this dissertation, various individual case studies were conducted with the goal of 

contributing towards the advancement in discrete part coordinate metrology. In the case of 

data processing, a custom CMS that creates a point cloud by scanning the surface of a part 

as it rotates was investigated and a deterministic calibration procedure was developed. Such 

a procedure was demonstrated to produce traceable results, and its performance was 

verified by measurement of test parts. Further, machine learning approaches were also 

explored for a two-dimensional simplification of the same problem statement, and 

preliminary results were presented. Possible future work in this area includes extension to 

3D, improvements in the interpolation algorithms used after the nearest neighbors are 

found, and development of methods to reduce the large runtime involved in training the 

system.   

 A data modeling system capable of supporting complex parts as well as new/ non-

traditional measurement technologies, namely the QIF system was studied and an 

application software was developed to promote its adoption into industry. The beta version 

developed allows users to catalog their measurement resources in the standardized QIF 

format. Future work in this regard could include improvements in the app security 

protocols, graphical user interface, and the inclusion of support for languages other than 

C#. Some shortcomings of the standard itself have also been identified, and work could be 

done to overcome these limitations including support for ranges of values, uncertainty 

modeling, etc. 
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 Finally, error analysis was done for two CMS namely XCT and Stereo vision 

photogrammetric systems by characterizing several known error sources for each of the 

systems. In the case of XCT, a series of simulations were performed, and recommendations 

were made on ways to capture the highest possible sensitivities for sphere center-to-center 

distance error and sphere form error. A minimum core set of 9 measurement lines were 

identified. Contributions were made in ASME and ISO on test positions in XCT 

performance evaluation standards. Future work would involve experimental validation by 

means of a multi-sphere artifact pf various sizes placed in various locations of an 

uncompensated XCT instrument to verify claims made here on locations of maximum 

sensitivities. 

 In the case of Stereo vision photogrammetry, a similar sensitivity analysis was 

performed to identify the most sensitive measurement lines for each error source. 

Subsequently, the performance of these lines in capturing all error sources was compared 

with the lines recommended in the existing VDI/VDE standards. These simulations were 

experimentally validated, and it has been demonstrated that the VDI/VDE lines are not 

always sufficient in capturing highest distance error sensitivities. To a large extent, this 

was also found to be applicable for distance errors per unit length. Recommendations can 

be made in future on a minimum set of measurement lines that can capture all known error 

sources to a satisfactory degree, so as to propose a viable alternative to the lines currently 

in the VDI/VDE standards. 
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