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ABSTRACT 

 

FARZAD AZIMI. Characterization of Geometric Surface Features Using Statistically Based 

Analytical Tools. (Under the direction of Dr. BRIGID MULLANY) 

 

The nature and quality of a surface’s topography can play an important role in a part’s 

performance and expected longevity. The complexity of a surface topography means that while 

commonly used ISO 25178-2 height based statistical metrics are capable of quantifying periodicity 

and directionality, they are unable to completely describe geometric isolated surface features, i.e. 

unwanted processing defects. The same standard does outline other metrics capable to describing 

geometric features, but these require more processing and user input. This dissertation presents a 

novel approach for quantifying both surface characteristics and features by calculating simple 

statistical height data metrics as a surface is rotated about its center and then graphing them in a 

polar plot format.  

Key polar plots metrics such as minimum and maximum radius, number of lobes and 

difference between their angular locations, etc. can be used to quantify surface isotropy, surface 

directionality, and surface periodicity. Uniquely, analysis of the polar plots can also provide 

estimates of the number and geometric sizes of isolated circular and linear geometric surface 

features. The capabilities and limitations of the approach are outlined, and discussed with respect 

to actual surfaces topographies. The simplicity, and potential speed of the method addresses the 

ever-present industrial need for fast, robust methods of surface characterization.  
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 CHAPTER 1: INTRODUCTION 

Surface topography greatly affects the performance and functionality, expected life span, and 

perceived value of a component. The economic advantage achieved by having surfaces with the 

desired quality, and within the design specifications is one of the main factors motivating studying 

and developing methods that are capable of characterizing surface topography, and are also able to 

detect and quantify surface imperfections. Early surface assessment methods were to rub a 

fingernail across the surface and visual inspection. With the progress in technology, the first 

approach was implemented as mechanical stylus measurement techniques and the later by optical 

methods. At the same time, qualitative subjective assessments were replaced by 1D and 3D 

quantitative metrics developed by researchers in academia and industrial world, and later on 

organized in international standards. Due to the complex nature of surface topography, popular 

height based scalar descriptors are not able to completely describe surface characteristics. This 

issue furthermore shows itself when the desired task is to detect and quantify surface features, such 

as circular digs or straight scratches. This matter drives the need for visual inspection of the 

components in some industries in order to detect defects and check if they are within the design 

specifications or not. Visual inspection was initially all manual where a human inspector performs 

the inspection process, this method is still in use especially in sensitive applications such as optics 

industry. However, the drawbacks of manual inspection such as being slow and subjective 

incentivized  researchers to begin developing automatic visual inspection techniques based on 

computer vision and image processing techniques. 

This work presents a new statistically based approach for analyzing surface topography, and 

obtaining insights on surface characteristics, as well as single and multiple circular and linear 

surface features, and it was motivated by the prevalence of fast and cheap computing capability in 

today’s computers that was not available when first surface descriptors were developed. In this 

work a processed surface, i.e. form and waviness removed from the surface height map, is 
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considered as a set of constituent line profiles. A statistical parameter of choice such as Ra, Rq, etc. 

is calculated for each one of the profiles, and the resulting distribution is quantified with different 

orders of moment of data, i.e. standard deviation, skewness, and kurtosis. The surface is then rotated 

around its center creating another set of profiles, and the process is repeated until a 180° rotation is 

complete.  

Results are presented graphically in a polar plot format and are capable of identifying and 

characterizing surface characteristics such as isotropy, directionality, and periodicity, also isolating 

and characterizing single and multiple surface features such as straight scratches and circular digs. 

This method complements the current statistical parameters defined in ISO 25178-2, and is highly 

capable of being implemented in automatic inspection and quality control systems. 

In chapter two a survey of the importance of the study of surface topography in dimensional 

metrology is done, development of metrology instruments from simple 2D profilometers to 3D 

optical measurement instruments will be discussed, the progress of surface texture parameters from 

2D metrics to 3D ones will be then talked about. The importance of surface imperfections on the 

performance and functionality of the samples will be emphasized, and the study of several methods 

of defect detection and characterization will be presented.  

In chapter three the fundamentals of generating the polar plots will be detailed, rotational 

algorithms will be described and the differences between the discrete environment of the computer 

systems versus the continuous  nature of the analytical aspect of the method will be discussed. Items 

affecting the behavior of the polar plots will be identified, and briefly explained. For instance, 

Figure 1-1(a) shows a surface with multiple circular and linear features, and Figure 1-1(b) depicts 

its σµh polar plot. From this polar plot it is possible to identify the different types of features on the 

surface as well as each one’s quantity. 
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Figure 1-1: A thresholded surface with three negative circular, and two linear features, b) its σµh 

polar plot. 

Chapter four of this dissertation focuses on the characterization of surface texture, and details 

the effect of surface roughness, surface directionality, and surface periodicity on the polar plots. 

The method for identifying the specific nature of a periodic structure will be introduced and the 

result of the wavelength calculation with this method will be compared with the power spectral 

analysis, PSD. Each of the above mentioned capabilities will be tested and verified on real surfaces, 

and the difference between the model and the real sample will be explained.  

In chapter five the effect of an isolated feature, i.e. single circular and single linear feature, on 

polar plots will be explained. The skewness of the columns Rsk histogram is used, instead of the 

standard deviation of the columns Rq histogram, to determine whether the feature is on the surface 

such as a piece of dirt, or is below the surface such as a dig. Estimation of the diameter and the 

depth of the circular and length, depth, and width of a linear feature from the σRq polar plot will be 

detailed, and a conservative detectability threshold graph for a surface size of 1000×1000 pixels 

will be generated. 

Chapter six focuses on how multiple circular and linear features on the surface will affect the 

behavior of the corresponding polar plots, and the information contained within the polar plots can 

provide insights on the surface features. This chapter is divided into three sections, the first section 

studies surfaces with multiple circular features, the second section will analyze surfaces containing 

multiple linear features, and the last section will talk about the surfaces that have both linear and 
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circular features. The real surfaces of fiber optical connectors will be analyzed with the approach 

and the results will be discussed. 

Finally in chapter seven a summary of all the features of the polar plots, and how they can be 

tied back to surface characteristics and surface features will be discussed. The approach’s 

assumptions and limitations will be presented, and some future work for continuation of this 

research are suggested.
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 CHAPTER 2: LITERATURE REVIEW 

2.1 Introduction 

Perhaps a good starting point for this literature survey would be to ask what is a surface, and 

why do we need to (and most of the times have to) study and analyze surface topography? Surface 

by definition is the outer layer of a component or devise that interacts with other parts or the 

environment in which the component is placed [1].  

Surface topography importance was the main derive for surface assessment and 

characterization, early assessment methods were to rub a fingernail across the surface and also by 

visual inspection of it, with the progress in technology the first one made its way to date as the 

stylus measurement techniques and the later as the optical methods. At the same time, qualitative 

assessments were replaced by quantitative metrics developed by researchers in academia and 

industrial world, and later on organized in international standards. 

By looking at technical drawings of engineering components it is clear that they assume that 

surfaces are perfectly smooth, straight, and free from defects, i.e. the nominal surface, however in 

reality it is impossible to have a surface that is perfectly smooth, straight, and defect free; and this 

is due to the fact that the manufacturing method that is implemented to make the parts would leave 

a micro scale and macro scale finger print on the surface. This finger print is called surface 

topography [2]. And surface texture is the random or repetitive deviations from the nominal surface 

[3].  

Solid surfaces divide into deterministic and random surfaces. Random surfaces are as well 

grouped into anisotropic and isotropic types, and finally isotropic surfaces are categorized as 

Gaussian and non-Gaussian groups [3].  

Conventionally surfaces topography constituents are roughness, waviness, and form error [4]. 

Roughness, which is the focus of this work, is the effect of manufacturing process rather than 

manufacturing tools that are used and includes tool marks with usually periodic nature, on a finer 
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scale the waviness is the effect of tool wear and tool tip irregularities, Figure 2-1(a), waviness is 

mostly related to an individual machine for example unbalanced grinding wheel, or chatter 

vibrations, Figure 2-1(b); and finally form error is due to the lack of rigidity of the part when 

mounted in the machine and allowing it to bend or flex, Figure 2-1(c) [2, 5].  

 

Figure 2-1: a) Primary profile of a surface and its roughness profile, b) the waviness profile, and 

c) the form profile. Image taken from [6] 

Using a filtering method is necessary to be able to extract these different profiles form the 

primary profile. Filtering is using any means (mostly electronic and computational, and 

mechanical) for selecting a range of structures [7]. By accepting or rejecting a range of wavelengths 

or spatial frequencies filters select the desired structure. Roughness profile is the one derived from 

the primary profile by using a high-pass filter. Waviness profile is achieved by using a band-pass 

filter to the primary profile. A band-pass filter suppresses wavelengths that are rather longer than 

roughness but smaller than form wavelengths. These filters select or reject a structure based on its 

scale in the x-axis, which is in terms of wavelengths or spatial frequencies. A filter that lets the low 

frequency components pass through is called a low-pass filter, similarly, a high-pass filter preserves 

the high frequency components. The combination of these two filters to select a restricted range of 
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wavelengths with both high and low regions is called a band-pass filter [7]. The details about these 

filters and their values can be found in ISO standards. 

The first quantitative 2D instrument for measuring surface topography was developed by 

Gustav Schmaltz early in 20th century, which was a simple profilometer capable of recording height 

deviations across a line on the surface after filtering that is critical with respect to separation of 

roughness, waviness, and form. This profilometer enabled the roughness measurement in terms of 

peak to valley deviations, and the less extreme average of five highest peaks to the five lowest 

peaks of the profile. Later on in the UK, the first instrument was developed capable of processing 

an electrical signal representing the surface height deviations and as a result, a useful parameter, 

the centerline average roughness (CLA) was calculated with an analogue computer. It is because 

of the convenience of early analogue instruments of computing the average roughness parameter, 

Ra, that it became the most widely used and accepted surface descriptor to date [2]. Figure 2-2 

shows profiles of four different surfaces and their Ra values. While this 2D parameter capture the 

statistical differences, it is inadequate in capturing spatial distribution of the surface. It has been 

shown that parameters from two different profiles from the same surface can vary up to 50% [8]. 
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Figure 2-2: Profiles from a) a steel milled surface, b) steel reamed surface, c) steel ground surface 

and d) steel turned surface 

It was in the 1980s when researchers began experimenting surface characterization in 3D 

trying to correlate surface topography to parts’ performance and functionality. 3D characterization 

is a much better representative of the surface both in terms of statistical and practical point of view 

since surfaces interact with each other in 3D. Technical committees and working groups were 

shaped to organize the large number of surface descriptors that were developed especially after the 

advent of digital computers [9]. 

ISO 25178-2 categorizes surface parameters into two main groups, namely field parameters 

that are based on spatial frequency, height amplitude, and material ratio curve shown in Figure 2-3 

and feature parameters that are based on subsets of predefined topological features of the surface 

[10]. 
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Figure 2-3: Field parameters based on ISO 25178-2 

Among these parameters height parameters are mostly used in industry when compared to 

other parameters because they are an extension of 2D parameters and are well accepted and 

understood [11].   

This issue becomes bolder when surface features such as scratches and digs are taken into 

account. Because of the nature of the most of the widely used ISO 25178-2 surface parameters 

which is processing the whole number of data points and reducing it to a number, they are not able 

to tell the difference between different features on the surface and their properties such as 

geometrical properties and quantity. Figure 2-4(a) shows surface with a scratch and Figure 2-4(b) 

shows a surface with a dig and both with equal Sa values. Although ISO parameters such as Ssk 

and Sku are able to distinguish between an ideal and defect-free surface and a defective one, they 

are not strong tools when comparing two defective surfaces as shown in Figure 2-4. Also, in terms 

of capability of differentiating perfect surfaces from defective ones, ISO parameters are not able to 

provide information regarding the source of difference.  
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Figure 2-4: a) NIST scratch grade 0.040 sample, and b) NIST dig grade 0.040 sample measured 

with ZeGage white light interferometer, 20× objective, FoV equal to 417µm × 417µm 

This issue derived the need for visual inspection of the components in some industries in order 

to detect defects and check if they are within the design specifications or not. Visual inspection 

began manually where a human inspector performs the inspection process; this method is still in 

use especially in sensitive applications such as optics industry. However, the drawbacks of manual 

inspection such as being slow and subjective made researchers to begin developing automatic visual 

inspection techniques based on computer vision and image processing techniques. 

The structure of the rest of this survey is first the effect of surface topography in different 

applications will be discussed with the emphasize on how surface features affect the final parts’ 

functionality, then the evolution of surface topography measurement instruments will be talked 

about. In section 2.4 different methods of characterizing surface topography are introduced, and 

limitations of these methods are described. In section 2.5 an overview of manual and automatic 

visual inspection techniques are discussed. 

2.2 Effects of surface topography 

The importance of studying surface topography is because it greatly affects the part’s 

functionality and performance. Tribology which is the science of friction, wear, and lubrication of 
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moving or stationary parts [3, 12], adhesion, reflection and dispersion of incident electromagnetic 

rays, fatigue life, corrosion resistance, etc. are all instances that are affected by a part’s surface 

topography [3, 13-15]. An example of the economical aspect of surface importance is that 90% of 

parts’ failure is estimated to be the due to the surface effects and are surface initiated, which then 

highlights the importance of the matter in advanced nation’s GDP [16].  

2.2.1 Tribology (friction, wear, lubrication) 

Properties of surface topography are crucial to understand the nature of surface interactions 

and affect the real area of contact, friction, wear, and lubrication. Based on an estimate losses 

associated with ignorance of tribology of components in the United States results in 4% of its gross 

national product; this emphasizes the importance of friction reduction and wear control [3]. When 

two nominally flat surfaces are in contact, the actual contact happens at different spot zones because 

of the surfaces roughness, and the area of real contact is very smaller that the nominal contact area 

[3, 17]. J. F. Archard studied the contact between a single uniform radius sphere and a flat surface 

with Gaussian height distribution, he showed that the mean area of all contact spots and their total 

number increases as the normal load increases [18]. Greenwood et al. studied the general theory of 

contact between two rough plane surfaces and concluded that the results obtained by modeling the 

contact between one flat surface and one rough surface remains unaffected, i.e. the load and the 

area of contact remain almost proportional [19]. Correlation between surface roughness and the 

friction forces for contact area on a silicon surface with a defined topography (consisting of ridges 

and groves) was investigated by K. Meine et al. by moving a sliding ball over the surface. They 

showed that the increase or decrease of the friction force depends on the direction of the sliding 

ball and is also independent of the material of the tribosystem [4].  

One of the most important factors contributing to control and reduction of friction and wear is 

using lubrication which results in increase of the life span of the moving components and also 

smoother performance of the system by preventing solid-solid contact [3, 20]. Lubrication separates 
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two interacting surfaces and thus reduces the wear [12]. The surface roughness plays an significant 

role in formation of lubricant thin film and contacting performance [21]. In the average flow model 

developed by Patir and Cheng the actual flow between rough surfaces is equated to an average flow 

between nominally smooth surfaces, and parameters of roughness is included in Reynolds equation 

through the flow factors [22]. An average Reynolds equation is defined in terms of pressure and 

shear flow factors that are functions of surface roughness characteristics [22]. 

2.2.2 Reflection 

Another area that is affected by surface topography and especially surface roughness is 

reflection and backscattering of electromagnetic waves form surfaces. Schmaltz was probably the 

first person trying to formalize the effect of reflection of light from a surface, and also he was the 

first to explore the tactile measurements method [23]. Diffraction and reflection patterns for 

perfectly smooth surfaces can be calculated by usual methods such as Fresnel and Fraunhofer [24]. 

However, most of the engineering surfaces are not perfectly smooth and contain surface 

irregularities and anomalies, therefore many studies have been done to investigate the reflection of 

a plane electromagnetic wave from mostly rough surfaces to examine the effect of topography of 

them [25-27]. J. A. Holzer et al. studied the scattering of electromagnetic waves from a Gaussian 

rough surface without using the small-slope or stationary-phase approximation [25]. For surfaces 

whose irregularities are not described by Gaussian functions M. J. Kivelson showed that in the 

small wavelength limit the cross section per unit area for backscattering at an angle ψ with respect 

to vertical axis is proportional to the probability that the normal to irregular surface makes an angle 

ψ with respect to the vertical axis [28].  

2.2.3 Fatigue life 

Fatigue life of components is highly relevant to their surface quality, and fatigue cracks mostly 

initiate at the surface of a homogenous material [29]. Surface quality in this manner is usually 

described by three parameters, a geometrical parameter: surface roughness, a mechanical 
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parameter: residual stress, and a metallurgical parameter: microstructure [30]. Among these factors 

the effects of surface topography and integrity on fatigue life of components is well recognized by 

researchers through many experimental and analytical models [31, 32]. M. Suraratchi et al. 

investigated the effect of surface roughness on the fatigue life of 7010 aluminum and developed a 

model for fatigue life prediction for aluminum alloys based on finite element analysis of the surface 

topography [30]. Junbiao et al. studied the fatigue life for surface roughness of typical machined 

parts with or without surface finishing processes, and proposed a unified model to predict the S-N 

property that accounts for the effect of surface roughness and defect sensitivity of the 

microstructure of material, and showed a good agreement between the results of the proposed 

model and experimental data [33]. P.S. Maiya et al. investigated the effect of surface roughness on 

the low-cycle fatigue life on 304 stainless steel, and observed at a strain rate of 0.0004 s-1 and a 

total strain range of 1 pct the increase in surface roughness causes the fatigue life to decrease, they 

also provided information on crack growth versus strain cycles as a function of surface roughness 

[34]. To establish a method for improving fatigue life prediction of components with rough surfaces 

Sygmund et al. proposed a model in which microscopic surface measurements, obtained with white 

light interferometry, are used to generate finite element models of surface topography [29]. 

2.2.4 Corrosion  

Surface topography affects the material’s corrosion [35]. Corrosion is the loss of material 

through electrochemical reactions at the surface, and the localized electrochemical reactions may 

cause pitting, intergranular or intragranular corrosion [12, 35]. One of the common failure modes 

in industries such as mining, petroleum, etc. is due to corrosive wear [35]. W. Li et al. investigated 

the effects of surface topography on corrosion behavior on copper, and by experimental results they 

showed that an increase in surface roughness will cause higher rates of corrosion of copper [35]. 

R. Walter et al. showed that surface roughness is a critical factor in corrosion behavior of AZ91 
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magnesium alloy, and the increase in surface roughness of the tested sample will result in the 

increase of pitting susceptibility of the alloy [36].  

2.2.5 Adhesion  

Surface topography is a critical factor in adhesion of two surfaces which is very important in 

biomedical industry, and is the main reason that microscopic bodies usually do not adhere to each 

other [17]. K. N. G. Fuller et al. studied the adhesion between two surfaces as a function of surface 

roughness, they showed that relatively small surface roughnesses (0.12 to 1.5 µm) are sufficient to 

reduce the adhesion to a very small value [37]. The adhesion of elastic plates to rough surfaces 

which is relevant to biological systems was studied by Persson B. N. G et al.; they showed how the 

adhesion is dependent of the nature of the surface roughness of the substrate [38]. P. Linez-

Bataillon et al. experimented the role of surface roughness of Ti6A14V on the cell morphology, 

proliferation, and adhesion particularly on the variation of the expression of cell adhesion proteins, 

and observed a significant correlation between surface roughness and cell proliferation rate and 

found a quantitative relationship between surface roughness and cell adhesion [39]. Same results 

were obtained by investigating the effect of surface roughness of hydroxyapatite (HA) on human 

bone cell response where cell adhesion, proliferation and detachment strength are sensitive to 

surface roughness and increased as the HA roughness increased [40]. 

2.3 Surface topography measurement instruments 

Considering the importance of surface topography and the critical role that it plays in 

functionality of components, as well as the great economic advantages associated with having 

desired surfaces properties much effort has gone into measurement and characterization of surface 

topography in both industry and academia. Starting in 1930s when the first stylus instruments were 

developed the science of surface topography has continuously evolved. Digital techniques were 

introduced in late 1960s due to the advent of computers enabling researchers of developing 
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instruments capable of 3D measurements and analysis. The drawback however was the 

proliferation of parameters addressed by D. J. Whitehouse [41-43].  

Figure 2-5 depicts the range and resolution of available measurement instruments and divides 

them into three main category. Scanning probe microscopy (SPM), and atomic force microscopy 

(AFM), optical instruments, and stylus instruments. In this graph the range refers to the longest 

distance that can be measured by the instrument, and the resolution refers to the shortest feature 

that can be measured [44]. This section will go over the development of these surface measurements 

instruments. Although some of these instruments do not practically include dimensional metrology 

of surfaces (such as STM) but for preserving the generality of the discussion they will be briefly 

introduced in this section.  

 

Figure 2-5: Steadman diagram showing the range and resolution of available measurement 

techniques. image taken from [44] 
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2.3.1 Scanning probe microscopes, SPM 

The scanning probe microscopy is a serial measurement device that uses a nano scale probe 

to trace the surface, these kind of instruments are usually used when measuring surface topography 

smaller than conventional stylus or optical instruments [16]. Scanning probe microscopy can be 

divided into two groups, scanning tunneling microscopy (STM) and atomic force microscopy 

(AFM) [3].  

In an STM system, a sharp metal tip that acts as an electrode of tunneling junction is placed 

very close to the surface of specimen (0.3-1.0nm) which acts as the second electrode. At this point 

a convenient voltage that ranges between 10mV to 2V is applied to the tip and causes the tunneling 

current varies from 0.2 to 10nA which is measurable; the tip is scanned over the surface and the 

current tunnel is then measured [3, 43]. It should be noted that the issue with STM is that the 

specimen that is being measured with an STM instrument must be conductive to allow the current 

to flow form the voltage source to the area that is scanned. Lateral resolution of sub nanometer and 

vertical resolution of 0.1nm is achievable with STM instruments; sufficient to define the position 

of a single atom [3]. 

In 1985 Gerd Binning et al. developed an instrument capable of measuring both conductive 

and insulating material called atomic force microscopy (AFM) [45]. Atomic force microscopy is 

the most common type of SPM, and that is because it overcomes the issue of STM, i.e. a conductive 

specimen requirement. In an AFM instrument the motion of cantilever beam which is the result of 

attractive or repulsive forces between the tip, that has an ultra-small mass, and the sample is 

measured leading to the measurement of very small forces [3, 16].  

2.3.2  Stylus instruments 

The earliest method of measuring the surface topography was to use the fingernail by rubbing 

it across the surface of specimen or by making use of sense of sight and subjectively evaluating the 

surface topography, however, demand for quantitative results led to the development of tactile and 



17 

 

optical methods of surface measurement [7, 46]. Stylus method since its advent has been the most 

widely used method for measuring surfaces, Figure 2-6 shown a schematic of a stylus measurement 

instrument [8, 47]. 

 

Figure 2-6: Schematic of a stylus instrument, image taken from [48] 

Schmaltz was the first person to push the idea of using the fingernail to a mechanical probe, 

i.e. stylus instrument [49]. In a stylus instrument a diamond tip is dragged across the surface and 

the vertical motion of the tip is measured [16]. In general a stylus system uses a caliper that has 

two arms, one of which is in contact with the reference surface and the other is in touch with the 

surface of specimen that is being measured [46, 49]. In some cases it might be difficult to spot the 

reference surface, in such case both arms touch the specimen’s surface, i.e. skidded instruments. In 

this case the skid technique provides an intrinsic reference by having one stylus much more rounded 

than the other, and acts as a mechanical filter having a lower cut-off than the one with sharp tip 

[46]. It should be noted that what is important in this method is the deviation from an intended 
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surface and not the actual position of the reference surface relative to the test surface [46]. There 

are some disadvantages associated with the skidded systems, one being it can distort a surface 

signal and the other in some cases it can damage the surface, it is worth noting that the skid carries 

the whole weight of the traverse unit and the stylus is very lightly loaded [49]. To overcome the 

issues related to skidded instruments skidless systems were developed, in this case an internal 

precision flat or datum is used to provide reference for the probe. Because of the complexity of 

these systems they are usually heavier, less portable, and more expensive than skidded ones [50]. 

A typical stylus instrument consists of five basic components in general, a stylus transducer, an 

amplifier, a recorder, a traverse unit, and a meter system [43]. Stylus instruments can also produce 

areal surface measurements by moving a stylus across the surface in a raster form to build up the 

areal map; however this process, depending of the raster length, could be very time consuming 

[16]. The range for this type of measurement instruments starts from 1 µm to 100 mm, while the 

resolution is between 2 nm to 1 mm, see Figure 2-5 [44]. More details about this kind of surface 

measurement instruments can be found at [1, 3, 7, 16, 43, 46, 49, 50]. 

2.3.3 Optical methods 

In general when an electromagnetic wave is incident on a surface it could be absorbed, 

transmitted, and reflected either specularly, diffusively or both. 
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Figure 2-7: Reflection of an electromagnetic wave from a solid surface when a) specualr only, b) 

diffusive only, and c) combined specular and diffusive. Image taken from [3] 

On an ideal smooth surface the reflection is totally specular (Snell’s law) whereas in rough 

surfaces as the roughness increases the intensity of specular reflection decreases and the diffracted 

radiation increases in intensity and becomes more diffusive [3].  

Optical methods can mimic either the eye (3D) or the stylus method (2D). In all optical 

methods, light that sometimes is focused and sometimes is not is projected on the surface. The light 

can pass by an obstruction before reaching the surface or after it is scattered form it [46]. The light 

can also be used in coherent and incoherent fashion and the polarization properties can also be used 

[46].  

It is safe to say that since the advent of the first optical methods in 1892 [51] there has been 

thousands of papers written regarding optical measurements, and it is beyond the scope of this 
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literature survey to go over all of them. In this section some of the optical techniques that are 

defined in ISO 4288-1996 specifications [52] are briefly discussed.  

2.3.3.1 Optical profilers 

The principle of this kind of instruments is analogues to the stylus method with the difference 

that a beam of light act as the tip of the stylus. This type of instruments splits the image of the 

specimen into two pieces at the eyepiece and uses two photo detectors one before the image plane 

and the other equally spaced behind the image plane. Then the signals from the two detectors are 

balanced and provide micro displacement information. A sub nanometer vertical resolution is 

obtainable in this case [51]. 

A special type of optical surface profilers is called confocal microscope that was invented in 

1950s [51]. In this case, a point of illumination is focused on the specimen and is scanned using a 

scanning device controlled by computer. A pinhole filters the image of this illumination and the 

image is detected via a photodetector. Nanometer vertical resolution is achievable with confocal 

microscopes.  

2.3.3.2 Interferometric microscope systems 

Interferometers separate the source light into two paths, one of which hits the surface of the 

specimen while the other hits a reference surface. The reflection of separated paths are recombined 

and directed to a digital camera for light intensity measurement. The intensity of this recombined 

light shows high sensitivity to length variation in pathways. This property is used to evaluate the 

height variation on the surface and gives nanometer vertical resolution [16].  
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Figure 2-8: Schematic of in interferometer  instrument (Linnik interferometer ), image taken from 

[5]. 

Two major types of these kinds of microscopes exist, interferometers that use the phase 

shifting technique and evaluate the surface height variations, and those that measure the slope of 

the surface height changes [3, 53]. The first type performs phase shifting by moving the reference 

mirror either continuously or by steps of π/2 using a piezo electric system. Lateral resolution of 

phase shifting systems is diffraction limited, and also finite numerical aperture causes a limitation 

of their use on surface heights. Among these interferometric systems white light interferometers 

are probably the most successful and widely used instruments. The second class of interferometric 

microscope systems is a differential interference contrast microscope. This type is a shearing 

interferometer that can be used at very high magnification, and is able to detect defects of 0.1nm 

level [51, 53].  

2.4 Characterization of surface topography 

Characterization of surface topography evolved in parallel with the progress in measurement 

instrument. Characterization of a surface profile or surface area by a parameter or a set of 

parameters is used to give meaningful and quantitative specific descriptors to a surface that can be 
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used as a means of communication between the manufacturers and designers, also enables 

comparison to other machined made surfaces. This section will go over 2D characterization and 

then the 3D characterization of surface topography in ISO specifications.  

2.4.1 Surface profile characterization (2D) 

In order to characterize the primary surface profile which is the output of the measuring 

instrument various aspects of it should be identified, namely form, waviness, and roughness [3, 20].  

Using a filtering method is necessary to be able to extract these different profiles form the 

primary profile. ISO 4287-1997 [54] defines three groups of parameters namely P-parameters for 

primary profile, W-parameters for the waviness profile, and R-parameters for roughness profile 

[55]. The focus in the rest of this section would be on the roughness parameters. Parameters can be 

grouped based on their indication of averages, deviations, extremes, and specific features such as 

peaks, valleys, etc. [56]. It should be noted that it is important that the profile measurements take 

place at a direction perpendicular to the lay on the surface. 

Amplitude profile parameters only depend on the deviations or heights, they are insensitive to 

relative positions of the elevations, and are very sensitive to wayward data points [7, 55, 56]. 

Spacing of some certain topographic features of a profile can be qualified with spacing parameters 

such as RSm which is the mean width of the profile element width Xs within a sampling length. 

Hybrid parameters, and curve and related parameters of a profile are all defined in ISO 4287-1997, 

and their definition and formulas can be found in appendix B of this dissertation. 2D parameters 

are among the mostly used and widely accepted metrics in the industry, this is due to the ease of 

use of the 2D measurement instruments, and the fact that it was a 2D profile that was first measured 

and characterized. However, as was mentioned earlier a 2D profile may not be a perfect 

representation of surface topography.  



23 

 

2.4.2 Surface areal characterization (3D) 

In 1987, the first areal texture measuring instruments were introduced, early areal parameters 

were simply an extension of 2D parameters such as Ra and Rq to Sa and Sq. In 1993 the ISO 

technical committee introduced a new concept called Geometrical Product Specifications (GPS) 

with the goal of unifying specification standards that deal with dimensional analysis and surface 

texture, and in 2002 the ISO technical committee formed a working group to address the 

standardization of areal surface texture measurement methods [57]. All these areal standards are 

part of ISO 25178 that has 19 sections [7].  

Based on ISO 25178-2 [10] areal surface characterization unlike 2D profile system does not 

require three different groups namely primary profile, waviness, and roughness; and uses the 

concept of scale-limited surface. To remove the unwanted small scale lateral components of the 

surface such as measurement noise or functionally irrelevant features an S-filter is applied, and to 

remove the unwanted large scale lateral components an L-filter is applied, and finally to remove 

the nominal form an F-filter will be applied to surface height map. Scales at which the filters work 

is controlled by nesting index. An SF surface is equivalent to primary surface; an SL surface is 

equivalent to roughness surface and by using an L-filter on an SF surface. These SF and SL surfaces 

are called scale-limited surfaces [1, 7]. 

Areal parameters in ISO 25178-2 are grouped into two major classes, field parameters that are 

defined from all the points of a scale-limited surface, and feature parameters that are defined over 

a subset of predefined topological features from the scale-limited surface. Field parameters 

themselves are categorized in four groups, height, spacing, hybrid, and function and related 

parameters [11, 58-60].  

2.4.2.1 Field parameters  

Height amplitude parameters rely on the height deviations of the surface topography and 

describe the amplitude related properties of a surface, and are categorized into two groups namely 
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average of ordinates such as Sa, Sq, Ssk, etc. ,and extreme peak to valley parameters such as Sv, Sp, 

Sz, etc. Spatial properties of surfaces are described by areal spacing parameters, and they are very 

useful in distinguishing between highly textured and random surface structure. Two parameters are 

defined in ISO 25178-2 for this class. Sal which is the autocorrelation length and is defined as the 

horizontal distance of the autocorrelation function to the fastest decay to a specific value between 

zero and one. Surfaces with dominant low spatial frequency have a large value of Sal. The other 

parameter is texture aspect ratio of the surface, Str which is value that identifies texture strength, 

i.e. the uniformity of the texture aspect. By definition Str is the ratio of the fastest to slowest decay 

to correlation length, 0.2, of the surface autocorrelation function and its value is between zero and 

one. Larger values of Str indicates uniformity or isotropy of the surface while lower values show 

strong directional structure on the surface [7, 10]. 

Hybrid parameters are those that are based on the amplitude and spatial information of the 

surface topography. Any change that happens in the either amplitude or spacing may have an effect 

on hybrid properties. These parameters are especially useful in contact mechanics, for instance the 

friction and wear between bearing surfaces. ISO 25178-2 defines two parameters in this category, 

root mean square gradient of the scale-limited surface, Sdq which is useful for assessing surfaces 

in sealing applications and for controlling surface cosmetic appearance; and the other parameter is 

developed interfacial area ratio of the scale-limited surface over the definition area. This parameter 

is useful in applications involving surface coating and adhesion [7, 10]. Finally, the function and 

related parameters in which the first parameter is areal material ratio of the scale-limited surface 

function, this function can be interpreted as the sample cumulative probability function of height 

values within the evaluation area. The related parameters are derived from three sections of the 

material ratio curve: the peaks above the mean plateau, the plateau themselves and the valley 

between plateau. 
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2.4.2.2 Feature parameters 

One common aspect of all above mentioned surface characterization descriptors is that they 

use a statistical basis to characterize the whole number of data points in the measurement. These 

parameters, and especially the profile parameters, were initially developed to monitor production 

processes. Human’s eye does not assess a surface by seeing the filed parameter rather it evaluates 

the surface by patterns of features and the relationship between them. Pattern analysis works the 

same way by detecting features and the relationship between them and characterizes the pattern in 

surface texture. These parameters are called feature parameters; and feature characterization 

doesn’t have a specific feature parameter defined but instead a toolbox of pattern recognition 

techniques that it utilizes to characterize specific features on a scale-limited surface [61]. Despite 

the capability of feature parameters to characterize surface texture to some extent it should be noted 

that surfaces are complex quantities and cannot be described completely by one or a set of 

parameters [8]. With the advent of computers and to give a better understanding of surface 

topography visual presentation of surface techniques were implemented. 

2.4.3 Surface visual presentation 

Visual presentation of surface topography is a unique feature of 3D analysis and in many cases 

a suitable presentation can give sufficient information about the surface topography [8]. Contour 

plots and projections are two techniques of surface visual presentation. 

2.4.3.1 Contour plots 

In a contour plot all the points that have the same height value are connected together via 

straight lines or curves. Linear interpolation is used to find intersections. Contour lines are a 

convenient way to represent lines of equal height and are used to define critical points and other 

concepts such as directional features [1], Figure 2-9 shows an example of a surface topography 

presented with contour lines. 
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Figure 2-9: Surface topography with ten contour lines (left), and 20 contour lines (right); image 

taken from [1] 

2.4.3.2 Projections 

An effective technique of visual presentation is based upon the isometric or dimetric 

projections. Neighboring points are connected together via straight or curved lines and a hidden 

line removal algorithm is used to simplify the vision. Projection angle can modify the aspect of 

representation and defines the viewing direction with respect to the plane. Small projection angles 

are preferred when amplitudes are of interest, while large projection angles are preferred when 

surface texture is of interest, see Figure 2-10.  
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Figure 2-10: Dimetric projection of a milled surface with the projection angle eaual to 60 degrees. 

Image taken form [8] 

Some image processing techniques have been used in order to enhance the visual presentation 

such as truncation, inversion and slope visualization. Truncation is a technique where all the height 

values above a threshold value are removed, it can be used for instance to visualize the wear process 

and the bearing area, see Figure 2-11. 

 

Figure 2-11: Example of truncation method on a milled surface. Image taken from [8] 



28 

 

Inversion is a technique that reverses the height values so that the valleys become summits 

and can be easily observed. Truncation and inversion can both be done on a surface height data as 

shown in Figure 2-12. Slope visualization emphasizes the slopes of the surface based on the 

derivative of the data.  

 

Figure 2-12: Example of trauncation and inversion combined. Image taken form [8] 

Presence of undesired features or lack of desired features on the surface may have a huge 

effect on their functionality, especially as we move towards the miniaturized world, these features 

may be detectable by visual presentation techniques, and however they cannot be characterized by 

them. Also these features cannot be completely characterized by ISO 25178-2 feature parameters 

due to the fact that at the end of required steps of feature characterization process a single statistical 

metric is reported. This single parameter is not able to give much information about the geometrical 

properties of features, their quantity, their location with respect to surface (above or into), etc... 

Two different surfaces with different features may exactly have the same parameters as shown in 

Figure 2-4. 

Visual representation and image processing methods are becoming more widespread with the 

advent of fast computers with large and cheap memory capacity [8]. However before this progress 
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in technology the human eye was (and still remains) the most powerful and versatile processor of 

information especially when complicated and ill-defined but patterned data is involved [62]. The 

capability of this powerful tool is used in surface inspection processes. 

2.5 Surface inspection 

Product inspection is a very important step in manufacturing processes such as semiconductor 

industry, optics, metallic parts, aerospace, biomedical, etc. Inspection has been defined as the 

activity of examining attributes of a part and determining if it conforms to design specifications or 

not. Such attributes may be quantitative (e.g. dimensions) or qualitative (e.g. appearance) [63-67]. 

Inspection process is categorized into three groups, manual, automated, and hybrid (partially 

manual and partially automated) [68].  

2.5.1 Manual inspection 

Traditionally inspection has been performed manually which is subjective and highly depends 

on the experience of the human inspector, in addition to that it is a time consuming task, thus it 

makes the whole process expensive and slow [68, 69]. Manual inspection process involves three 

steps of search, fault recognition, and decision making [68]. For instance, in wood industry it is the 

responsibility of a human operator to identify and mark board areas containing defects and decide 

which characteristics is acceptable and which is not [70, 71]. Inspection procedure in steel surface 

inspection of steel products that are usually in coil form is done by cutting about 30m of a random 

coil in a batch and inspecting it by an expert, in this case typically 0.05% of the total steel product 

is inspected and judged [72].  

Special attention has been placed on manual inspection of precision optical components due 

to their sensitive and important functionalities [65, 73]. The standard practice for optics inspection 

since 1950s has been to visually inspect the surface for small, localized imperfections and decide 

if they are acceptable or not. Surface imperfections may occur during or after fabrication. These 

imperfections may be visible due to the light that they scatter and cause unwanted veiling glare in 
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an image plane, or they may lead to degradation in signal quality at an image sensor. Imperfections 

can also cause centers of stress and eventually leading to failure of components that are exposed to 

high radiation energy densities [74]. Using an appearance comparison scale and with tolerance 

levels, agreed by the manufacturer and customer, allows a set of classification as “accept” or 

“reject”. This is a subjective form of inspection which lacks precision but it is fast and economic. 

Measurement of imperfections is only required as a second stage operation following inspection 

necessary to select a surface imperfection worthy of study. Surface imperfection tolerances is 

discussed in ISO 10110-7 [75]. Imperfections are categorized into three groups, namely localized 

surface imperfections which are produced by improper treatment during or after fabrication or in 

use (scratches, pits, scuffs, and fixture marks), long scratches that are imperfections larger than 

2mm, and edge chip which is localized artifact around the periphery of an element [75]. ISO 10117-

7 provides guidelines for tolerances indication in optical drawings.  

Methods for inspecting surfaces and measuring grade numbers of imperfections are detailed 

in two methods in ISO 14997 [74]. In first method, the obscuration of imperfections larger than 

10µm can be judged visually by comparison of areas of artefacts of known size on a comparison 

plate. Imperfections with obscuration less than 10µm (that are still visible under dark-field 

illumination) need to be quantified by comparison of their radiometric obscuration with totally 

absorbing artefact of known size. Every imperfection detected is measured and considered for 

summation to produce a level of grade for each surface. In this method, a dig is usually fully 

developed and is quantified by measuring its encircled diameter and then its area is calculated and 

a grade number is assigned in accordance to ISO 10110-7. By using a comparison plate or a low 

power microscope the length and width of a scratch with dimensions larger than 10µm is measured 

followed by assigning the grade. 

In the second method all of the imperfections, regardless of their width, length or number or 

whether on or between surfaces of a component, are observed simultaneously and the component 

is quickly rejected if one imperfection exceeds a predefined level of visibility under controlled 
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condition illumination and viewing. This method depends on the visibility of the imperfection when 

viewed by a calibrated eye under controlled conditions of illumination and viewing. By using 

particular levels of sample illumination any number of imperfections below an acceptance level of 

severity are rendered invisible for certain classes of components. The component is rejected if any 

imperfection is visible. The method of specifying imperfection tolerances will be governed by the 

application and the need for objective measurement of all imperfections (first method) or the desire 

for a fast overall evaluation of components quality (second method) [74]. However because these 

ISO standards were too costly to implement due to the fact that they require comparison of every 

imperfection of the specimen with a comparison plate, and also the accumulation rules are obscure 

and difficult to implement they have not been fully accepted in the U.S. as a national standard [76]. 

It was in 1950s and 1960s that first standards for optics In the United States were published, 

and they originally were for military applications but then were applied across the entire industry 

[76]. MIL-PRF-13830B [77] currently is what that is referred to as scratch and dig standard, it is 

based on MIL-O-13830 [78] which was first published in 1954 for military standard purposes [79, 

80]. 

MIL-PRF-13830B is based on visual comparison under specific dark-field lighting conditions 

between surface imperfections and a comparison standard set to determine the visibility or grade 

of the imperfection. The scratch and dig grades in this standard are a set of two unrelated numbers 

separated by a hyphen, scratch grade first and dig grade second. These numbers are assigned by 

visually comparing the brightness of digs and scratches of a surface to a comparison standard while 

the specimen and the comparison standard are under specific lighting condition. Scratch number 

start from 10 to 80 and it indicates the brightness of the scratch that best matches with the one in 

the comparison standard. The scratch number is not related to the width of scratch and should not 

be misunderstood with width [81]. The dig number however is a measurable number which is the 

diameter of the largest specimen’s dig given in 1/100 mm, for instance a dig number of 40 means 

a dig with diameter of 400 µm [77]. 
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The limitation of allowable defects on the surface will be set after the scratch and dig numbers are 

determined by designer. For scratches, the sum of all scratch lengths with the specific scratch 

number should not exceed one fourth of the diameter of the optic. For non-circular optics, the 

diameter of a circle with equal area to that of the optic should be used. For digs the total number of 

allowable maximum size digs should not exceed the diameter of the optic divided by 20, and also 

the sum of all digs’ diameter should be less than or equal to twice the total number of allowable 

maximum sized digs multiplied by the specific dig number [77]. Despite the fact there is an 

expectation that the surface quality will affect the performance of the optics, It should be noted that 

the scratch and dig standard (MIL-PRF-13830B) is a cosmetic standard and is not a performance 

standard and should not be used as such [80, 82]. 

However, the demand in some applications that were sensitive to scratches too small to see, 

or required a dimensional specification for surface imperfections led to a new set of standards in 

the U.S. called ANSI/OEOSC OP1.002 [83]. This standard keeps the visibility method from MIL-

PRF-13830B and adds a dimensional method of inspection from MIL-C-48497A standard. This 

standard is equivalent to combination of both ISO 10117-7 and ISO 14997, and to invoke the 

dimensional method a pair of letters is used such as A-A or E-E [73, 79]. 

Common factors for all of the aforementioned methods of manual surface inspection are that 

they all require a human inspector, they are slow (when compared to automatic systems) and thus 

expensive, and finally they are to some extent still subjective. Among these factors, time plays an 

important role in the industry. In process automatic inspection systems are preferred and a huge 

amount of research has been done in this field, for instance a wide variety of computerized visual 

inspection methods are being investigated by electronics industry where advanced technological 

capabilities have increased the speed of production and reduced the physical size of components 

[84]. 
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2.5.2 Automatic inspection  

One of the important steps in a production process in industries such as wood, steel, silicon 

wafer, ceramics, etc. is the product inspection. This is due to the fact that product reliability is of 

utmost importance in mass production facilities, and as a result the inspection process in normally 

the largest single cost in manufacturing. One of the advantages associated with automatic visual 

inspection is the elimination of human inspector which is increasingly expensive, others are the 

speed of inspection process and diagnostic capabilities. Roland T. Chin lists several practical 

reasons for automatic inspection including [85, 86]: 

 Freeing human from the dull and routine 

 Saving human labor costs 

 Performing inspection in unfavorable environments 

 Reducing demand for highly skilled human inspectors 

 Analyzing statistics on test information and keeping records for management 

decisions 

 Matching high speed production with high speed inspection 

One of the common issues with the automatic inspection system, especially in the industry 

where speed is among the most important factors, is that they are computationally expensive, and 

therefore time consuming. Visual inspection field with computer vision and image processing 

techniques is so vast and broad and it is beyond the scope of this survey to cover it completely. 

However one aspect of visual inspection field that is of our interest is surface texture analysis 

(because in fact the task of detecting defects has been largely viewed as a texture analysis problem), 

here defects are categorized into two groups, one is the local textural irregularities (which is the 

main concern of most visual surface inspection applications), and the other is global deviation of 

pattern or texture where local texture do not exhibit abnormalities [86-88].   
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Four techniques are used to inspect local textural irregularities namely statistical approaches, 

structural approaches, filter based methods, and model based approaches.  

One of the most widely used approaches for surface texture analysis is the statistical 

approaches where the spatial distribution of pixel values is being measured. Histogram statistics, 

co-occurrence matrices, autocorrelation, and local binary pattern are instances of statistical 

approaches [86]. Mean, standard deviation, variance, median, geometric and harmonic mean are 

among statistics of a histogram. Histogram statistic techniques have proven to be useful and 

efficient in applications such as ceramic tiles or fabric defect detection [89]. The accuracy of these 

approaches can be increased when using histogram statistics of local image regions rather than the 

global image [90]. I. shou et al. used simple histogram moments such as mean and standard 

deviation for defect classification in fabrics production by a neural network system [91].  

Among the most well-known and widely used texture features are spatial co-occurrence 

matrices; these that are second order statistics are accumulated into a set of 2D matrices. When 

given a displacement vector each of which measures the spatial dependency of two grayscales [86]. 

A. bodnarova et al. used this method (spatial gray level dependence) to identify defects in woven 

textile fabrics [92]. Lee Hok Siew et al. showed that by using theses second order gray level 

statistics they are able to discriminate of degrees of wear in wool carpet and the capability of the 

method in quality control process [93]. Jukka Iivarinen et al. proposed a segmentation scheme to 

detect surface defects using co-occurrence matrices and overcame the issue of threshold selection 

for the distance between a feature vector and the best matching unit [94]. However it is worth noting 

that co-occurrence matrices suffer from the fact that there is no generally accepted solution for 

optimizing the vector of displacement, a poor performance of these methods were observed when 

compared to other techniques such as filtering based methods [86, 95, 96].  

When there are textures on the surface with a repetitive pattern in nature, auto-correlation 

method that is a second order statistic is useful. It measures the correlation between the image itself 

and the image when translated with a distance, and shows peaks and valleys in the auto-correlation 
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measure; and it is related to the power spectrum of Fourier transform. It should be noted that one 

of the challenges facing the auto-correlation function is that it is not a suitable approach for surfaces 

with random textures with irregularly arranged textural elements [86, 97]. 

Local binary patterns (LBP) is a shift invariant complementary measure for local image 

contrast, and uses a sliding window with the gray scale value of its center pixel as a threshold for 

surrounding neighborhood pixels. This method is a cheap one in terms of computational expense, 

and is relatively invariant with respect to change in illumination and image rotation [98]. Matti 

Nisanen et al. used this method for discriminating defects and sound wood, and showed the high 

capability of the method in detecting defects with low error scape and false alarm rate [99]. 

Analyzing surface texture patterns in terms of individual texture primitives and their spatial 

relationship is called surface structural analysis. In this analysis the two goals are first to extract 

the surface texture primitives such as a simple individual pixel, a region with uniform gray level or 

a line segment; and second the modeling of spatial placement rules [100]. These placement rules 

can be achieved by learning statistical properties of texture primitives or by modeling the 

geometrical relationship that exists between surface primitives [86]. Jiahan Chen et al. proposed a 

structural method to detect defects in textile images by thresholding a textured image using 

histogram analysis, and showed the potential usefulness of the approach in industrial environment 

[101]. 

The common factor of all of filter based approach methods is computing the energy of the 

filter response when filter banks are applied to the image. These methods can be divided into two 

categories namely spatial domain and frequency domain filtering and joint spatial/spatial-frequency 

methods [86]. 

2.6 Conclusion 

The importance of surface topography was described both in performance and functionality 

point of view as well as economic aspect of it. Effect of surface topography in different applications 
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was discussed. Because of this importance much effort has gone into developing surface 

measurement instruments, and also surface characterization techniques. Limitation of these 

parameters in terms of detecting and characterizing surface features made researchers to begin 

developing visual inspection techniques based on computer vision and image processing methods. 

However, one of the challenges in the computer image processing techniques used in automated 

inspection system is their complexity in terms of processing the input data. Algorithms for 

performing these analyses on the input data are rather complicated, and thus are computationally 

expensive [86, 91, 96]. However, this matter is manageable and the use of image processing 

algorithms in the industry is an indicator of its strong capabilities [102, 103]. 

Fast methods of inspecting components in quality control systems are of great interest in 

industry, techniques that do not require segmentation and pattern recognition and complicated 

algorithms are not expected to be computationally expensive and slow. In surface texture analysis 

methods statistical approaches are among the fastest [86] therefore exploring new statistical 

approaches is very important and of interest.
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 CHAPTER 3: METHODOLOGY 

3.1 Introduction 

A height map of n×m pixels size consists of n columns and m rows. Conventional amplitude 

parameters defined in ISO 25178-2 take into account the whole n×m data points and reduce it to a 

single statistical parameter such as Sa, Sq, Ssk, and Sku. However, if these constituent line profiles 

are analyzed individually then more information about the surface topography can be achieved such 

as directionality on the surface, wavelength of periodic structures on the surface, 

isotropy/anisotropy of the surface, and also presence and geometrical attributes of surface features 

such as digs and scratches.  

This chapter details all the steps of the approach for creating polar plots from a given height 

map or a grayscale image. In this approach an areal height map of n×m pixels, after its form and 

waviness are removed, is treated as a set of constituent profiles, i.e. columns or rows. Figure 3-1 

depicts the constituent profiles of a 1000×1000 pixel areal height map with 30 pixels intervals. 

Instead of treating the height map as n×m data points and calculating single statistical parameters 

such as ubiquitous Sa, Sq, Ssk, or Sku, a statistical parameter of choice such as mean height (µh), 

Ra, Rq, Rsk, or Rku is calculated for each profile of the height map. It should be noted that while 

these values are calculated as per ISO 25178-2 standard definition, the initial filtering is not done 

on a profile basis, but instead on the filtered surface. The standard deviation or higher moments of 

data such as skewness and kurtosis of the resulting distribution is then calculated. In the next step 

the surface is rotated around its center by some number of degrees, θ, resulting in a new set of 

profiles, again the µh, Ra, Rq, Rsk, or Rku of all profiles is calculated, and so is the standard 

deviation, skewness, or kurtosis of their distribution. This process is repeated until a 180° rotation 

of the initial height map is achieved, and finally all the statistical properties of the resultant 

distributions are plotted versus the angle of rotation in a polar plot formation. 
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Figure 3-1: Constituent profiles of a 3D height map, the distance between each profile is 30 pixels 

for demonstration purposes. 

3.2 Polar plots generation details 

In this method, the process begins with calculating a statistical parameter of choice, sp, for 

each of the line profiles of the height map. This statistical parameter could be the profiles mean 

height, µh, its root mean square, Rq, the arithmetic mean of the absolute height values of the profile, 

Ra, the skewness, Rsk, or the kurtosis, Rku. Calculating the statistical parameter for all of the 

columns will result in a sp distribution consisting of n×sp values where n is the smaller value of 

n×m. This distribution is then quantified based on its standard deviation, skewness, and kurtosis. 

In the next step the height map is rotated based on a rotational interval around its center creating a 

new set of profiles and the process of calculating the statistical parameter for profiles and 

quantifying the resulting histogram is repeated until a 180° rotation is achieved, all of the 

information from the surface is captured in a 180° rotation, however, in order to have a complete 

polar plot the second half of it, i.e. 180° to 360° is plotted as well by utilizing the symmetry or 

results. Figure 3-2 demonstrates all the required steps to create a polar plot where the statistical 

parameter calculated for columns is their Rq values. 
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Figure 3-2: All the required steps to obtain the σRq polar plot. 

3.2.1 Rotation in MATLAB 

In this work, the rotation procedure of the height map around its center is done in MATLAB 

with the imrotate command. MATLAB uses three different algorithms to rotate an image or 

matrix namely Nearest-neighbor interpolation, Bilinear interpolation, and Bicubic interpolation. 

In general the relationship between the original coordinate of a point or pixel,
i

j

 
 
 

 and the new 

coordinate when the point is rotated θ degrees,
'

'

i

j

 
 
 

 in 2D space is obtained by using the 2D 

rotational matrix given in equation 3-1. 
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Dimension of the rotated matrix when rotated θ degrees increases in MATLAB, and it is given 

in equation 3-2, see Figure 3-3. 

  sin( ) cos( )new initialn n      
(3-2) 
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Where nnew is the dimension of the rotated matrix, and ninitial is the dimension of the 

unrotated matrix. 

 

Figure 3-3: a) Original matrix of size ninitial×ninitial, and b) the same surface when rotated θ degrees 

with size nnew×nnew   

This increase in size means that there are some new pixels generated, i.e. holes, as shown as 

green pixels in Figure 3-3. These holes will be filled in depending on the interpolation algorithm in 

the computer system. In Nearest-neighbor interpolation the value of the new generated pixel will 

be equal to the value of the nearest neighboring pixel; the advantage of this algorithm in this work 

is that it uses the real values form the initial matrix and does not generate new values that are not 

in the initial matrix. In Bilinear interpolation method the value of the newly generated pixel is the 

weighted average of the four neighboring pixels and thus it is a value that does not exist in the 

initial matrix. It is the case for Bicubic interpolation method where the value of the newly generated 

pixel is the weighted average of the 16 neighboring pixels. Figure 3-4(a) depicts a square matrix 

with a rectangular feature on it, this matrix is rotated 40° clockwise with Nearest-neighbor 

interpolation method and it is clear that no new value is generated to fill in the holes that is not in 

the initial matrix, see Figure 3-4(b). When using Bilinear and Bicubic interpolation method to rotate 

the initial matrix some new values are created and will be used to fill in the holes as shown in 

Figure 3-4(c) and (d). 
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Figure 3-4: a) Initial matrix with a rectangular feature and when it is rotated 40° clockwise b) 

with Nearest-neighbor interpolation, c) Bilinear interpolation, and d) Bicubic interpolation 

method. 

It should be noted that in theory there is no limitation for the rotational angle and it could be 

any large or small value. However, MATLAB and other computer systems in general, since their 

environment is discrete, the resolution of rotation depends on the size of the input image and the 

angle of rotation. Adjusting equation 3-1 based on the rotation around the center of a matrix in 

MATLAB is given in equation 3-3. 
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Moreover, in the discrete environment of computer systems the rotation actually takes place 

when the size of the rotated matrix, nnew, is at least one pixel larger than the size of the initial matrix, 

ninitial. This could be written as: 

  cos( ) sin 1initial initialn n          
(3-4) 

 



42 

 

Solving equation 3-4 for ∆θ we have: 

  
1

cos( ) sin initial

initial

n

n
 


      (3-5) 

 

The result of the equation 5 is the resolution of rotation for computer systems, ∆θ. For instance, 

for a 20×20 matrix the resolution of rotation based on equation 3-5 is equal to 2.94°, which means 

that the smallest rotational increment has to be more than 2.94°. ∆θ for a 1000×1000 pixels matrix 

is equal to 0.057°.  

In rotation process based on equation 3-2 the size of the rotated height map increases at each 

increasing rotational angle until it reaches its maximum size which is 2n  at θ=45°, see Figure 

3-5(b). This increase in size means that some zero values are added to the rotated matrix; and these 

zeros affect the statistical parameters that are calculated for the profiles. For instance, the first and 

last columns of the surface in Figure 3-5(b) contains zeros except one pixel that belongs to the 

surface, whereas the column in the middle contains only the surface’s height values.  

 In order to just use the data points that belong to the height map and exclude all the added 

zeros a rectangle of the size equal to 
2

n
 is superimposed on the height map where n is the smaller 

of n×m terms, Figure 3-5(c). This superimposition of the rectangle causes the loss of 50% of the 

area and 29.3% of the profiles from the initial height map; however, it ensures that only the real 

surface data is processed.  
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Figure 3-5: a) Unrotated height map of a surface with Gaussian distribution of heights, b) height 

map rotated 45⁰ and the maximum size increase, and c) super imposed rectangle on the height 

map containing only real height data points. 

At each rotational angle, θ, the statistical parameter, sp, values of all columns inside of the 

superimposed rectangle is calculated which at the results in a sp distribution shown as sp histogram 

in Figure 3-6. Each histogram is then quantified in the next step based on its properties such as 

standard deviation, skewness, and kurtosis. It should be noted that while Figure 3-6 depicts the 

original surface and when it is rotated 30° and 60° the process of rotating the surface and 

quantifying the resulting histograms by their properties is repeated until the surface is rotated 180°. 



44 

 

 

Figure 3-6: a) Initial height map of a surface with Gaussian distribution of heights and the sp 

histogram of the columns inside the superimposed rectangle, b) initial height map rotated 30° and 

the sp histogram of the columns inside the superimposed rectangle, and c) initial height map 

rotated 45° and the sp histogram of the columns inside the superimposed rectangle. 

After a 180° rotation, assuming that the rotational increments are in 1° intervals, there will be 

180 standard deviation, skewness, or kurtosis values associated to each histogram at each angle of 

rotation. These values are plotted versus the rotational angle at which they were calculated in a 

polar plot formation, Figure 3-7 depicts a surface with Gaussian distribution of height and its polar 

plots when the selected statistical parameter of the profiles is their Rq values, i.e. sp = Rq. The 

second half of the polar plots is generated by utilizing the rotationally symmetric nature of the 

results of the first half. 

It should be noted that the process works if the statistical parameter is calculated for each row 

instead of each column. 
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Figure 3-7: a) MATLAB generated surface with Gaussian distribution of heights and its b) σRq 

polar plot, c) SkRq polar plot, and d) KuRq polar plot. 

Figure 3-7(a) shows a 1000×1000 pixels surface with a Gaussian distribution of heights 

generated in MATLAB with the pearsrnd command with its mean, standard deviation, 

skewness, and kurtosis equal to 0 µm, 0.1 µm, 0, and 3 respectively. Since this surface is 

statistically stationary the standard deviation, skewness, and kurtosis of the Rq, or any statistical 

parameter, histogram at each rotational angle is invariant, thus the shape of all three polar plots in 

Figure 3-7 is nominally circular. Rq histograms for a surface with Gaussian distribution of heights 

are normal distributions, and for a normal distribution the skewness value is equal to zero as shown 

in Figure 3-7(c), and the kurtosis value is equal to three as shown in Figure 3-7(d).  

3.3 Processing time of generating polar plots 

The required steps for generating the polar plots of a surface is shown in Figure 3-2, from this 

graphical representation step one is only done once and after the form and waviness is removed 

from the surface this step is finished. Steps two, three, and four are repeated 180


 times, this is 
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due to the fact that all of the information is captured in a 180° rotation, and the results would be 

symmetrical from 180° to 360°. At this time each rotational angle, θ, and the calculated properties 

of the sp distribution, i.e. standard deviation, skewness, and kurtosis values are saved. And at the 

end in step five these results are plotted in a polar plot formation. The processing time of these 

required steps depends on the size of the matrix and the resolution of the rotation, ∆θ. 

For the typical size of the output of a 3D measurement instruments, that is a height map of 

1024×1024 pixels, and when the resolution of rotation is equal to 1°, the whole process of 

generating σRq polar plot, SkRq polar plot, and KuRq polar plot takes less than 15 seconds in 

MATLAB installed on a computer with a normal computing power with Intel(R) Core(TM) i7-

2600 CPU @ 3.4GH configuration (not a super computer). In this amount of time for processing a 

surface the imrotate command takes about the 80% of the overall time. The overall processing 

time can be further decreased to 10 seconds by rotating the surface only 90°. In this case at each 

rotational angle the sp value of the columns and rows of the superimposed rectangle on the surface 

are being calculated at the same, the calculated values for rows then serve for the polar plot’s data 

points at θ+90° at each rotational angle, θ. 

It was tried to make the whole processing algorithm optimized with the goal of reducing the 

time of calculations as much as possible, however, it is believed that further optimizations in coding 

of the process can be done to further increase the speed of process, also it is believed that 

implementing the whole process of generating polar plots in other programming platforms such as 

C++ could reduce the overall time of calculations, this is because MATLAB (MATrix LABoratory) 

is a scripting and mathematical language processor for working with mathematical equations in a 

matrix base environment, however, C++ is a structured programming language for writing 

algorithms, and runs as fast as the code written in assembly language. 
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3.4 Items affecting polar plots 

The shape of the polar plots is dependent of the nature of the surface that is being analyzed. 

Surface topography and surface features are factors that affect the shape of the polar plots and can 

be divided into two categories naming surface texture characteristics such as tooling marks on a 

turned surface, and surface features such as circular features, i.e. digs, and linear features such as 

scratches. These will be discussed in the following chapters. 

3.5 Unprocessed surfaces 

As was mentioned in section 3.1 calculation of the metric of choice is done once the form and 

waviness are removed from the surface height map, i.e. surface is post-processed. However, if the 

form and waviness are not removed from the surface height map the shape of the polar plots would 

be significantly different when compared to the polar plots of the same surface after it is been 

processed. Two examples illustrating this point are indicated below, in both examples only form is 

present on the surfaces, i.e. the surface Sq values are zero in value. 
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Figure 3-8: a) A MATLAB generated surface without its form removed (the surface is formed with 

a second degree polynomial), b) the same surface shown in 3D, and c) its σRq polar plot. 

The shape of the polar plot shown in Figure 3-8(c) is due to the fact that during the rotation of 

the unprocessed surface, Figure 3-8(a), as the height deviations in the columns varies (because of 

the presence of the form), the standard deviation of the columns Rq histogram varies significantly, 

and dominates the shape of the polar plot. Here, the minimum radius of the polar plot happens at 

two angles; first at the angle where columns are parallel to the axis around which the surface has 

its curvature, and the second angle where columns are perpendicular to the axis of curvature. In 

both cases all of the columns are identical, and therefore the standard deviation of their Rq 

histogram is equal to zero, i.e. the radius of the polar plot is zero. In between these two points the 

maximum radius of the polar plot occurs at the angle where the range of columns Rq values is 

maximum. This angle is a function of the geometry of the curvature, and it is thought that similar 
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to the analysis of the surfaces with periodic features (see section 4.5) it can provide insights on the 

form of the surface.  

 

Figure 3-9: a) A MATLAB generated planar surface without its tilt removed, b) the same surface 

shown in 3D, and c) its σRq polar plot. 

The surface whose tilt is not removed also affects the behavior of the resulting polar plot as is 

shown in Figure 3-9. Presence of the tilt in the surface causes the height variations of the columns 

to vary during rotation, and thus changes the shape of the σRq polar plot. In this case the minimum 

radius of the σRq polar plot happens at two angles, first when columns are parallel to the axis around 

which the surface is tilted (θ=0°, and 180° in Figure 3-9(a)); the average height value for each 

column is different because of the tilt, however, the standard deviation of their height values is 

equal to zero; and thus the radius of the polar plot is equal to zero. The second angle is where 

columns are perpendicular to the tilt axis (90° before or after the angular location of the minimum 

radius), at this angle all of the columns have the same shape and zero Rq values, therefore the 
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standard deviation of their Rq distribution which is the radius of the polar plot is zero as well. The 

maximum radius of the polar plot happens at an angle close to when the columns are perpendicular 

to the axis of tilt. 

The analysis of the effect of the form of the surface on its polar plots has not been covered in 

this dissertation, therefore further study and research is needed for polar plot analysis of 

unprocessed surfaces. 

3.6 Summary 

In this approach the areal map of a surface, after its form and waviness are removed, is treated 

as a collection of line profiles. A statistical parameter of choice is calculated for each of the profiles 

and at the end the resulting distribution will be quantified based on its standard deviation, skewness, 

and kurtosis. The surface is then rotated some number of degrees around its center and the process 

of calculating the statistical parameter and the properties of the corresponding distribution repeated 

until the surface is rotated 180°, the second half of the polar plot is then achieved by utilizing the 

symmetry of the first half. At the final step all the standard deviations, skewness, and kurtosis 

values are plotted versus the rotational angle at which they were calculated in a polar plot format.  

The rotation of the surface around its center can be done in any degree intervals in theory and 

there is no limitation on it, but in the discrete nature of the computer systems this interval has to be 

chosen based on the equation 3-5. Since during the rotation the size of the rotated matrix varies a 

rectangle of size equal to 
2

n
is superimposed on the initial matrix to make sure that only real 

surface data is analyzed and not the data added by the numerical algorithm to pad the matrix 

generated by the ‘imrotate’ command.  
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 CHAPTER 4: SURFACE CHARACTERIZATION 

4.1 Introduction  

The shape of the polar plots is dependent on the nature of the surface that is being analyzed. 

Characteristics such as surface texture directionality, i.e. surface lay, surface periodic structures, 

surface isotropy/anisotropy, and the surface roughness value, Sq, all affect the polar plots’ shape. 

In this chapter the effect 1) of surface roughness of surfaces with Gaussian distribution of 

heights, 2) surface isotropy and directionality, and 3) surface periodicity on the polar plots will be 

detailed.  

The relationship between the surface roughness value Sq and the radius of the standard 

deviation of the Rq histogram, σRq polar plot in a surface with a Gaussian distribution of heights is 

established, so is the relationship between the wavelength of a periodic structure and the angle 

between the first global minimum and maximum radii of the polar plots. 

The statistical parameter of choice for the columns in this chapter is their Rq values, and the 

rotational increment is equal to 1° unless otherwise mentioned. 

4.2 Surface roughness of Gaussian surfaces 

In the unique case of a surface with a Gaussian distribution of heights the radius of the standard 

deviation of Rq histogram polar plot, i.e. σRq polar plot, is a function of the root mean square surface 

roughness, Sq and the surface size, n. Surfaces with higher values of Sq and equal skewness and 

kurtosis values will have larger radius in their resulting σRq polar plots. 
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Figure 4-1: MATLAB generated surface with Gaussian distribution of heights with Sq equal to a) 

0.1 µm, and b) 0.2 µm and their σRq, SkRq, and KuRq polar plots. 

Figure 4-1(a) and (b) show two MATLAB generated theoretical surfaces with Gaussian 

distribution of heights with their Sq equal to 0.1 µm and 0.2 µm respectively. The skewness and 

kurtosis values for both of these surfaces are zero and three respectively. It is clear that the σRq polar 

plot’s radius increases as the Sq value of the surface increases, but the radius of SkRq and KuRq polar 

plots remains unchanged since their skewness and kurtosis did not change. If the skewness and 

kurtosis of these surfaces were also changed, their polar plots’ radii would change as well. 

The relationship between the root mean square roughness of the surface, Sq, with its skewness 

and kurtosis values equal to zero and three respectively, and the radius of the σRq polar plot can be 

calculated by using the Chi distribution properties. In this case dividing all the height values in each 

column, ℎ𝑖,𝑗 , by the total root mean square roughness of the surface, Sq, makes them standard 

normal with the mean and standard deviation equal to zero and one respectively, ℎ′𝑖,𝑗~𝑁(0,1). 

Now let hi, j be all the height values in column j, the variance of this column is given in equation 

4-1. 
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Simplifying equation 4-1 will lead to equation 4-2, which is the definition of Chi square 

distribution. 
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Taking the square root of equation 4-2 is equal to the Chi distribution. Formulas for mean and 

variance of Chi distribution is given in appendix A. Based on these equations the variance of the 

Chi distribution for degrees of freedom above 20 is equal to
1

2
, and thus the standard deviation of 

it is equal to
1

2
. 

Rewriting equation 4-2 in terms of standard deviation, σ, we have equation 4-3: 
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And the radius of the polar plot which is the standard deviation of the columns’ standard 

deviations, i.e. Rq, is given in equation 4-4 

  
2

j

Sq
hc

k
   
 

  (4-4) 

Where k is the size of the super imposed rectangle on the height map, and is equal
2

n
. Thus, 

finally the radius of the polar plot is given in equation 4-5. 
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For instance, for the surface with Sq = 0.1 µm shown in Figure 4-1(a) the σRq polar plot’s 

radius based on equation 4-4 is equal to 2.66×10-3 µm. It should be noted that the units of these 

equations have the same nature of their input values, for example if the input is in terms of µm then 

the result of equation 4-5 is in µm as well. 

It should be noted that equation 4-5 results in the correct answer of the radius of the σRq polar 

plot if and only if the skewness and kurtosis of the surface is equal to zero and three. For other 

values of these parameters equation 4-5 does not yield the correct radius of the polar plot. This is 

due to the fact that in the derivation of this formula the surface is converted to a surface with a 

standard normal distribution of heights, and a standard normal distribution by definition has its 

skewness equal to zero, and its kurtosis equal to three. 

4.3 Surface isotropy and directionality 

In general, the texture aspect ratio, Str, value of a surface is a unitless indicator of surface 

isotropy/anisotropy, an Str approaching 1 shows that a surface is isotropic and no major directional 

features are present, whereas an Str value approaching to 0 indicates the presence of directional 

surface features. Also, the directionality of surface features with respect to the vertical axis is 

reported by the surface texture direction, Std, value of the surface based on ISO 25178-2 [11]. 

Surface anisotropy and major surface texture directionality are also captured by the presence 

of the lobes of the polar plots, i.e. Deviations from a nominally circular polar plot. Figure 4-2 

depicts a vibrationally ground steel surface and its σRq polar plot generated by rotating the image in 

0.2 degrees intervals counterclockwise. In Figure 4-2 the anisotropic nature of the surface is clearly 

visible form its height map, a fact supported by its Str value which is 0.02, this anisotropic nature 

is also captured by the non-circular shape of the polar plot. The major surface texture directionality 

of this surface, Std, is equal to 75.34°, which coincides with the angular location (75.4°) of the local 

minimum in the lobe in the upper half of the polar plot. 
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At the angle where the major surface texture directionality is vertical, each of the columns 

intersects fewer height deviations as a column entrains a surface ridge or valley (which are assumed 

reasonable smooth), their Rq values are reasonably consistent in magnitude, and as a result the 

standard deviation of the Rq histogram is low. This creates a local minimum in the σRq polar plot, 

Figure 4-3(a). The standard deviation of Rq values histogram is maximum close to when the surface 

texture, i.e. the lay is vertical, but not exactly vertical, Figure 4-3(b). When the major surface texture 

directionality is perpendicular to the columns, the standard deviation of Rq histogram is minimum, 

at this angle while all the columns intersect all the ridges and valleys of the surface and their Rq 

value may be high the standard deviation of these Rq values is low, Figure 4-3(c). 90° before or 

after the angle of the local minimum the range of columns Rq values in a ground surface is larger 

than this range in the case of a surface with a periodic structure such as a milled surface. This 

critical factor, i.e. the radius of the polar plot when the major surface texture directionality is 

perpendicular to the columns, is the main difference between the σRq polar plots of a ground surface 

and a milled surface. 

 

Figure 4-2: a) A ground steel surface measured with CSI 20× objective, b) it standard deviation of 

Rq histogram polar plot. 
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Figure 4-3: a) The ground surface shown in Figure 4-2 when rotated such that lay direction is 

vertical, b) when rotated such that the lay direction is close to vertical, and c) when rotated such 

that the lay direction is perpendicular to the columns and two sample profiles and the Rq 

histogram for each case. 

Figure 4-4 depicts the standard deviation of σRq polar plot for the ground surface in Figure 4-2, 

and the zoomed in area of the lobe region in the upper half of the polar plot. As stated above the 

maximum value of the polar plot occurs close to when the lay direction is vertical, which is θ=73.8°. 

Two sample profiles at this angle are depicted in Figure 4-3(b), the top profile shows a column that 

covers a section of a valley and a section of a ridge, and the bottom profile only covers the whole 

ridge. At this angle some of the columns do not cover the entire ridges or valleys on the surface, 

and thus the difference between the maximum and minimum Rq values is the largest leading to the 

maximum standard deviation of the Rq histogram. 

When the major surface directionality is vertical, at θ=75.4°, since the majority of the columns 

encapsulate the entire ridge or valley of the surface there will be a sudden drop in the standard 

deviation of the Rq values when compared to the previous situation, i.e. a local minimum as 
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mentioned above. Two sample profiles of the surface at this angle are shown in Figure 4-3(a); the 

top profile covers a ridge, and the bottom profile covers a valley. Although the average height of 

these profiles are different their standard deviation which measures their height variations is close 

to each other and this makes the range of Rq values smaller leading to the local minimum. 

 

Figure 4-4: σRq polar plot of the surface shown in Figure 4-2, and b) zoomed in area of the plot in 

the lobe region. 

Because of the indeterministic nature of the texture of a ground surface it is not possible to 

mathematically find the angle at which the maximum value of the σRq polar plot occurs. However, 

the angle where the local minimum of the polar plot happens is always the angle where the lay 

directionality is vertical, and the global minimum of the polar plot occurs when the surface texture 

is perpendicular to the columns. It should be noted that while the Std parameter of a surface shows 

the directionality of the major surface texture, the angle of lobes or the local minimums of the polar 

plots shows the directionality of all of the directional features on the surface. 
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4.4 Multi directional surfaces 

Surfaces that contain multiple directional features affect the behavior of the polar plots such 

that they create a pair lobes or local minimums on the polar plots whenever each directional feature 

becomes vertical. The angular location of these polar plot’s features in the upper half of the plot 

indicates the directionality of each feature when it is measured with respect to the vertical axis. 

 

Figure 4-5: a) Grayscale image of a plateau honed surface, and b) its σRq polar plot. 

Figure 4-5(a) depicts a grayscale image of a honed surface, the σRq polar plot of this surface is 

shown in Figure 4-5(b). In this polar plot there are two local minimums in the lobe region when 

considering the upper half of the polar plot. The first one occurs at θ=62°, and the second one at 

θ=123°, these angles are the angle enclosed between each directional feature and the vertical axis. 

4.5 Surface periodic structure 

Periodicity of a repeating structure on the surface is also reflected on the polar plots and the 

wavelength of the dominant periodic feature can be calculated form the polar plots. 
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Figure 4-6: a) A theoretical surface with a sinewave feature of wavelength 300 pixels and a 

profile along the vertical axis, and b) σRq polar plot. 

Figure 4-6 depicts a theoretical 1000×1000 pixels surface containing a sinewave feature with 

its wavelength, λ, equal to 300 pixels, and its σRq polar plot.  

 

Figure 4-7: a) MATLAB™ generated sinewave surface with wavelength of 300 pixels, a vertical 

profile, and its Rq histogram, b)same surface when features are horizontal, a vertical profile, and 

its Rq histogram, d) same surface rotated 10° clockwise, a vertical profile, and its Rq histogram 
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All the columns at the original orientation have the Rq value equal to zero since the profiles 

are all along the sinewave, thus the standard deviation of Rq histogram is zero, Figure 4-7(a). When 

the surface is rotated 90° from its original orientation each column intersects the sinewave at a right 

angle and all of the profiles are similar, so while the Rq value of the columns is not zero their 

standard deviation is zero, Figure 4-7(b).  

In between these two points at each rotational angle each column is a section of a second 

periodic feature of the same nature of the periodic structure on the surface, Figure 4-7(c). Figure 

4-8(a) depicts the surface with a sinewave feature with the wavelength equal to 300 pixels when 

rotated 10° clockwise. Figure 4-8(b) shows two randomly selected columns from this surface, as 

stated above these two columns along with the rest (all 1000 columns) at this angle are parts of 

another periodic structure which is shown in Figure 4-8(c).  

 

Figure 4-8: a) MATLAB™ generated sinewave surface with wavelength of 300 pixels when 

rotated 10° clockwise, b) two randomly selected vertical profiles, and c) the two profiles shown 

on the second periodic structure. 
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Figure 4-9: Geometrical model of a periodic structure on a surface when it is rotated θ°. 

In general, the wavelength of the second periodic structure, λθ, is a function of the angle of 

rotation of the surface, θ, and the wavelength of the periodic structure on the surface, λ. For 

instance, at the original orientation where all the columns are along the sinewave the wavelength 

of the second periodic feature is infinity (all straight lines), and when rotated 90° the wavelength 

of the second periodic structure is equal to the wavelength of the periodic structure on the surface. 

Figure 4-9 shows the geometric model of a surface with a periodic structure when rotated θ 

degrees, only one complete wavelength is demonstrated. From this model the wavelength of the 

second periodic structure is given in equation 4-6: 

 
sin







   

(4-6) 

 

And at each rotational angle, θ, the ratio of the length of columns over the second wavelength 

is given in equation 4-7: 

 
sinn n





 
   (4-7) 

 

As the surface rotates, for each angle the Rq value of the columns (that are sections of the 

second periodic structure taken from different positions as shown in Figure 4-8) is calculated, and 

then the standard deviation of these Rq values is determined. The local maximum and minimum 
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radii of the standard deviation of Rq histogram polar plot occurs where the range of columns’ Rq 

distribution is maximum and minimum respectively.  

 

Figure 4-10: The first upper quarter of the polar plot in Figure 4-6 in Cartesian coordinate. 

Figure 4-10 depicts the first quarter of the polar plot in Figure 4-6 in Cartesian coordinate, as 

is seen in this plot there are four maximums and five minimums. The first and last minimums 

correspond to when the sinewave on the surface is vertical, Figure 4-7(a), and horizontal, Figure 

4-7(b), respectively.  

To find out when the range of Rq values is maximum and minimum, an iterative approach is 

taken; in MATLAB a window of variable size is moved across a periodic structure with known 

wavelength, the Rq value of the portion of the periodic structure inside this moving window is 

calculated and at the end the standard deviation of these Rq values is calculated. The specific ratio 

of the window size over the wavelength that leads to the maximum or minimum standard deviations 

of Rq values is then achieved.  
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Figure 4-11: Visual representation of the steps involved in finding the length of sections of a 

periodic structure that has the maximum or minimum range of Rq values 

Figure 4-11 gives a visual representation of the steps involved in finding the length of sections 

of a periodic structure that has the maximum or minimum range of Rq values, first a window of 

length x is selected form the periodic feature, its Rq value is calculated, in step two the window of 

size x is moved some number of pixels to the right covering a different section of the periodic 

feature. At the end the standard deviation of all these Rq values is calculated. Once this cycle is 

complete the size of the moving window is increased in MATLAB and the procedure again is 

carried out. The increase in size takes place until the size of the moving window is equal to the 

length of columns.  
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Figure 4-12: Standard deviations of Rq values versus the ratio of the size of the moving window 

over the wavelength of the second periodic feature for a sinewave structure. 

Figure 4-12 depicts the plot of standard deviations of Rq values versus the ratio of the size of 

the moving window, x, over the wavelength of the second periodic feature for a sinewave structure. 

The maximum and minimum ratios are shown on the graph.  

Based on this graph the first maximum radius of the polar plot occurs when the ratio of the 

length of the columns,
𝑛

√2
 to the wavelength of the second periodic structure is equal to 0.435, 

equation 4-8:  

 0.435
2

n


   (4-8) 

 

Combining equations 4-6 and 4-8 the wavelength of the sinewave structure on the surface can 

be estimated with equation 4-9: 

sin sin
0.435 2

ewave

n
round 

 
  

 
 

(4-9) 

 

Where β is the difference between the angle where the sinewave is vertical and the global 

maximum of the polar plot, see Figure 4-10. 
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Knowing the wavelength of the periodic structure and the size of the surface the angles at 

which the local maximums and minimum happen in the polar plot can be calculated based on 

equation 4-10:  

 
1 2

sin
c

n


 

 
   

 
  

(4-10) 

 

Where c is the ratio of the length of the columns over the wavelength of the second periodic 

structure given in Figure 4-12. For instance, for the surface shown in Figure 4-6 with the 

wavelength of 300 pixels, the angles of maximum and minimums radii of the polar plot when θ is 

between zero and 90° are given in Table 4-1, see also Figure 4-10: 

Table 4-1: The angles of maximum and minimum radii of the polar plot of Figure 4-6. 

c 

from Figure 4-12 

θ 

from equation 4-10 
Local extremes 

0.435 10.6 Local maximum 

1.0 25.0 Local minimum 

1.197 30.5 Local maximum 

1.429 37.3 Local minimum 

1.696 46.0 Local maximum 

2.0 58.0 Local minimum 

 

4.5.1 Other types of periodic features 

This method works for other types of periodic features such as sawtooth, step wave, grating, 

and cusp structure as well. However, the c coefficient to use in equation 4-10 for each type is 

different and is given in Figure 4-13. 
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Figure 4-13: Standard deviations of Rq values versus the ratio of the size of the moving window 

over the wavelength of the second periodic feature for a) step wave structure, b) sawtooth 

structure, c) cusp structure, and d) grating structure. 

It should be noted that the c coefficients shown in Table 4-2 are the first ratio values from 

Figure 4-13 which correspond to the angle difference between the global minimum, where periodic 

features are vertical, and the global maximum. 
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Table 4-2: c coeficients for different types of periodoc structures 

Type c coefficient 

Sawtooth 0.565 

Cusp 0.456 

Grating 0.278 

Step wave 0.269 

 

Formulas for calculating the wavelength of sawtooth, cusp, grating, and step wave structures 

are given in equations 4-11, 4-12, 4-13, and 4-14. 

s sin
0.565 2

awtooth

n
round 

 
  

 
 (4-11) 

sin
0.456 2

cusp

n
round 

 
  

 
 (4-12) 

sin
0.278 2

grating

n
round 
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s sin
0.269 2

tepwave

n
round 

 
  

 
 (4-14) 
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Figure 4-14: Theoretical surfaces with a) sawtooth structure, b) cusp structure, c) step wave 

structure, d) grating structure, a horizontal profile for each structure, and their σRq polar plots. 

Figure 4-14 depicts three different periodic structures with wavelength of 300 pixels along 

with a horizontal profile and their σRq polar plot. In all these cases the surface texture directionality 

with respect to vertical axis, which is 90°, is captured by their polar plots where the first global 

minimum occurs, i.e. θ=0°. 

The difference between each specific type of structure is the angle difference between this 

global minimum and the global maximum. Based on equation 4-10 this angle for each type shown 

in Figure 4-14 is as follows: 
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Table 4-3: Angle difference for σRq polar plot of surfaces shown in Figure 4-14. 

Type c coefficient 

Angle difference 

between max. and min. radii 

Sawtooth structure 0.565 13.8° 

Cusp structure 0.456 11.1° 

Grating structure 0.278 7.0° 

Step wave structure 0.269 6.5° 

 

4.5.2 Identifying different periodic structures 

From the polar plots, it is also possible to find out what type of a periodic structure is present 

on a surface. In order to do that at the first step is based on equations 4-9, 4-11, 4-12, 4-13, and 

4-14 five distinct wavelengths can be assumed for a given polar plot of a surface containing a 

periodic structure. In the second step a sinewave, a sawtooth, a cusp structure, a grating structure, 

and a step wave structure with their wavelength equal to the wavelength calculated from equation 

4-9 are put on five surfaces, and the angle difference between the first global minimum and 

maximum radius of the polar plot, β, is compared to the one from the given polar plot, if for any of 

these structures the β is the same as the one form the given polar plot then the specific type of the 

structure is identified. If not the second step is repeated but this time for the wavelength calculated 

based on equation 4-11. This process is repeated until the specific type of the structure is identified. 

 

Figure 4-15: σRq polar plot for a theoretical surface containing an unknown periodic structure. 
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Figure 4-15 shows a σRq polar plot for a theoretical surface containing an unknown periodic 

structure. The angle at which the first global minimum radius occurs is equal to 30° meaning that 

the directionality of the periodic structure with respect to vertical axis is 30°. The angle difference 

between this global minimum and the maximum radii, β, is equal to 10.6°.  

Based on equations 4-9, 4-11, 4-12, 4-13, and 4-14 the five possible wavelengths are as 

follows: 

Table 4-4: Calculated wavelength for different structures based on β=10.6°. 

Sinewave sin

1000
sin10.6 299

0.435 2
ewave round

 
  

 
 

Sawtooth structure s

1000
sin10.6 230

0.565 2
awtooth round

 
  

 
 

Cusp structure 
1000

sin10.6 285
0.456 2

cusp round
 

  
 

 

Grating structure 
1000

sin10.6 468
0.278 2

grating round
 

  
 

 

Step wave structure s

1000
sin10.6 483

0.269 2
tepwave round

 
  

 
 

 

The first step is to put all the possible structures with the wavelength equal to 299 pixels on a 

theoretical surface and compare the resulting β angle with the β from Figure 4-15. With a sinewave 

of 299 pixels wavelength the β angle that is produced is equal to the β angle of the polar plot of the 

unknown structure, this means that the periodic structure is a sinewave and its wavelength is equal 

to 299 pixels. From Table 4-5 it is clear that no other wavelengths and structures would result in a 

β equal to 10.6°. 
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Table 4-5: Angle β for different wavelengths and structures. 

λ β  for Sinewave 

β  for 

Sawtooth 

β  for Cusp β  for Step wave 

β  for 

Grating 

299 10.6° 13.9° 11.2° 6.7° 7.0° 

230 8.1° 10.5° 8.6° 5.0° 5.2° 

285 10.2° 13.3° 10.8° 6.2° 6.5° 

468 16.8° 21.8° 17.6° 10.2° 10.5° 

483 17.3° 22.6° 18.0° 10.3° 11.0° 

 

4.5.3 Multi directional periodic features 

Structured surfaces such as those that are shown in Figure 4-16 also affect the behavior of the 

polar plots. In all of these polar plots the angular location of the lobes corresponds to a directionality 

on the surface. The relationship between these directions and the polar plots, and also how the 

information of these plots can be related to the wavelength of these repeating structures on the 

surface has not been completely studied in this work. Therefore, further analysis of these types of 

surfaces and their polar plots is required to obtain information about the nature of surface features. 

It is also believed that the presence of irregularities within the structure of the surface would affect 

the shape of the polar plots, and thus polar plots have a great potential of capturing these 

irregularities within the structure of the feature that needs to be investigated as well. 
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Figure 4-16: Three MATLAB generated highly structured surfaces along with their σRq polar 

plots. 

4.5.4 Comparison with the power spectral density, PSD, analysis 

The wavelength calculated based on the polar plots is not sensitive to the orientation of the 

periodic structure on the surface whereas the 1D PSD analysis is; and its results are sensitive to the 

orientation of the surface texture direction and the direction along which the PSD is being taken. 



73 

 

 

Figure 4-17: A theoretical surface with a sinewave structure of 100 pixels wavelength, when a) 

unrotated, b) rotated 30° clockwise, and their σRq polar plot, and PSD plots. 

Figure 4-17(a) shows a theoretical surface containing a sinewave with its wavelength equal to 

100 pixels, its σRq polar plot, and its PSD when taken along the horizontal axis, from the polar plot 

and equation 4-9 the wavelength is calculated 99 pixels, and from the PSD analysis, the wavelength 

is equal to 101 pixels. The same surface is rotated 30° clockwise and is shown in Figure 4-17(b) 
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with its σRq polar plot and PSD plot. In this case, from the polar plot, the wavelength is calculated 

99 pixels, but in the PSD analysis in horizontal direction the wavelength is equal to 118 pixels. This 

shows the advantage of this approach in calculating the wavelength of periodic structures on a 

surface over the conventional PSD analysis. 

4.5.5 Periodicity in real surfaces 

All of the above mentioned equations for calculating the wavelength of a periodic structure on 

the surface rely on the angle difference between the global maximum and minimum radius of the 

polar plots, β. But it should be noted that the β angle and the equations are meaningful when they 

are applied to the surfaces with an organized repeating structure, such as a perfect milled surface. 

The important matter is that this angle, β, may be present in the polar plots of the surfaces that 

naturally do not have a repetitive pattern, such as a ground surface. However, polar plots are also 

able to distinguish between the surfaces with organized repeating structures and those that do not 

have a periodicity on their surface.  

The key factor that enables this differentiation is the radius of the polar plot 90° before or after 

the angular location of the local minimum. This angle corresponds to the orientation where the 

surface texture is perpendicular to the columns, however, since there is not any organized repeating 

pattern on the surface the columns Rq values at this orientation are not reasonably close to each 

other (unlike an organized repeating pattern), and therefore the standard deviation of the columns 

Rq histogram will not have a minimum value. In other words, the radius of the polar plot 90° before 

or after the local minimum will not have a near-zero value, whereas this radius in a perfect milled 

surface is very insignificant, i.e. close to zero. For real milled surfaces the radius of the polar plot 

at these angles is close to zero, see Figure 4-18(a), whereas this radius for the polar plot of ground 

surfaces is not a near-zero value as is shown in Figure 4-18(b). 
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Figure 4-18: σRq polar plot of a) the milled surface in Figure 4-25(a) and, b) the ground surface in 

Figure 4-20(a). 

4.6 Analysis of real samples 

In this section, the above mentioned capabilities of the polar plots will be studied on real 

surfaces, and the differences and limitations of the approach for each case will be explained. 

4.6.1 Surface roughness of a Gaussian surface 

Figure 4-19(a) depicts a polished glass surface measured with Zygo ZeGage coherence 

scanning interferometer (CSI) 20× objective. The field of view of this objective is 417 µm × 417 

µm. Skewness of the surface is equal to -2.0, and its kurtosis is equal to 116.91. 

 

Figure 4-19: a) A polished glass, b) its σRq polar plot. The surface is measured with Zygo ZeGage 

coherence scanning interferometer (20× objective, piston, tilt and a 4th order polynomial removed 

from the measurement). 
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Figure 4-19(b) shows this surface’s standard deviation of Rq histogram polar plot, σRq polar 

plot, the average radius of this polar plot is equal to 84 nm. Using equation 4-5 results in the Sq 

roughness of the surface which is equal to: 

 0.0084 0.56
2 2(1024)

Rq

Sq Sq
r Sq nm

n
         

 

And the roughness of the surface calculated with the instrument’s software is equal to 0.57 

nm. The difference between the Sq roughness calculated via σRq polar plot, and the value calculated 

by the software is less than 1%. This difference could be due to the fact that the polar plot analyzes 

the smaller rectangle superimposed on the original surface whose dimensions are 
𝑛

√2
, whereas the 

software takes into account the whole n×n surface. Also, the skewness and kurtosis of the surface 

that is being analyzed is not equal to zero and three, and therefore these differences induce error on 

the calculated Sq of the surface via equation 4-5. 

The isotropic nature of the polished glass surface is captured by its Str value equal to 0.88, 

which is supported by the circular shape of its polar plot. The nominally circular shape of the polar 

plots indicate a lack of any directionality, and thus isotropic nature of the surface. 

4.6.2 Isotropy and directionality 

Figure 4-20(a) depicts a ground aluminum surface measured with Zygo ZeGage coherence 

scanning interferometer (CSI) 20× objective with 417 µm × 417 µm field of view. The Str value of 

this surface, calculated by the instrument’s software, is equal to 0.03 which shows a strong 

anisotropic nature of the surface, and the Std value of the surface that indicates the major 

directionality of the surface with respect to vertical axis is equal to 64.9°. These properties are also 

captured by the surface’s σRq polar plot, the anisotropic nature of the surface is captured by the 

lobes on the polar plot, i.e. deviations from the nominally circular shape. If the rotational increment 

used in creating the polar plot is sufficiently small, as is equal to 0.2° in this case, there will be a 
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local minimum near the apex of the lobe, the angle at which this local minimum occurs is the angle 

enclosed between the major directionality on the surface and the vertical axis, i.e. equivalent to the 

Std value of the surface. For this surface this local minimum happens at θ=64.2°. The difference 

between this value and the Std value from ISO 25178-2 is less than 1.2%; one reason of this 

difference could be that the polar plot analyzes the smaller rectangle superimposed on the original 

surface whose dimensions are 
𝑛

√2
, whereas the software takes into account the whole n×n surface.  

 

Figure 4-20: a) An Aluminum ground surface, b) its σRq polar plot, and c) the zoomed in region of 

the polar plot around the lobe. The surface is measured with Zygo ZeGage coherence scanning 

interferometer (20× objective, piston, tilt and a 4th order polynomial removed from the 

measurement). 

In Figure 4-20(b) the global maximum occurs at θ=61.4°, and the local minimum at θ=64.2°, 

the difference between these angles is equal to 2.8°, i.e. β=2.8°. Using equation 4-9 (that assumes 

a sinewave structure) to calculate the wavelength of the structure will result in the wavelength equal 

to 81 pixels: 

sin

1024
sin 2.8 81

0.435 2
ewave round pixels

 
  

 
 

 

However, as was mentioned above the radius of the polar plot 90° after the angular location 

of the local minimum (which is not a near-zero value) indicates that this surface does not have an 

organized repeating pattern, and thus the calculated wavelength of the periodic structure is 

meaningless, a fact supported by the PSD analysis of the surface taken perpendicular to the surface 
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texture direction, see Figure 4-21. In this PSD plot three is no significant peak visible related to the 

dominant periodic structure on the surface. 

 

Figure 4-21: Superimposed rectangle area on the initial surface when rotated 64.2° clockwise 

along with the PSD plot and a random horizontal profile from the surface. 

The same surface after it is vibrationally finished is shown in Figure 4-22(a). From the 

surface’s height map it is clear that there is no directionality left on the surface, a fact supported by 

the surface’s high Str value equal to 0.91. This lack of directionality, i.e. isotropic nature of the 

surface is also reflected on the polar plot where lobes are not present anymore, and the shape of the 

polar plot is close to a circular shape, see Figure 4-22(b). For this surface, since the distribution of 

surface height values is not a normal distribution with skewness and kurtosis equal to zero and three 

respectively equation 4-5 cannot be used to calculate the Sq roughness of the surface. 
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Figure 4-22: a) Vibrationally finished aluminum surface, and b) its σRq polar plot. The surface is 

measured with Zygo ZeGage coherence scanning interferometer (20× objective, piston, tilt and a 

4th order polynomial removed from the measurement). 

Figure 4-23(a), and (b) depict a steel ground surface, and a steel milled surface along with 

their random horizontal profiles and their σRq polar plots. The global maximum in both polar plots 

indicates the major surface texture directionality with respect to the vertical axis. In both of these 

polar plots there is no local minimum in the lobe region, and also there is no near-zero value in the 

plots. This indicates that both of the surfaces lack a well-organized periodic structure, which is 

supported by their horizontal profiles. From their random horizontal profiles there is no visible 

well-organized periodic structure. This behavior of the surface profile is expected for the ground 

surface since a ground surface naturally does not have a periodic structure, however, for the milled 

surface this behavior raises the concern that the tool might be worn, or the overall quality of the 

machining of the part has not been good.  
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Figure 4-23: a) A ground steel surface, and b) a milled steel surface along with their random 

horizontal profiles and their σRq polar plots. 

 

Figure 4-24: PSD plot of the surface shown in a) Figure 4-23(a), and b) Figure 4-23(b). 
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Figure 4-24 depicts the PSD analysis of the two surfaces taken perpendicular to the surface 

texture direction, clearly there is no dominant peak in either of them which supports the lack of a 

periodic structure on the surfaces. 

4.6.3 Surface periodic structure 

Figure 4-25(a) depicts a milled steel surface that is measured with Zygo ZeGage coherence 

scanning interferometer (CSI) 20× objective with 417 µm × 417 µm field of view. The anisotropic 

nature of this surface is clearly visible from a glance of its height map, the Str value of the surface 

equal to 0.02 also indicates this property. The angle enclosed between the tooling marks and the 

vertical axis based on Std parameter is equal to 97.0°. As it was mentioned earlier this directionality 

is also captured by the local minimum radius of the σRq polar plot in the lobe region in the upper 

half of the polar plot. This minimum radius of the polar plot happens at θ=98.3°. The 1.35% 

difference between this value and the Std value could be due to the fact that the tooling marks are 

curved on this milled surface and this difference in the real surface and the theoretical model 

contributes to the difference between Std value and the angle of the local minimum radius of the 

polar plot. The rotational increment for generating the polar plots is 0.2°. 

It should be noted that in the case of real surfaces, such as this milled surface, there are notable 

differences between them and the theoretical models of periodic structures on the surface; such as 

the curvature of the tooling marks, and the fact that it is very unlikely that a profile taken along the 

length of a valley or peak is perfectly smooth. Nonetheless, the local minimum radius of the polar 

plot still occurs when tooling marks are vertical, and the angle between this local minimum and the 

maximum radius of the polar plot, β, can be used to estimate the wavelength of the periodic feature 

on the surface. 
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Figure 4-25: a) A Steel milled surface, b) its σRq polar plot, and c) the zoomed in region of the 

polar plot around the lobe. The surface is measured with Zygo ZeGage coherence scanning 

interferometer (20× objective, piston, tilt and a 4th order polynomial removed from the 

measurement). 

In order to calculate the wavelength of the periodic structure, first the behavior of the periodic 

structure of the milled surfaces in general should be assumed. Figure 4-26(a) shows the area inside 

the superimposed rectangle on the initial surface when the surface is rotated 98.3° clockwise. At 

this angle a horizontal profile is shown in Figure 4-26(b), from this profile if the nature of the 

periodic structure is assumed to follow a sinewave, then the wavelength of the structure can be 

calculated from equation 4-9. 

 

Figure 4-26: a) Inside the superimposed rectangle when the milled surface is rotated 98.3°, and b) 

a horizontal profile of the surface. 

 sin

1024
sin 2.1 61

0.435 2
ewave round pixels
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Considering the pixel resolution of the 20× objective which is 0.40 µm the wavelength of the 

periodic feature on the surface is calculated equal to 24.4 µm. If the nature of the periodic structure 

is assumed to follow a sawtooth pattern, then its wavelength based on equation 4-11 will be equal 

to 23.3 µm; and if it is assumed to simulate a cusp pattern then the wavelength via equation 4-12 is 

calculated equal to 23.7 µm. Clearly, the profile shown in Figure 4-26(b) does not behave as a step 

wave or grating structure, and therefore the wavelength equations for a step wave and grating 

feature should not be used. 

 

Figure 4-27: 1D horizontal PSD when the tooling marks are oriented to be vertical. 

Power spectral analysis, PSD, of the surface in the horizontal direction when the tooling marks 

are oriented to be vertical is equal to 24.6 µm.  

Figure 4-28(a) depicts a reamed steel surface that is measured with Zygo ZeGage coherence 

scanning interferometer (CSI) 5× objective with 1.6 mm × 1.6 mm field of view, after its form and 

waviness is removed. The anisotropic nature of the surface is visible from the tooling marks of its 

height map, a fact supported by the surface texture aspect ratio, Str, equal to 0.02. This property is 

also captured by the lobes of the polar plot. The surface texture direction value, Std, of this surface 

is equal to 179.5°, and the local minimum in the upper half of the polar plot happens at θ=179.4°. 

The difference between these two values is 0.05% which indicates the great capability of the polar 
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plots to capture the directionality of the surface features. The rotational increment for generating 

the polar plots is 0.2°. 

The periodic structure of the surface is obvious from a glance of its height map, a fact 

supported by the shape of its σRq polar plot. In this polar plot there is an angle difference between 

the local maximum and minimum, and thus the surface may have a well-organized periodic 

structure. To check if the surface has this type of periodic structure the radius of the polar plot 90° 

after the angular location of the local minimum is examined. As it is clear from the polar plot shown 

in Figure 4-28(b) at this angle the radius of the polar plot has a near-zero value, and thus it confirms 

that there is a periodic structure on the surface.  

 

Figure 4-28 a) A steel reamed surface and, b) its σRq polar plot. The surface is measured with 

Zygo ZeGage coherence scanning interferometer (5× objective, piston, tilt and a 4th order 

polynomial removed from the measurement). 

From this polar plot β is equal to 1.4°, assuming the behavior of the periodic structure follows 

a grating pattern equation 4-13 can be used to estimate the wavelength of it. 

1024
sin1.4 64

0.278 2
grating round pixels

 
  

 
 

 

Considering the pixel resolution of the 5× objective equal to 1.6 µm the wavelength is equal 

to 103 µm.  

Figure 4-29 shows the area inside the superimposed rectangle on the initial surface, along with 

a random horizontal profile. The periodic structure of the surface is clearly visible form the 
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horizontal profile. The PSD analysis of the surface taken perpendicular to the surface texture has a 

dominant peak, and the wavelength from 1D PSD analysis is equal to 107 µm. The difference 

between the wavelength calculated from polar plot and the one from PSD analysis is because of 

some irregularities in the periodic structure on the surface, i.e. deviation from the theoretical model. 

 

Figure 4-29: Superimposed rectangle area on the initial surface when rotated 0.4° clockwise 

along with the PSD plot and a random horizontal profile from the surface. 

Figure 4-30(a), (b), (c), and (d) depict four AFM samples provided by the Manufacturing 

Metrology Team at the University of Nottingham, piston, tilt, and a 4th order polynomial are 

removed from the height maps of 384 × 384 pixels size. The resolution of rotation used in this 

approach to create surfaces’ σRq polar plots is 0.15°. 
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Figure 4-30: AFM samples after piston, tilt, and a 4th order polynomial is removed from their 

height map, a random horizontal profile, and their σRq polar plots. 

The angular location of the local minimum in these polar plots corresponds to the angle 

enclosed between the surface texture and the vertical axis. For each surface a random horizontal 

profile perpendicular to the periodic structure of the surface is shown in Figure 4-30. From the 

height map of the samples and their horizontal profiles shown in Figure 4-30(a), and (b) it is clear 

that they both follow a sinewave structure pattern, and therefore equation 4-9 should be used to 
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estimate the wavelength of the surface periodic structure. The periodic structures on surfaces shown 

in Figure 4-30(c), and (d) clearly does not follow a sinewave pattern, nor a cusp one. It also does 

not comply with the modeled sawtooth pattern that was discussed in section 4.5.1. The closest 

pattern that these surfaces’ features follow can be assumed to be the grating periodic structure.  

Table 4-6: Estimated wavelengths from polar plots and the PSD analysis and the associated error.  

 β 

λ (pixels) 

Polar plots 

λ (pixels) 

PSD 

Error % 

Sample 1 12.75° sin

384
sin12.75 138

0.435 2
ewave round

 
  

 
 136 1.5 

Sample 2 8.0° sin

384
sin8.0 87

0.435 2
ewave round

 
  

 
 91 4.4 

Sample 3 7.8° 
384

sin 7.8 133
0.278 2

grating round
 

  
 

 136 2.2 

Sample 4 8.1° 
384

sin8.1 138
0.278 2

grating round
 

  
 

 136 1.5 

 

The estimation of the wavelength of the periodic structure on each of the samples is 

summarized in Table 4-6, the calculated wavelength for the sample one has 1.5% error when 

compared with PSD analysis, and the calculated wavelength from polar plot has 4.4% from the one 

calculated via PSD analysis for sample two. For these samples although they have a sinewave 

structure present on their surface, but the structure is not perfect and some irregularities are present 

as it can be seen from their random profile, this deviation of the perfect sinewave model induces 

some error on the estimated wavelength. In samples three and four the repeating structure follows 

a grating type pattern, and samples have some irregularities, thus the estimated wavelength of the 

periodic structure on their surface has some errors when compared with the result of the PSD 

analysis.  
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4.7 Summary 

This chapter detailed the capabilities of polar plots in capturing surface characteristics, such 

as surface directionality, surface isotropy/anisotropy, periodicity of repeating structures on the 

surface, and in the case of a surface with a Gaussian distribution of heights, the surface roughness 

Sq.  

The analytical relationship between the Sq roughness of a surface with a Gaussian distribution 

of heights, and the radius of the σRq polar plot was established using the Chi distribution properties. 

However, this relationship is limited to the surfaces with their height values following an ideal 

Gaussian distribution with its skewness equal to zero, and its kurtosis equal to three.  

Information about the surface texture aspect ratio, Str, which is an indicator of the isotropy of 

a surface can also be gained by the overall shape of the surface’s polar plots. Nominally circular 

shape of the polar plots is a sign of isotropic nature of the surface, whereas presence of lobes on 

the polar plots shows the anisotropic nature of the surface, and is an indicator of the directionality 

of the major surface texture. The angle of the polar plots at which the lobes or local minimums near 

them occur corresponds to the angle enclosed between the vertical axis and the surface texture, and 

it is equivalent of the surface texture direction parameter, Std with this difference that Std shows 

the directionality of the major surface texture whereas polar plots can show the directionality of  all 

of directional features on the surface. It should be noted that the indeterministic nature of a ground 

surface makes the formulization of the angle of maximum radius of the polar plot impossible. 

It was shown that the wavelength of a periodic structure can also be calculated from the angle 

difference between the local minimum and the global maximum of the σRq polar plot, β. The 

advantage of estimating the wavelength of a periodic structure on the surface with this approach 

over the power spectral density analysis, PSD, is that it is insensitive to the surface orientation, 

whereas the 1D PSD analysis should be done in the direction perpendicular to the surface texture 

in order to result in the accurate answer. Also, from the information provided by the polar plots 
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identifying the specific type of the periodic structure on the surface was made possible. Table 4-7 

summarizes the key features to consider when analyzing surface’s polar plots. 

Table 4-7: Polar plot’s features, and their ISO 25178-2 equivalent parameters. 

Feature rmax rmin 

Local 

rmin 

Angle between 

rmax and local 

rmin 

# of 

peaks 

 ISO 25178-2 

Equivalent  

Surface Sq 

(Gaussian dist. of 

heights) 

    

   

Isotropy, directionality       Str, Std 

Periodicity       PSD 
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 CHAPTER 5: SINGLE FEATURE CHARACTERIZATION 

5.1 Introduction 

The presence of a single circular or a linear feature on the surface will affect the shape of polar 

plots. This effect can be used to not only detect the presence of the singular features, but also to 

back calculate its geometrical properties such as diameter and depth of the circular feature; and the 

depth, length, and width of the linear feature. 

This chapter details the effect of a single feature on the polar plots and explains how to use 

the wealth of information contained within the polar plots to obtain information about the surface 

features without the need for segmentation or pattern recognition techniques. 

The statistical parameter of columns used in this chapter is their Rq, and Rsk values, and the 

rotational increment in creating polar plots is 1° unless otherwise mentioned. 

5.2 Single circular feature 

When a single circular feature is present on the surface, the columns containing the feature 

have higher Rq values than those feature-free columns. This increases the range of Rq values in the 

Rq histogram when compared to a surface without any feature. These higher Rq values are found 

in the bins to the right side of the mean on the Rq histogram, and thus they increase the standard 

deviation of the Rq histogram. 

As the surface rotates around its center, and due to the symmetry of the circular feature, the 

number of affected columns by it, is equal to the diameter of the circular feature and is a fixed 

number, see Figure 5-1. As a result, the standard deviation of the Rq histogram remains constant 

and consequently the shape of the polar plot remains circular, but will increase in diameter. 
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Figure 5-1: Schematically depicts a circular feature during rotation. 

Figure 5-2(a) depicts a theoretical surface with Gaussian distribution of heights; this surface 

does not contain any kind of features so the radius of the standard deviation of Rq histogram polar 

plot can be found out from equation 4-5. Figure 5-2(b) and (c) are the surface’s Rq histogram and 

its σRq polar plot. The same surface when a negative circular feature with 100 pixels in diameter 

and 0.1 µm in depth is present is shown in Figure 5-2(d), higher Rq values are visible in the Rq 

histogram, Figure 5-2(e), and the increase in the radius of the polar plot is shown in Figure 5-2(f). 
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Figure 5-2: a) MATLAB generated surface with Gaussian distribution of heights, b) its Rq 

histogram, c) its σRq polar plot, d) the same surface with a negative circular feature of 100 pixels 

diameter, e) its Rq histogram, and f) its σRq polar plot. 

This constant increase in radius when compared to the radius of a defect free surface is an 

indicator of the existence of a circular feature on the surface with a Gaussian distribution of heights.  

5.2.1 Feature below or above the surface 

The nature of this circular feature, that is whether it is on the surface (positive) or below it 

(negative), cannot be identified with the σRq polar plot because the Rq and standard deviation are 

both squared terms, and are always positive values. Figure 5-3(a) shows a surface with a negative 

circular feature and its σRq polar plot, the same surface when the feature is made positive and its σRq 

polar plot is shown in Figure 5-3(b). For both of these surfaces their σRq polar plots are similar. 
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Figure 5-3: MATLAB generated surface with Gaussian distribution of heights with a) a negative 

circular feature, and b) a positive circular feature and their σRq polar plots. 

However, in order to determine if the circular feature is positive, i.e. on the surface or negative, 

i.e. below the surface the third moment of data could be used, i.e. skewness. Since this is a cubic 

term, it is sensitive to the sign of the magnitude of the feature, and therefore by calculating the Rsk 

of the columns and then the skewness of the resultant Rsk distribution it is possible to determine 

whether the feature is positive or negative when compared to the skewness of Rsk histogram polar 

plot of a defect free sample.  

When the feature is negative, the columns containing it have negative skewness values, Rsk, 

and thus are found to the bins left side of the mean value of the skewness histogram, Figure 5-4(a), 

and consequently the skewness of this histogram is negative. Similarly, when the feature is positive 

the Rsk value of the columns containing the feature is positive, and are found to the bins right side 

of the mean value of the Rsk histogram, see Figure 5-4(b), and thus the skewness value of this 

histogram is positive. 
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The skewness of Rsk histogram polar plot of two surfaces with Gaussian distribution of heights 

containing a circular feature is shown in Figure 5-4(c). The skewness of Rsk histogram polar plot 

of the surface with the negative feature falls inside the radius of the defect free skewness of Rsk 

histogram polar plot because of its negative value, and similarly the skewness of Rsk histogram 

polar plot of the surface with the positive feature lies outside of the radius of the defect free 

skewness of Rsk histogram polar plot. 

 

Figure 5-4: a) MATLAB generated surface with a Gaussian distribution of heights and a negative 

circular feature, 100 pixels diameter, and its Rsk histogram, b) the same surface when the feature 

is made positive and its Rsk histogram, and c) the skewness of Rsk histogram for both surfaces 

and a defect free surface. 

5.2.2 Estimation of diameter and depth 

When the circular feature is sufficiently large or deep, it is possible to estimate its diameter 

and depth from analysis of columns’ Rq histogram without the need for feature recognition 

algorithms. In order to do this, all the columns that are affected by the feature should be identified, 

Rqdefect. This could be achieved by setting a threshold Rq value such that any column with larger Rq 

value than it will be considered as a feature-related column.  
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The Rq histogram of a surface with Gaussian distribution of heights follows a normal 

distribution, in such distribution the mean value plus or minus 3.2 times the standard deviation will 

cover 99.9% of the data, and any data point outside of this range would be considered as an outlier. 

This could be expressed as equation 5-1. 

_3.2defect mean Rq histRq Rq   
 

(5-1) 

 

Where Rqdefect is the Rq value of the columns containing the feature, Rqmean is the mean value 

of the Rq histogram of the surface, and σRq_hist is the standard deviation of the Rq histogram of a 

defect free surface with Sq roughness value equal to Rqmean.  

The magnitude of the Rqdefect term depends on the number of pixels in the column associated 

with the feature, i.e. its geometric size, and the magnitude of their departure from the nominal 

surface, i.e. its depth. The sum of all the Rq values greater than the right-hand side of equation 5-1 

corresponds to the diameter of the circular feature.  

 

Figure 5-5: a) MATLAB generated surface with Gaussian distribution of heights with a negative 

feature of 100 dimeter, b) the Rq histogram of the surface and the Rq threshold. 
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Figure 5-5(a) depicts a theoretical surface with Gaussian distribution of heights containing a 

negative circular feature with 100 pixels diameter and 0.05 µm depth. The Rq histogram of this 

surface is shown in Figure 5-5(b), the threshold Rq value is calculated based on the right-hand side 

of equation 5-1, and there are 99 Rq values beyond this threshold corresponding to the diameter of 

the feature.  

It should be noted that because of the pixelization of the circular feature in the discrete 

environment of MATLAB and other computer systems the outer edges of the feature include a 

small number of feature related pixels contained within a column. This is shown in Figure 5-6, and 

therefore irrespective of their magnitude their Rq value might not be larger than the Rq threshold 

of equation 5-1, and thus the calculated diameter will not be exactly equal to the actual diameter of 

the feature. 

 

Figure 5-6: a) A circular feature in continuous environment, and b) the same feature in discrete 

environment. 

To calculate the depth of the feature the column with the largest Rq value, Rqmax, is that which 

contains the maximum number of feature related pixels, i.e. corresponds to the column spanning 

the full diameter of the feature and the number of feature related pixels within the column, l, is 

assumed to be the same as the number of columns with Rq values above the threshold of equation 

5-1. By knowing these two values (Rqmax and l) the depth of the feature, d, can be estimated using 

the formula for calculating standard deviation of a set of numbers, equation 5-2. 



97 

 

2 2

1

 

s l

ii

max

ld ld
h l d

s s
Rq

s





   
     

   



 

(5-2) 

 

Where hi are the non-feature related height values, l is the number of pixels spanning the 

feature diameter, d is the depth of the feature, and s is size of the original data set divided by √2. It 

should be noted that this approach assumes that all non-feature related height values have a 

Gaussian distribution, and the feature has a constant flat depth. For the surface shown in Figure 5-5 

the l is equal to 99 pixels and the Rqmax is equal to the 0.0179 µm, plugging these numbers in the 

equation 5-2 the depth is calculated equal to 0.05 µm.  

5.2.3 Detectability threshold 

From analysis of the Rq histogram, it is possible to create a generalized threshold limit 

indicating the detectability of a circular feature with different diameters and depths. A feature is 

defined as detectable if the number of the Rq values of the surface that contains the defect is above 

the threshold limit of equation 5-1, and is within two pixels of the number of columns spanned by 

the feature.  

For a surface with a Gaussian distribution of heights, this threshold limit is generated in an 

iterative manner in MATLAB such that for each feature dimeter an initial and constant feature 

depth of a shallow value is first selected, while the other non-feature related pixels are random and 

have a Gaussian distribution of heights. The Rq histogram of the surface is determined and the 

number of Rq values that are greater than the right-hand side of the equation 5-1 are counted. If the 

difference between this number and the number of pixels spanning the full diameter of the feature 

is equal or less than two then the threshold depth is identified for that diameter, if not the depth 

value of the feature is increased by 1% of the Sq of the surface (1.01×Sq), and the process repeated 

until the threshold depth is identified. 
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Figure 5-7: Detectable threshold limit for diameter and depth combination. 

The process of identifying the detectable threshold limit for a surface comprising 1000 × 1000 

pixels was repeated 500 times on different surfaces with the same Gaussian distribution of heights, 

and the average calculated height is depicted in Figure 5-7, the standard deviation of each point on 

this graph is within 0.1% to 0.15% of the average threshold depth, and thus it is too small to be 

visible on the graph. The diameter of the feature is given in pixels on the horizontal axis, while the 

depth of the feature is given as a function of the overall surface Sq value on the vertical axis. For 

other surface dimensions, a different graph would have to be generated.  



99 

 

 

Figure 5-8: MATLAB generated surface with a negative circular feature of diameter 100 pixels 

and depth of 0.025 µm, and b) the same surface with a circular feature of diameter of 100 pixels 

and depth of 0.04 µm; and their Rq histogram. 

Based on the graph in Figure 5-7 a circular feature with its diameter equal to 100 pixels on a 

surface with Sq equal to 0.01 µm should have a depth above 0.028 µm in order to be detectable. 

Figure 5-8(a) shows a circular feature with 100 pixels dimeter and 0.025 µm depth on a surface 

with Sq equal to 0.01 µm, since this depth is below the detectable region of Figure 5-7 the number 

of columns that have the Rq value greater than the threshold limit is not within two of the actual 

diameter, and is equal to 90 pixels. It should be noted that in this case the circular feature’s effect 

is reflected on the columns Rq histogram by creating some number of Rq values larger than the 

threshold of equation 5-1, i.e. the presence of the feature is detected, however, the radius of the 

feature is not estimated correctly. This inaccuracy of the estimated radius is because the depth of 

the feature in the columns close to the edges of the feature, that have a small number of feature-

related pixels, is not deep enough to create an Rq value larger than the right-hand side of equation 

5-1.  
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 However, when the depth of the feature is increased such that it goes inside the detectable 

region, i.e. 0.04 µm as shown in Figure 5-7(b), then the number of columns having Rq values larger 

than the threshold limit is within the two pixels margin of error, and thus is counted as detectable. 

This is a conservative approach since it requires nearly all the feature related columns to have 

Rq values greater than the threshold value of equation 5-1, but nevertheless it has reasonable 

sensitivity.  

5.2.4 Analysis of a real surface with a circular feature 

Figure 5-9(a) depicts a polished glass surface from NIST traceable scratch dig standard, dig 

grade number 0.016, from the specification of the sample the diameter of the dig is equal to 18 µm. 

This surface is measured with Zygo ZeGage coherence scanning interferometer (CSI) 20× objective 

with 417 µm × 417 µm field of view, and the diameter and depth of the feature from the processed 

measurement height map is equal to 18 µm and 0.060 µm respectively. Figure 5-9(b) shows the 

same surface when the feature is excluded with its Sq, skewness and kurtosis equal to 1 nm, 0.07 

and 2.9 respectively. 
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Figure 5-9: a) A measured surface with a negative feature, b) defect free surface of the same 

sample, c) and d) their σRq polar plots. 

The presence of a single circular feature is detected with the surface’s σRq polar plot when it is 

compared to the polar plot of a defect-free surface of the same kind, Figure 5-9(d). The constant 

increase of the radius of the σRq polar plot, Figure 5-9(c) indicates the existence of a single circular 

feature on the surface.  

In order to determine whether the single circular feature is positive, i.e. on the surface or 

negative, i.e. below it the skewness of the Rsk histogram, SkRsk polar plot, of the surface will be 

compared to the same polar plot of the defect-free surface. If the SkRsk polar plot of the surface with 

feature is inside the SkRsk polar plot of the defect-free surface then it is a negative feature, and if it 

is outside, then it is a positive feature. 



102 

 

 

Figure 5-10: Skewness of the Rsk histogram polar plot of the surface and the defect-free surface 

on the same plot. 

These two polar plots are shown on the same plot in Figure 5-10, from this plot it is clear that 

the SkRsk polar plot of the surface with the defect is inside the SkRsk polar plot of the defect-free 

surface, meaning that the feature is negative.  

To find out the diameter of the feature, first the Rq values of the Rq histogram that are larger 

than the right-hand side of the equation 5-1 need to be counted.  

 

Figure 5-11: Rq histogram of the surface with the negative circular feature shown in Figure 

5-9(a). 

Figure 5-11 depicts the Rq histogram of the surface containing the circular feature, the right-

hand side limit of the equation 5-1 is shown on this histogram by the red vertical line. Any Rq value 

larger than this limit is a defect-related value, Rqdefect, and is caused by the presence of the feature. 

The area after this threshold Rq value is zoomed in and shown in Figure 5-11(b), and the total 

number of bins in this area is equal to 45 which corresponds to the diameter of the feature. 

Considering the pixel resolution of the 20× objective the diameter is calculated equal to 18 µm.  

The maximum Rq value, Rqmax, of this surface’s Rq histogram is equal to 0.011 µm, and 

belongs to the columns that has the maximum number of feature-related pixels, i.e. the column that 



103 

 

spans the full diameter of the feature, l. Putting these two values into the equation 5-2 the depth of 

the feature is calculated equal to 60 nm. From the graph shown in Figure 5-7 the depth for a circular 

feature with this diameter has to be more than 3.6 times the Sq of the surface in order for it to be 

detectable with the correct estimate of diameter, which in this case the depth has to be more than 

3.6 nm. Since the depth of the feature is equal to 60 nm, this feature is not hard to resolve for its 

diameter and depth. 

5.3 Single scratch 

When there is a linear feature on the surface, i.e. a scratch, a pair of lobes will appear on the 

polar plots. Depending on the geometry of the feature and the resolution of rotation, a local 

minimum may occur in the vicinity of the apex of the lobe in the σRq polar plot. Similar to the 

circular feature the columns containing the scratch will have higher Rq values than those feature-

free columns, and these Rq value are found in bins to the right side of the mean value of the Rq 

histogram. The angle of the lobe apex or the local minimum of the polar plots shows the angle 

enclosed between the scratch and the vertical axis, and informs by how much the surface would 

have to be rotated as to make the scratch vertical.  

Figure 5-12(a) depicts a surface with a Gaussian distribution of heights, and Sq value of 0.01 

µm containing a scratch of 250 × 5 pixels length and width respectively. The depth of the scratch 

is 0.05 µm, and the angle enclosed between the scratch and the vertical axis is equal to 30°. The 

lobe apex occurs at 30° in all of the polar plots. However, for the same surface when the scratch’s 

depth is increased to 0.15 µm there will be a local minimum in the σRq polar plot at 30°, see Figure 

5-12(b). The presence of this local minimum is a function of the geometrical properties of the 

scratch, i.e. its length, width, and depth, and is given in equation 5-7.  
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Figure 5-12: MATLAB generated surface with a Gaussian distribution of heights with a scratch 

of 250L × 5w pixels, and its σRq polar plot, skewness and kurtosis of the Rq histogram polar plots 

when a) its depth is equal to 0.05 µm and b) its depth is equal to 0.15 µm, (The rotational angle 

for creating these polar plots is 1°). 

When the scratch is rotated from its vertical position geometrical analysis states that the 

number of columns that contain elements of the scratch, colscratch is described by equation 5-3 and 

the number of pixels in each one of these columns, Lcol is estimated by the equation 5-4. 
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Figure 5-13: a) MATLAB™ generated surface with a Gaussian distribution of heights with a 

scratch of 200L × 5w pixels, b) geometrical model of the scratch. 

scratch icol L sin 
 

(5-3) 

scratch

LLcol round
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(5-4) 

 

Where φi is the angle enclosed between the scratch and vertical axis at each rotational angle 

θ, for instance in Figure 5-13(a) at θ=0°, φ is equal to 150°. 

At each rotational angle, θ, the Rq value of the defect free columns, Rqdefect_free is given in 

equation 5-5: 
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(5-5) 

 

Where hi, j are height values in the column j, µdf is the average height value of the defect free 

column j, and s is the size of the superimposed rectangle, i.e. 𝑠 =
𝑛

√2
. 

And the Rq value of all columns containing elements of the scratch, Rqdefect, is given in 

equation 5-6. 
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Where µd is the average height value of the defect-related columns, φi is the angle enclosed 

between the scratch and vertical axis at each rotational angle θ, hi,j are height values in the column 

j containing elements of the scratch, d is the depth, and w is the width of the scratch. The standard 

deviation of the Rq histogram is equal to the radius of the polar plot at rotational angle θ, rθ, by 

using equations 5-5 and 5-6 this radius is given in equation 5-7. 
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 Where µRq is the average value of the Rq histogram, w is the width, L is the length, and d is 

the depth of the scratch respectively. This equation cannot be solved explicitly for the general 

combinations of the length, width, and depth of a scratch in order to predict for what specific 

combination of parameters there will be a local minimum or a sharp peak at the angle where the 

scratch is vertical. 

5.3.1 Estimation of length, width, and depth 

At each angle of rotation, the number of columns containing elements of the scratch is different 

and is given in equation 5-4. Assuming the depth of the scratch is large enough to increase the Rq 

value of these columns such that they become larger than the threshold value of equation 5-1, the 

length of the scratch can be estimated by dividing the total number of these Rq values by the sine 

of the angle enclosed between the scratch and the vertical axis; and at the end the estimation of the 

length is determined by taking the average value of all calculated lengths, equation 5-8. 
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Where binsi is the total number of Rq values exceeding the limit of equation 5-1, and φi is the 

corresponding angle. 

The lobe apex or the local minimum happens at an angle where the scratch of length L is 

vertical and contained within the minimum number of columns; at this angle, θv, the number of 

columns that have Rq values larger than the threshold of equation 5-1, correspond to the width of 

the feature, w, equation 5-9. 
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To calculate the depth of the scratch the maximum Rq value, Rqmax, at the angle where the 

scratch is vertical, θv corresponds to the column that contains the full length of the feature, L, 

knowing these two values, (L and Rqmax), the depth of the feature can be estimated via equation 

5-10 which is the formula for calculating the standard deviation of a set of numbers.  
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Where hi are the non-feature related height values, L is the length of the feature, d is the depth, 

and s is size of the original data set divided by √2, (𝑠 =
𝑛

√2
). 
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Figure 5-14: a) MATLAB generated surface with Gaussian distribution of heights and a scratch 

of 400 × 10 pixels, and depth of 0.10 µm, and b) its σRq polar plot. 

Figure 5-14 depicts a surface with Gaussian distribution of heights containing a scratch of 400 

pixels length and 10 pixels width, the depth of the scratch is 0.10 µm and the angle enclosed 

between the feature and the vertical axis is equal to 40°. From equation 5-6 the length of scratch, 

L, is estimated as 398 pixels; from its σRq polar plot the local minimum in the upper half of the polar 

plot happens 40°, thus θv = 40°.  

 

Figure 5-15: The Rq histogram of the surface when the scratch is vertical. 

The Rq histogram of the surface at this angle, θv, is shown in Figure 5-15, where the number 

of Rq values greater than the threshold of equation 5-1 is equal to 10 and corresponds to the width 

of the scratch. In this histogram the Rqmax value is equal to 0.0496, plugging this value, and the 

estimated length (L=398) into the equation 5-10 the depth is estimated as 0.101 µm. 
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Figure 5-16: Associated error of scratch’s length estimation for depths equal to 0.02 µm and 0.10 

µm of a surface comprising 1000 × 1000 pixels. 

To find out the error associated with the estimation of the length of the feature, in an iterative 

manner in MATLAB a vertical scratch of length L and depth d is placed on a 1000×1000 pixel 

surface with Gaussian distribution of heights. The length of this scratch is then estimated based on 

equation 5-8 and the percentage error between this calculated value and the actual value is reported 

for that specific depth. The process of finding the percentage error for a combination and length 

and depth is repeated 500 times, and the average value of the error is shown in Figure 5-16 for two 

fixed depths. From this graph it is clear that the error of estimation of feature’s length decreases as 

the length of the feature increases.  

5.3.2 Detectability threshold 

Similar to the circular feature by using equation 5-1 the detection threshold can be determined 

to indicate the geometric limitations of a detectable scratch for a surface comprising 1000×1000 

pixels. For each scratch’s length when it is vertical an initial shallow depth is first selected, and the 

number of Rq values in the Rq histogram that are greater than the threshold in equation 5-1 are 
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counted. If this number is equal to the width of the scratch then the threshold depth for that length 

is achieved. If not the depth is then increased by 1% of the Sq of the surface (1.01×Sq) and the 

process repeated. This iteration process for finding the threshold depth is done 500 times, and the 

average value is shown on Figure 5-17. Again, similar to the curve for circular feature error bars 

are within 0.1% to 0.15% of the threshold depth and thus not visible on the graph. 

 

Figure 5-17: Detectable threshold limits for length and depth combination of a scratch based on 

equations 5-1 

The graph in Figure 5-17 utilizes the information of the Rq histogram of a surface; however, 

since a scratch creates a pair of lobes on the polar plots there is another way of generating the 

minimum detectable threshold limit for a single scratch directly from the polar plots themselves.  

When the scratch is vertical, i.e. contained within a minimum number of columns, the Rq value 

of these columns must be sufficiently greater than the scratch-free columns to induce an increase 

in the σRq polar plot and hence produce a lobe on the polar plot. The threshold that must be exceeded 

is given in equation 5-11. 

__ _ _ 3.2
Rq histRq hist Rq hist mean     

 
(5-11) 

 

Where σRq_hist is the standard deviation of the Rq histogram at a particular angle, σRq_hist_mean is 

the average of all σRq_hist values, and 
_Rq hist is the standard deviation of all σRq_hist values. Such 
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threshold limit cannot be generated for the circular feature due to the circular nature of its polar 

plot, and absence of a local maximum. 

Equation 5-11 uses the standard deviation of the Rq histogram, however, to increase the 

sensitivity of the approach the higher moments of the Rq histogram could be used such as third 

order moment, i.e. skewness and fourth order moment, i.e. kurtosis (equations 5-12 and 5-13) of 

the Rq histogram. Figure 5-18 depicts these threshold limits for a surface dimension of 1000×1000 

pixels. 

__ _ _ 3.2
Rq histRq hist Rq hist mean SkSk Sk   

 
(5-12) 

__ _ _ 3.2
Rq histRq hist Rq hist mean KuKu Ku   

 
(5-13) 

 

Where SkRq_hist and KuRq_hist are the skewness and kurtosis of the Rq histogram at a particular 

angle, SkRq_hist_mean and KuRq_hist_mean are the average of all SkRq_hist and KuRq_hist values, and 
_Rq histSk

is the standard deviation of all SkRq_hist values and 
_Rq histKu is the standard deviation of all KuRq_hist 

values.  

 

Figure 5-18: Detectable threshold limits for length and depth combination of a scratch based on 

equations 5-11, 5-12, and 5-13. 
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Based on this graph a scratch of 100 pixels length on a surface with Sq equal to 0.01 µm, 

Figure 5-19(a), when its depth is equal to 0.02 µm should not be detected with the σRq polar plot, 

i.e. there will not be a pair of lobes, Figure 5-19(b). Whereas this scratch should be detected with 

the skewness and kurtosis of the Rq histogram polar plots, and the sensitivity of the detection, i.e. 

the magnitude of the lobe apex should be higher for the kurtosis of the Rq histogram polar plot, see 

Figure 5-19(c) and (d). 

 

Figure 5-19: a) MATLAB generated surface with Gaussian distribution of heights and a scratch 

of 100L × 5w pixels, and depth of 0.02 µm, b) its σRq polar plot, c) skewness of the Rq histogram 

polar plot, and d) kurtosis of the Rq histogram polar plot. 

It should be noted that the threshold limit based on the equation 5-11 that directly uses the 

polar plot itself is more conservative, i.e. less sensitive, when compared to the threshold limit based 

on the equation 5-1 which is based on the Rq histogram, see Figure 5-20. 
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Figure 5-20: Detectable threshold limits for length and depth combination of a scratch based on 

equations 5-1 and 5-11. 

5.3.3 Analysis of a real surface with a linear feature 

Figure 5-21(a) depicts a polished glass surface from NIST traceable scratch dig standard, 

scratch grade number 0.025, from the specification of the sample the length and width of the scratch 

is equal to 100 µm and 6.3 µm respectively. This surface is measured with Zygo ZeGage coherence 

scanning interferometer (CSI) 20× objective with 417 µm × 417 µm field of view, and the length, 

width, and the average depth of the scratch from the processed measurement height map is equal 

to 102.3 µm, 6.8 µm, and 0.06 µm respectively.  

Figure 5-21(b) shows the same surface when the feature is excluded with its Sq, skewness and 

kurtosis equal to 1 nm, -0.9 and 38.01 respectively. 
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Figure 5-21: a) A measured surface with a negative linear feature, b) defect free surface of the 

same sample, c) and d) their σRq polar plots. 

The presence of a single linear feature is detected with the surface’s σRq polar plot when it is 

compared to the polar plot of a defect-free surface of the same kind, Figure 5-21(d). The presence 

of two local minimum in the σRq polar plot, Figure 5-21(c) indicates the existence of a single linear 

feature on the surface.  

In order to determine whether the single linear feature is positive or negative the skewness of 

the Rsk histogram, SkRsk polar plot, of the surface will be compared to the same polar plot of the 

defect-free surface. If the SkRsk polar plot of the surface with feature is inside the SkRsk polar plot of 

the defect-free surface then it is a negative feature, and if it is outside, then it is a positive feature. 
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Figure 5-22: Skewness of the Rsk histogram polar plot of the surface and the defect-free surface 

on the same plot. 

From the polar plots of Figure 5-22 the plot of the surface is inside of the plot of the defect-

free sample meaning that the feature is negative.  

The length of the feature can be calculated via equation 5-8 and is equal to 226 pixels, which 

is equal to 90.4 µm when considering the pixel resolution of the 20× objective. The width can also 

be achieved by using equation 5-9 and is 25 pixels, equal to 10 µm. And finally by using equation 

5-10 the depth is calculated as 0.060 µm.  

The error of length and width estimation is due to the fact that the surface even excluding the 

feature is not perfectly Gaussian, and also the scratch is not a perfect rectangle, i.e. there is not a 

perfect stepped edge between the scratch and the surface. 

5.4 Summary 

In this chapter the effect of a single circular and linear feature on the surface on the polar plots 

was investigated. The presence of a circular feature on the surface was detected by comparing the 

σRq polar plot of the surface with the polar plot of a defect-free surface, the increase in the radius of 

the polar plot is an indicator of the existence of a circular feature. 

Since the standard deviation and Rq value are both squared terms their value independent of 

the magnitude of the feature is always positive. In order to detect whether the feature is located on 

the surface such as a piece of dirt or below it such a scratch the skewness of the columns Rsk 

histogram polar plot was used. Skewness is a cubic term and therefore is sensitive to the sign of the 

magnitude of the feature. If the SkRsk polar plot of the surface that is being analyzed is inside the 
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SkRsk polar plot of a defect-free surface then the feature is negative, and if it is outside then the 

feature is positive.  

From the Rq histogram of the surfaces with single features it is also possible to estimate the 

depth and diameter of a circular feature. The detectability threshold for the circular features can be 

generated with the information of the columns Rq histogram. From the estimated diameter and the 

maximum Rq value in the histogram it is also possible to back calculate the feature’s depth. 

Admittedly, this is a conservative approach for detecting a single circular feature since the 

detectability threshold requires all the feature-related pixels in the feature-related columns to be 

deep enough to increase the Rq value such that it becomes larger than the threshold Rq value, 

however, it ensure that the estimated diameter of the feature is within two pixels margin of error of 

the actual diameter of the feature. 

Presence of a linear feature on the surface is also detected by a pair of lobes in the σRq polar 

plot. Similar to the circular feature the Rq histogram of a surface containing a single scratch can be 

analyzed to estimate the length, width, and the depth of the single linear feature. The length of the 

linear feature can be estimated by counting the number of Rq values that the scratch creates that 

are larger than the right-hand side of equation 5-1, and using equation 5-8. At the angle where the 

scratch is vertical the maximum Rq value in the columns Rq histogram belongs to the column that 

encapsulates the entire length of the feature, knowing this value and the estimated length, the depth 

of the feature can also be calculated. 

The estimation of length, width, and depth of a single scratch was verified on a real sample. 

The difference between the theoretical model of a scratch and the real one is that the surface 

containing the scratch is does not have a perfect Gaussian distribution of heights, the scratch itself 

is not a perfect rectangle, i.e. there is not a stepped edge between the scratch and surface, and finally 

the scratch does not have a constant depth at its bottom, i.e. depth variation at the bottom of the 

scratch.  
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Presence of the lobes in the polar plots of a surface containing a single scratch can be taken 

advantage of to increase the sensitivity of the feature detection by using higher orders moments of 

data, i.e. the skewness and kurtosis of the Rq histogram. However, this is not applicable to the polar 

plots of a surface that contains a single circular feature for they have nominally circular shape, and 

do not have any lobes. Table 5-1 summarizes the key features to consider when analyzing surfaces 

with singular features’ polar plots. 

Table 5-1: Polar plot’s features 

Feature rmax Angle between rmax and rmin # of peaks Rate of slope change 

Single circular feature     

Single linear feature     
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 CHAPTER 6: MULTIPLE FEATURES CHARACTERIZATION 

6.1 Introduction 

The presence multiple circular features, i.e. digs, and multiple linear features, i.e. scratches 

also affect the behavior of the polar plots when compared to the polar plots of a defect free surface. 

Lobes are present on the polar plots depending on the arrangement and the quantity of the features 

and their magnitude. Similar to the single feature, analysis of the polar plots could be used to detect 

the presence of multiple features and back calculate the quantity and their geometrical attributes, 

such as diameter and depth for circular features and length, width and depth of the linear features. 

This chapter details the effect of multiple features on the surface and explains different 

methods to analyze the polar plots in order to obtain insights about the surface features.  

The statistical parameter of columns used in this chapter is their Rq, and their mean height, 

µh, values; and the rotational increment in generating polar plots is equal to 1° unless otherwise 

mentioned.  

6.2 Multiple circular features 

Should multiple circular features be present on the surface, their configuration and quantity 

affect the behavior of the corresponding polar plots by creating some number of lobes. Figure 6-1 

depicts a theoretical surface with Gaussian distribution of heights and a negative circular feature; 

since the number of columns containing the scratch during the rotation process is constant, equal 

to the diameter of the scratch, the σRq polar plot’s shape is circular. The assumption in this section 

is that all of the multiple circular features are identical unless it is specifically mentioned that 

identicality is not a requirement. At the end results of failure to meet this assumption will be 

discussed. 
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Figure 6-1: MATLAB generated surface with Gaussian distribution of heights with a negative 

circular feature and its σRq polar plot. 

Figure 6-2 shows another theoretical surface with its Sq equal to 0.01 µm, and two negative 

circular features with 50 pixels radius and 0.1 µm depth, these features not only increase the average 

radius of the polar plot, but also create two lobes on them, Figure 6-2(a). The maximum radius of 

the polar plot which is the apex of the lobes occur at the angles where both features are perfectly 

aligned, i.e. are contained within the same columns. At this angle although fewer columns are 

affected by the presence of the features, but since they contain higher number of feature-related 

pixels, when compared to the angles that features do not align perfectly, the Rq of these columns 

further increases, see the Rq histogram in Figure 6-2(b) where both features are completely aligned, 

therefore the standard deviation of the Rq histogram increases; and it creates a local maximum in 

the polar plot.  

It should be noted that the assumption here is that all of the features should be large and deep 

enough to significantly affect the Rq value of the columns containing them.  
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Figure 6-2: MATLAB generated surface with Gaussian distribution of heights with a) two 

negative circular features and its Rq histogram, b) when the surface is rotated 155⁰ CW and its Rq 

histogram, and c) its σRq polar plot. 

Lobes occur at the angles where two or more features align and are contained within the same 

number of columns. When a column contains sections of multiple features its associated Rq value 

further increases, so does the standard deviation of the Rq histogram, this increase in standard 

deviation value continues and reaches to its maximum when features are perfectly aligned, and thus 

a local maximum on the σRq polar plot is produced. 
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Figure 6-3: Schematic representation of two circular features getting in and out of alignment. 

Figure 6-3(a) schematically shows how during the rotation two circular features start aligning, 

when they are perfectly aligned, Figure 6-3(b), and when they are out of alignment, Figure 6-3(c). 

Figure 6-3(d) shows these three processes together, from this geometrical model the difference 

between the angle where one feature starts entering the alignment zone and the angle where the 

feature is completely out of alignment zone is the width of the lobe, LbWidth, in the polar plot, see 

equation 6-1. 

 
1 2

2 tan 1Width

R
Lb round

D

  
   

  
  

(6-1) 
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Where R is the radius of the circular feature, and D is the center to center distance between 

two circular features.  

 

Figure 6-4: a) : MATLAB generated surface with Gaussian distribution of heights with two 

negative circular features of 50 pixels radius, b) its σRq polar plot, and c) the zoomed in region of 

the lobe in the polar plot. 

Figure 6-4 depicts a theoretical surface with a Gaussian distribution of heights with two 

negative circular features of 50 pixels radius, the spacing between these features from center to 

center is equal to 500 pixels, the width of the lobe on the σRq polar plot based on equation 6-1 is 

equal to 21 degrees. 
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6.2.1 Estimation of the number of digs based on the number of peaks  

 

Figure 6-5: MATLAB generated surface with Gaussian distribution of heights with three negative 

circular features of 50 pixels radius and 0.01 µm depth, and b) its σRq polar plot. 

In this method of estimating the number of features the identicality requirement is not 

necessary, and the described process works for the circular features that are not identical as well. 

The number of lobes on the polar plot depends on the location of the features with respect to each 

other. Figure 6-5 depicts a theoretical surface with its Sq equal to 0.01 µm and three negative 

circular features of 50 pixels radius and 0.1 µm depth. Based on the systematic analysis of the 

location of these features with respect to each other it is not possible to have more than two digs 

aligned at an angle. At each angle where any pair of these features are aligned, a local maximum 

on the polar plot is produced. Geometrical analysis of the location of the features states that there 

are three situations, i.e. angles that each different pair can be aligned. These cases are when digs 1 

& 2, 1 & 3, and 2 & 3 are aligned in a 180° rotation. However, since in this approach the surface is 

rotated 360° there will be six angles where two features are aligned and thus six local maximums, 

i.e. lobes on the polar plot.  

In general during rotation when no more than two features align at any one orientation the 

relationship between the number of features on the surface, f, and the number of lobes on the polar 

plot, Lb, is equal to twice of the number of all possible connections between any pair of f features, 

i.e. the combination of two out of f features, see equation 6-2.  

!

( 2)!

f
Lb

f



 

(6-2) 
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However, this equation fails to provide the correct number of features if at any orientation 

more than two digs align. The worst-case scenario is when at one particular orientation all the 

features align as shown in Figure 6-6. In this case, there is only two lobes on the polar plot, and 

equation 6-2 results in f equals to two, which is not correct. 

 

Figure 6-6: MATLAB generated surface with Gaussian distribution of heights and three negative 

circular features and its σRq polar plot. 

Figure 6-7 shows the maximum and minimum estimated values of circular features based on 

the number of lobes on the polar plot, the blue dashed line indicates the ideal case where at each 

orientation only two features are aligned, and the red dashed line indicates the worst-case scenario 

where all the features are aligned at a particular orientation. 

 

Figure 6-7: The maximum and minimum values of estimation of circular features. 
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The accuracy of the estimation of the number of features from the number of lobes on the 

polar plots depends on the ability to 1) identify and 2) count each lobe. For example, for ten circular 

features on the surface, based on equation 6-2, 90 distinguishable lobes would have to be identified 

and counted from the polar plot. The maximum number of detectable peaks from the polar plots is 

given in equation 6-3, and will be detailed in section 6.2.1.4. 

In order to identify and count each lobe on the polar plot, and also expand the application of 

the approach such that it becomes independent of the surface type (milled, ground, etc.), three 

techniques are used, namely 1) using the mean height value of the columns, hµ, instead of their Rq 

value in the generation of the polar plot, 2) distortion of the surface, and 3) thresholding. 

The first technique makes the magnitude of the lobes at the apex of the lobes larger to help the 

identification and counting process of lobes. The second technique forcefully removes alignment 

through imposed distortion of the surface. And the third technique makes the approach less 

sensitive to non-feature surface texture, it also enables the analysis of the entire field of view. 

6.2.1.1 Mean histogram instead of Rq histogram 

Standard deviation of a data set is greatly affected by the range of numbers in the data set, 

larger ranges will lead to larger values of standard deviation. For instance, Figure 6-8(a) shows the 

histogram for a data set comprising 1000 normally distributed values with their mean and standard 

deviation equal to zero and one respectively, the range of values for this data set is equal to 6.8. 

However, if only two values in the same data set are changed to increase the range to 15 the standard 

deviation increases by 6%, see Figure 6-8(b). Figure 6-8 is an example of how changing the values 

of only two data points in a distribution consisting of 1000 data points can increase the standard 

deviation. 

This property can be used in order to make the lobes of the polar plots, that are deviations 

from the circular shape, larger and thus helps the process of identification and counting the lobes 

on a polar plot. 
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Figure 6-8: a) Histogram of a data set of 1000 normally distributed values with mean and 

standard deviation, and range equal to 0, 1, and 6.8, b) the same data set when the range is 

increased to 15. 

Figure 6-9(a) depicts a MATLAB generated surface with Sq equal to 0.01 µm, and with two 

negative circular features of 100 pixels diameter and 0.1 µm depth align at the original orientation, 

Figure 6-9(c) shows the mean height value of each column, and Figure 6-9(e) shows the Rq value 

of each column. The same surface is rotated 90° and is shown in Figure 6-9(b), since at this 

orientation the feature-related columns only contain sections of a single feature their associated 

mean value decreases and is shown in Figure 6-9(d), so does the Rq values of these columns, see 

Figure 6-9(f). As is clear from this figure the variations of mean height values is larger than the 

variations in Rq values, and therefore using the mean height value of columns will lead to larger 

values of standard deviations. 
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Figure 6-9: a) MATLAB generated surface with two negative circular features, b) the mean of 

columns plot, c) standard deviation of columns plot, d) the same surface when rotated 90⁰, e) the 

mean of columns plot, and f) standard deviation of columns plot. 

Figure 6-10 depicts the σRq polar plot and σµh polar plot of the surface shown in Figure 6-9(a) 

in one plot. From this figure, it is clear that the deviations of the σµh polar plot is larger than the 

deviation in the σRq polar plot. It should be noted that the important point is the deviations of the 

circular shape, and not the actual magnitude of the points. 

 

Figure 6-10: σRq polar plot and σµh polar plot of the surface shown in Figure 6-9(a). 

6.2.1.2 Distortion of the surface 

In this process, the original surface is distorted in MATLAB with the help of a mapping 

function. Each pixel in the original surface is an input of the mapping function and the output will 
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be the mapped value. This mapping function could be an angular mapping function or a polynomial 

function.  

 

Figure 6-11: a) MATLAB generated surface with Gaussian distribution of heights with three 

aligned circular features, the same surface when it is mapped with b) a second degree polynomial, 

and c) a fourth degree polynomial. 

Figure 6-11(a) depicts a theoretical surface with three aligned negative circular features of 40 

pixels diameter, and 0.05 µm depth. This surface is mapped with a second degree polynomial in 

Figure 6-11(b), features’ location is changed, and it is impossible to have all of them aligned at one 

particular orientation. Figure 6-11(c) shows the same surface when it is distorted with the help of 
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a fourth order polynomial, again it is not possible to have more than two features aligned at one 

particular angle. So, by distorting the original surface the effect of more than two features aligned 

at each angle is rectified.  

Distortion of the original surface will change the shape of surface features and they are not 

perfectly circular anymore, however since the goal is to count the number of features, and this 

depends on the number of lobes on the polar plot, this change in the geometry of features will not 

cause any issue. 

The size of the original surface will also change after distortion process, and some zero values 

are added to the output surface. Thresholding is done to resolve this issue as well.  

6.2.1.3 Thresholding  

In this technique a threshold height value is selected, all of the height values of the surface 

that have an absolute value smaller than this threshold value are assigned a zero value, and all of 

the height values with absolute values larger than this threshold value are assigned an arbitrary non-

zero constant value. This process keeps the features on the surface (both positive and negative) and 

replaces all of the non-feature related height values with zero. Figure 6-12(a) depicts the 

thresholded surface in Figure 6-11(b), the threshold height is selected equal to 0.04 µm, and Figure 

6-12(b) shows the thresholded surface in Figure 6-11(c).  

 

Figure 6-12: a) The surface in Figure 6-11(b) after thresholding, and b) the surface in Figure 

6-11(c) after thresholding. 
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Since this process only keeps the feature-related pixels and sets the rest of the height values to 

zero every type of surface texture can be analyzed for estimating the number of features present on 

them. For instance, Figure 6-13(a) shows a diamond turned surface with three negative circular 

features of 30 pixels diameter and 15 nm depth present on its surface, these features were put on 

the surface in MATLAB. Setting the threshold height equal to 10 nm, the thresholded surface is 

shown in Figure 6-13(b). It should be noted that selection of the threshold height value depends on 

the application of the surface, and the importance and effect of surface features on part’s 

functionality.  

 

Figure 6-13: a) A diamond turned surface with three negative circular features of 30 pixels 

diameter and 10 nm depth, measured with ZeGage CSI 20× objective, and b) the same surface 

after it is thresholded.  

This way of thresholding converts all of the features that have an absolute height value greater 

than the threshold value, therefore all of the positive and negative features will be the same type 

after thresholding. However, if the thresholding is done such that all of the values that are larger 

than the threshold height value are set to zero and all of the height values that are smaller than the 

threshold height value to a negative arbitrary constant, then separation of negative and positive 

features becomes possible.  

Another advantage of thresholding technique is that it makes the analysis of the whole field of 

view possible by putting the thresholded surface into a bigger zero matrix such that the size of the 

cropped section of this new matrix, nnew, is equal to the size of the original matrix, n, see Figure 

6-14.   
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Figure 6-14: a) The thresholded n×n matrix, and b) the new √2𝑛×√2𝑛 zero matrix. 

6.2.1.4 Peak detection details 

In order to analyze the polar plot and automatically count the number of peaks the value of 

each point in the σµh polar plot, pi, is compared to the values of pd neighboring number of points 

such that the pi point is the middle point; if pi has the maximum value in this range then it is counted 

as a lobe, see Figure 6-15. Based on the selection of pd the maximum number of lobes that can be 

detected in a polar plot is given in equation 6-3. 

max

360
lobes

pd

 

 (6-3) 

 

Where ∆θ is the rotational increment. 
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Figure 6-15: Point pi and the pd neighboring points in the polar plot. 

6.2.1.5 Estimation of number of features on the surface 

Figure 6-16(a) depicts the worst case scenario on a theoretical surface with Sq equal to 0.01 

µm where all of the negative circular features of 50 pixels diameter and 0.1 µm depth are aligned 

at a particular orientation, σRq polar plot of this surface is shown in Figure 6-16(b). There are two 

lobes on this polar plot, thus based on equation 6-2 the number of features is estimated as two, 

which is not correct. However, if this surface is distorted with respect to a fourth degree polynomial, 

and then thresholded with a threshold height value equal to 0.04 µm, see Figure 6-16(c), the final 

σµh polar plot has six lobes, Figure 6-16(d). Consequently using equation 6-2 will lead to the number 

of features, f, and equals to three. 
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Figure 6-16: a) MATLAB generated surface with three negative circular feature of 50 pixels 

diameter and 0.1 µm depth, b) its σRq polar plot, c) the same surface after it is thresholded and 

distorted with a fourth order polynomial and d) its σµh polar plot. 

It should be noted that in an ideal case where only two features align at each angle of rotation 

processing the surface with the three above mentioned techniques will not affect the resulting 

number of lobes on the polar plot, and thus will not affect the estimation of the quantity of the 

features. To further explain this case note that Figure 6-17(a) depicts a theoretical surface with three 

negative circular features of 50 pixels diameter and 0.1 µm depth, at any orientation on this surface 

there is only two features aligned, and thus its σµh polar plot has six lobes, Figure 6-17(b). This 

surface is then mapped with the help of a fourth order polynomial and thresholded with a threshold 

height value equal to 0.04 µm, see Figure 6-17(c); and its σµh polar plot is shown in Figure 6-17(d) 

which has six lobes. Therefore, estimation of the number of features based on equation 6-2 results 

in three features in both cases. 
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Figure 6-17: a) MATLAB generated surface with three negative circular feature of 50 pixels 

diameter and 0.1 µm depth, b) its σµh polar plot, c) the same surface after it is thresholded and 

distorted with a fourth order polynomial and d) its σµh polar plot. 

This method, however, is only able to estimate the number of features on the surface, and is 

not able to provide information about the geometry of the features, i.e. depth and diameter.  

6.2.2 Estimation of quantity and diameter of circular features from polar plots 

In this method of estimating the number of circular features as well as their diameter two 

assumptions have to be made. First all of the multiple circular features must be identical (as was 

mentioned at the beginning of this section), and the second that features must not be collinear in at 

least one orientation. The details of these constraints and also failure to meet these requirements 

and its effect on the results will be discussed at the end of this section. 

In this approach instead of counting the number of lobes on the polar plot and estimating the 

number of features based on equation 6-2, the minimum radius of the σµh polar plot, rmin, is used in 

order to estimate the number of features as well as their diameter.  
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6.2.2.1 Governing equations and constraints 

Figure 6-18(a) shows a thresholded surface with a single negative circular feature with 

diameter of 100 pixels and depth of 0.1 µm, the mean height value of the columns of this surface 

is shown in the graph in Figure 6-18(b), for feature-free columns this mean value is zero, and for 

the columns containing sections of the feature, i.e. feature-related columns, the mean height value 

depends on the number of feature-related pixels, and is maximum for the column that contains the 

diameter of the feature. Standard deviation of this graph is the radius of the σµh polar plot and is 

given in equation 6-4. 
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(6-4) 

 

Where Yi is the length of the section of the circular feature that is contained within a column, 

R is the radius of the feature, d is the depth, and n is the size of the surface. 

 

 

Figure 6-18: Thresholded surface with a circular negative feature with 100 pixels diameter, b) its 

σµh polar plot, and c) columns’ mean plot. 
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Equation 6-4 is rather complicated to solve because of the summations in the numerator, and 

requires an iterative approach to find its solution. In order to simplify equation 6-4 the circular 

feature is converted to a square with the same amount of area, see Figure 6-19, the side length of 

this square is given in equation 6-5. 

s R   
(6-5) 

 

 

Figure 6-19: Conversion of a circular feature to a square with equal areas. 

Figure 6-20 visualizes this conversion, the negative circular feature with the diameter equal to 

100 pixels in this thresholded surface, Figure 6-20(a), is converted to a square with the side length 

equal to 88 pixels, Figure 6-20(b). The area of the features in both surfaces are equal. Figure 6-20(d) 

shows the mean values of the columns of the surface with converted feature, the standard deviation 

of this graph is equal to the minimum radius of the surface’s polar plot. 
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Figure 6-20: a) Thresholded surface with a circular negative feature with 100 pixels diameter, b) 

the same surface after the circular feature is converted to a square, c) columns’ mean plot of (a), 

d) columns’ mean plot of (b),  e) σµh polar plot of (a), and f) σµh polar plot of (b). 

Figure 6-21 depicts the general form of the graph of mean height values of the columns of a 

surface with one square feature with its side length equal to s. This is a set of √2𝑛 numbers in 

which s number of points are non-zero and the rest are zero (the surface is thresholded). 
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Figure 6-21: General form of the graph of columns mean height values for a surface containing a 

square feature. 

The average value of this set of numbers is equal to: 
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(6-6) 

 

Where s is the side length of square feature, h is the average value of the columns containing 

the feature, and n is the size of the surface. 

The mean height value of each of the columns that contain the square feature is given in 

equation 6-7: 
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(6-7) 

 

Where d is the depth of the feature. 

Therefore, by replacing h in equation 6-6 with the value of equation 6-7, the mean value of 

the set of numbers shown in Figure 6-21 is equal to: 
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(6-8) 

 

And the standard deviation of this set of numbers (Figure 6-21) is equal to: 
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By putting equation 6-8 into equation 6-9 and simplifying the result, the standard deviation of 

the data set which is the minimum radius of the σµh polar plot is equal to: 
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(6-10) 

 

Where rmin is the minimum radius of the σµh polar plot, d is the depth of the feature, s is the 

side length of the square feature, and n is the size of the surface. It should be noted that the √2 that 

appears in these equations is due to the fact that the original surface after thresholding is put into a 

bigger zero matrix whose dimensions are √2𝑛, (see section 6.2.1.3). 

The associated error of the calculated radius of the σµh polar plot after the conversion of a 

circular feature to a square one with equal areas is shown in Figure 6-22, in this graph the horizontal 

axis is given as the percentage ratio of the radius of the feature, R, over the size of the surface, n, it 

is clear that for radii less than 30% of the surface size the error between the exact and estimate of 

the radius of the σµh polar plot is less than 5%. This graph shows the percentage difference between 

equation 6-4 and equation 6-10. 

 

Figure 6-22: Associated error of the calculated radius of the σhµ polar plot after converting a 

circular feature to a square one with equal areas. 
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Same approach that was taken for the single circular feature can be taken for the surfaces with 

multiple circular features. As is shown in Figure 6-23 each one of the circular features on the surface 

with their radius equal to R will be converted to a square with equal area, and the side length of s. 

The minimum radius of the σµh polar plot is achieved by modifying equation 6-10 for the surfaces 

with multiple circular features, and is given in equation 6-11: 
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(6-11) 

 

Where α is the quantity of the features on the surface, and rmin_α is the minimum radius of the 

σµh polar plot. This minimum radius is the radius from which all the deviation in the polar plot start.  

 

Figure 6-23: a) A thresholded surface with four negative circular features, b) the same surface 

after all the circular features are converted to squares with equal areas. 

Figure 6-24(a) depicts a thresholded surface with four negative circular features, and its σµh 

polar plot, the red circle in Figure 6-24(b) is the circle with its radius equal to the minimum radius, 

and as stated before all the deviations of the polar plot start form this circle.  

 

Figure 6-24: a) A thresholded surface with four negative circular features, b) σµh polar plot and 

the circle with rmin_α radius. 
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Equation 6-11 results in the correct answer if and only if the two mentioned constraints are 

met, (the first one is that all of the features must be identical, and the other is that there must not be 

any collinearity between the features in at least one orientation). Lack of collinearity means that at 

least at one angle of rotation each column must only go through one feature and not more. Figure 

6-25(a) shows a surface with two features that are not collinear at θ equal to 0°, whereas in Figure 

6-25(b) features are non-collinear and thus the requirement of equation 6-11 is met. 

 

Figure 6-25: a) A thresholded surface with two negative circular features when overlapping 

exists, b) when overlapping does not exist. 

Based on these limitations and in order for the equation 6-11 to be exact, the maximum number 

of identical features on the surface is when they are distributed along the diagonal of the surface, 

Figure 6-26, this maximum number is given in equation 6-12: 

 max
2

n
f round

R

 
  

 
  

(6-12) 

 

Where fmax is the maximum number of identical features, n is the size of the surface, and R is 

the radius of the circular features. 
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Figure 6-26: Schematic representation of the case when all of the circular features are distributed 

along the diagonal of the surface. 

6.2.2.2 Estimating the quantity and radius of the circular features 

Equation 6-10 gives the minimum radius of the σµh polar plot for a surface that contains a 

single circular feature, and equation 6-11 results in the minimum radius of this polar plot for a 

surface that contains multiple identical circular features. Equation 6-11 has two unknowns that are 

the quantity of features, α, and s, which is the side length of a square with its area equal to the area 

of one circular feature. In order to find out these two unknowns a second equation with these two 

unknowns is needed.  
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Figure 6-27: a) A thresholded surface with multiple negative circular features, and b) a 

thresholded surface with a single square feature with the same area of the summation of multiple 

features’ area. 

This second equation can be achieved by having a thresholded surface with a single square 

feature present on its surface with its area equal to the total area of all of the multiple circular 

features, Ac, see Figure 6-27. The side length of this single square feature is given in equation 6-13. 

t cs s A   
(6-13) 

 

Where α is the quantity of the circular features, R is their radius, s is the side length of a square 

with its area equal to the area of one circular feature, and st is the side length of the square with its 

area equal to the area of all of the circular features.  

The minimum radius of σµh polar plot, rmin_t, of the surface containing the single square based 

on equation 6-10 is equal to: 
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Replacing the value of st in this equation with the right-hand side of equation 6-13 results in: 
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Equation 6-15 is the second equation along with equation 6-11 that forms a system of 

equations that can be solved to calculate the quantity of the features, and their radius. This system 

on equation is given in equation 6-16: 
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(6-16) 

 

Solution of  this system of equations for the quantity of the features is given in equation 6-17. 
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(6-17) 

 

Where α is the quantity of identical circular features on the surface, rmin_α and rmin_t  are known 

values form the σµh polar plots, Ac is also known from counting the non-zero pixels in the 

thresholded surface in MATLAB (or other computer systems). Once the number of features is 

calculated their radius can be calculated from: 

cA
R


  

(6-18) 

 

6.2.2.3 Application in quality control process  

The minimum radius, rmin, of the σµh polar plot could be used as a measure of surface’s quality, 

when it is compared to the minimum radius of the σµh polar plot of a surface with an accepted 

feature with its radius equal to Rs, see Figure 6-28(a).  
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Figure 6-28: a) A thresholded surface with the accepted circular feature, and b) the accepted 

circular feature converted to a square with equal area. 

This accepted circular feature could then be converted to a square with equal area, and the side 

length of ss, Figure 6-28(b). 

 
s ss R   

(6-19) 

 

A surface could be defined as acceptable or passed if the minimum radius of its σµh polar plot 

is smaller than the minimum radius of the σµh polar plot of the surface with the accepted feature, 

and similarly a surface fails if its minimum radius is larger than the minimum radius of the surface 

with the accepted feature. 

In order to find out for which combination of numbers of identical circular features and their 

radius the minimum radius of the σµh polar plot of the surface containing them, rmin_α, is equal to 

the minimum radius of the σµh polar plot of the surface with the accepted feature, rmin_s, their 

minimum radius equations are set equal to each other: 
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Simplifying above equation results in: 

  2 4 3 3 42 2 0s ss n s ns s       
(6-21) 
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It should be noted that this equation does not depend on the depth of the features, d, as it is a 

common factor in all of the terms in the numerator of the two equations and cancels out when 

simplifying equation 6-20.  

For a choice of accepted feature size, equation 6-21 could be solved for different values of 

number of features, α, and s. For instance, on a 1000×1000 pixel surface when the radius of the 

accepted feature is equal to 75 pixels, Rs=75 pixels, solving equation 6-21 results in the graph of 

Figure 6-29. The x-axis in this graph is the radius of features given in percentage of the size of the 

surface, and the y-axis is the number of features.  

 

Figure 6-29: Number of allowed circular features, α, based on a given accepted feature.  

If the combination of the number of features and their radius is below the curve in the graph 

in Figure 6-29 then the minimum radius of the surface with multiple features is smaller than the 

minimum radius of the surface with the accepted feature. Similarly, if this combination goes above 

the curve then the minimum radius of the surface with multiple features is larger than the minimum 

radius of the surface with the accepted feature. Finally, if the combination of the number of features 

and their radius is exactly on the curve then the minimum radius for both surfaces are equal. Similar 
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graphs for different sizes of surfaces and accepted features could be generated. This graph is based 

on the minimum radius of the σµh polar plot, and the curve is the boundary at which the minimum 

radius of the surface with multiple features is equal to the minimum radius of the surface with the 

accepted feature. 

Similar graph for a 1000×1000 pixel surface can be generated based on the cumulative area 

of the features with equal areas, Ac, and the area of the accepted feature, As. The curve in the graph 

in Figure 6-30 shows the boundary at which the cumulative area of all of features on the surface is 

equal to the area of the accepted feature whose radius is 7.5% of the surface size, i.e. 75 pixels. If 

the combination of number of features and their radius is below this curve then the cumulative area 

of multiple features is less than the area of the accepted feature, and similarly if the combination 

goes above the curve then the cumulative area of features is larger than the area of the accepted 

feature. 

 

Figure 6-30: Number of allowed circular features, α, based on the area of a given accepted 

feature, As.  

Plotting both curves in Figure 6-29 and Figure 6-30 in one graph is shown in Figure 6-31, in 

this graph region one is the region where the minimum radius and the cumulative area of the 
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features of the surface with multiple features is smaller than the minimum radius and the area of 

the accepted feature of the surface with the accepted feature. Region two is where the cumulative 

area of all of the features is larger than the area of the accepted feature, but the minimum radius of 

this surface is smaller than the minimum radius of the surface with the accepted feature. And region 

three is the region where both the cumulative area of all of the features and the minimum radius of 

the surface containing them is larger than the area of the accepted feature and the minimum radius 

of the accepted surface. 

 

Figure 6-31: Number of allowed circular features, α, based on a given accepted feature.  

The minimum radius of a surface with a single circular feature, when compared to minimum 

radius of the surface with the accepted feature is summarized in Table 6-1. 
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Table 6-1: Comparison between single circular feature radius and accepted feature radius, with 

their minimum radius of the σµh polar plots. 

R: radius of the single feature 

Rs: radius of the accepted feature 

rmin : min. radius of the surface’s polar plot 

rmin_s : min. radius of the accepted feature 

surface’s polar plot 

R < Rs rmin <  rmin_s 

R = Rs rmin  =  rmin_s 

R > Rs rmin  >  rmin_s 

 

The minimum radius of a surface with multiple features, α, with their radius equal to R when 

compared to a surface with a accepted feature based on the graph of Figure 6-31 is summarized in 

Table 6-2. 

Table 6-2: Number and radius of multiple circular features combination, and their characteristics 

in comparison with the accepted feature.  

α: quantity of the multiple features 

R: radius of each feature 

rmin_α : min. radius of the surface 

rmin_s : min. radius of the accepted surface 

Ac: cumulative area of all features 

As: area of the accepted feature 

α and R in region 1  

rmin <  rmin_s 

Ac < As 

α and R in region 2 

rmin <  rmin_s 

Ac > As 

α and R in region 3 

rmin >  rmin_s 

Ac > As 
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It is worth reminding that all the above calculations are correct when the two requirements, 

that are identical features, and no collinearity between features in at least one orientation, are met. 

The next section explains the effect of failure of meeting the requirements in the calculations. 

6.2.2.4 Collinear features 

Non-collinearity of the features in at least one orientation is a constraint for the equation 6-17 

and 6-18 to result in the correct answer. However, when the circular features are located on the 

surface such that at any orientation two or more than two of them are collinear the results of 

equations 6-17 and 6-18 are not correct anymore. The quantity of the features is underestimated 

and the radius of them is overestimated when compared to the situation where features are non-

collinear.  

 

Figure 6-32: A thresholded surface with five negative circular and collinear features. 

Collinearity of the features causes the minimum radius of the σµh polar plot of the surface that 

contains them to increase. This increase in the rmin_α will decrease the calculated quantity of the 

features based on equation 6-17, see Figure 6-33, and therefore based on equation 6-18 the decrease 

in α causes an increase in the calculated radius, R. 
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Figure 6-33: Behavior of the α versus the minimum radius of the surface with multiple collinear 

features. 

6.2.2.5 Non-identical circular features 

Presence of identical circular features on the surface was another constraint for equations 6-17 

and 6-18 to result in the correct answers. Failure to meet this constraint causes the quantity of the 

features to be underestimated via equation 6-17. To explain this situation suppose that there are 

multiple circular and non-identical features on the surface with their cumulative area equal to Ac. 

Using equation 6-17 and 6-18 results in a number for the quantity of the features, α, and a number 

for their radius, R respectively. This means that Ac is distributed in α number of identical features 

with their radius equal to R. However, when the features are not identical the total number of them, 

independent of their radius, must be larger than calculated α in order to have the same amount of 

overall area, Ac. 

 
2 2 2 2

1 1 2 2 ... N N cR R R R A             
(6-22) 

 

Where α1, α2,… αN are the quantity of features with their radius equal to R1, R2,… RN 

respectively. In order for equation 6-22 to be always correct, and given the fact that the quantity of 

the features on the surface is an integer value, the total number of non-identical features on the 

surface must satisfy equation 6-23. 

 1 2 ... N         
(6-23) 
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If the left-hand side of equation 6-23 is less than its right-hand side then the initial criterion, 

equation 6-22, fails. Equation 6-23 means that the number of calculated quantity of the features 

from equation 6-17 is always equal or less than the actual number of features on the surface. In 

other words, α is equal to the actual of number of features when they are all identical, and it is less 

than the actual number of features when they are non-identical. 

Figure 6-34(a) depicts a thresholded surface containing four negative identical circular 

features with their radius equal to 50 pixels, and two features with 35 pixels radius. Figure 6-34(b) 

has the same amount of cumulative area of features but distributed in two features with 50 pixels 

radius and six features with 35 pixels radius. For the surface in Figure 6-34(a) equation 6-17 and 

6-18 result in the number of identical features equal to 5.51. For the surface shown in Figure 

6-34(b), the result of equation 6-17 is equal to 7.25 however; the actual number of features on the 

surface is equal to eight. Clearly for both of the surfaces the result of equation 6-17 is less than the 

actual number of features.  

 

Figure 6-34: A thresholded surface with a) six, and b) eight non-identical circular features. The 

overall area of the features on both surfaces are equal. 

It should be noted that in this case the graph of behavior of α versus the change in rmin_α that is 

depicted in Figure 6-33 does not provide useful information. This is because when the cumulative 
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area of the features is distributed on the surface such that less than half of the features are smaller 

than the remaining of the features the minimum radius of the σµh polar plot decreases. This decrease 

causes an increase in the number of calculated features based on Figure 6-33. On the other hand, 

when more than half of the features are larger than the remaining ones, the rmin_α increases, and this 

increase causes a decrease in the calculated number of features based on Figure 6-33. However, 

this increase or decrease in α is meaningful when it is compared to a base value. In the case of non-

identical features on the surface there is no base value and therefore graph of Figure 6-33 does not 

provide any useful information. 

6.2.2.6 Failure of identical and non-collinear circular features simultaneously 

In this case which is the combination of failure of both of the requirements from the results of 

the previous sections the number of calculated quantity of the features based on equation 6-17 is 

always less than the actual number of features on the surface.  

 

Figure 6-35- A thresholed surface with multiple non-identical, and overlapping features. 

This case is shown in Figure 6-35 where three features with radius of 50 pixels, one feature 

with radius of 35 pixels, and one feature with radius of 25 pixels are present on the surface. Quantity 

of the features based on equation 6-17 is equal to 2.04, which is clearly less than the actual number 

of features on the surface.  
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6.2.3 Non-circular features 

All of the calculations and formulas described in section 6.2.2 are based upon the fact that 

surface features are symmetric with respect to horizontal and vertical axis such as circles and 

squares. However, when features are not symmetric and have random geometries, then these 

calculations and formulas will not result in the correct answers and should not be used.  

For these asymmetric features the results of section 6.2.1 can be used instead, that is to use the 

number of peaks on the polar plots to estimate the number of the asymmetric features on the surface, 

i.e. using equation 6-2.  

 

Figure 6-36: a) A thresholded surface with four negative asymmetric features, b) a thresholded 

surface with two symmetric and two asymmetric negative features, c), and d) their σµh polar plots. 

Figure 6-36(a) depicts a surface with four non-circular negative features present on its surface, 

and Figure 6-36(b) shown a surface with two negative circular and two negative non-circular 

features. From their σµh polar plots 12 peaks are detectable. Putting this number into equation 6-2 

will result in 4 features. However, no information about the geometry of features or their area can 

be achieved.  
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It should be noted that the derivation of the system of equations 6-16 is based on the 

assumption that features are symmetric without overlapping in at least one orientation, and 

therefore by using equations 6-17 and 6-18 for asymmetric features no meaningful results can be 

obtained. In other words, the result of equation 6-17 could underestimate or overestimate the 

quantity of features depending on the geometry and configuration of them. And equation 6-18 

which results in the radius of features is also meaningless because there cannot be a defined radius 

for a non-circular feature.  

6.2.4 Analysis of a real surface with a circular feature 

In section 5.2.4 a real surface from NIST scratch dig standard with a single circular feature 

was analyzed based on its σRq polar plot, and its diameter and depth were estimated equal to 18 µm 

(45 pixels) and 0.060 µm respectively. The same surface can also be analyzed with its σµh polar 

plot and using equation 6-10. 

 

Figure 6-37: a) The thresholded surface with the circular feature, b) its σµh polar plot, c) the same 

surface when the feature is converted to a square, d) its σµh polar plot. 
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For this surface the threshold depth is selected equal to 5 µm, every height value smaller than 

this limit is set to zero and every value larger than this limit is set to 1, i.e. d = 1. This thresholded 

surface is shown in Figure 6-37(a), and it σµh polar plot in Figure 6-37(b). The circular feature is 

converted to a square with the same area and is shown along with its σµh polar plot in Figure 6-37(c), 

and (d) respectively. The minimum radius of this polar plot in Figure 6-37(d) is equal to 0.0043 

nm. Putting these values into equation 6-10: 

2 3 2 4

min 4

2 1024 1 1
0.0043 38.64

4 1024

s s
r s

    
   


 

 

 

Converting this s value via equation 6-5 to the radius of the circular feature will result in the 

answer. 

38.64 21.7R R    
 

 

The radius of the feature considering the discreet nature of the pixels is calculated as 22 pixels, 

therefore the diameter of the feature is equal to 44 pixels. This diameter when considering the pixel 

resolution of the 20× objective is equal to 17.6 µm.  

In the thresholding process the depth of the feature was assigned a constant value, however, 

the actual depth can be calculated after the diameter is obtained. In order to do that the surface this 

time is thresholded such that all the values below the threshold height are set to zero, however, the 

values larger than this limit will not be changed. The σµh polar plot of this new thresholded surface 

is shown in Figure 6-38. 

 

Figure 6-38: σµh polar plot of the thresholded surface with the circular feature. 
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The minimum radius of this polar plot is equal to 0.00026 nm, and s was calculated equal to 

38.64. Putting these values in equation 6-10 will result in the average depth of the feature equal to 

0.060 µm: 

2 3 2 4

min 4

2 1024 38.64 38.64
0.00023 0.06

4 1024

d d
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6.2.5 Analysis of real surfaces with multiple features 

A height map of a polished glass after its form and waviness are removed is shown in Figure 

6-39. The pixel resolution of the surface is equal to 0.55 µm and the field of view of the 

measurement instrument is equal to 342 µm × 342 µm. 

 

Figure 6-39: Height map of a polished glass. 

From the analysis region height map, Figure 6-39, three features are visible. At one angle 

during the rotation process these three features will be aligned, and therefore they will only create 

two lobes on the polar plots. However, the size of these features is very small such that there will 

not be any visible lobes on the σRq polar plot with the rotational increment equal to 0.1°, Figure 

6-40(b). The Sq roughness of the surface excluding the defects is equal to 3 nm, therefore a 

threshold height of 0.01 µm is selected and the surface is thresholded with respect to this limit, 

Figure 6-40(b); all of the height values below this threshold limit are set to zero, and all of those 

that are larger than the threshold height are set to 1. After thresholding only feature-related pixels 
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remain on the surface and the rest of the pixel values is equal to zero; the σµh polar plot of this 

thresholded surface is depicted in, Figure 6-40(d). From this polar plot two lobes are visible, and 

the first one occurs at θ=156°.  

 

Figure 6-40: a) Original surface, b) its σRq polar plot, c) original surface after thresholding, and d) 

its σµh polar plot. 

Equations 6-17 and 6-18 that were based on the minimum radius of the σµh polar plot will 

result in the quantity and the radius of the features equal to 2.4 and 3 pixels respectively. However, 

since the features are not identical the calculated quantity is underestimated. But the quantity of the 

features can be estimated based on the number of lobes on σµh polar plot, however, feature become 

aligned at one orientation and therefore only two lobes are present on the polar plot. 

From this pair of lobes using equation 6-2 will result in two features, which is not correct. So 

the surface has to be distorted to eliminate the collinearity of the features at θ=156°. This distortion 

of the thresholded surface is done with the help of a fourth degree polynomial as shown in Figure 

6-41(a). 
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Figure 6-41: a) The thresholded and distorted surface, and b) its σµh polar plot. 

Geometrical analysis of the surface in Figure 6-41(a) states that there is not any angle at which 

more than two features can be aligned, therefore during the rotation process six lobes will be 

generated, Figure 6-41(b). The number of features based on equation 6-2 is now equal to three, 

which is the correct number of features. As was mentioned earlier by using this approach only the 

quantity of the features can be estimated and no information regarding their geometrical properties 

can be achieved. 

 

Figure 6-42: a) Polished glass surface measured with CSI 5× after processing, and b) the same 

surface after it is thresholded. 

Figure 6-42(a) depicts a BK7 glass polished sample that was measured with Zygo Zegage 

coherence scanning interferometer (CSI) 5× objective with 1.6 mm × 1.6 mm field of view, and the 

pixel resolution of 1.6 µm. Piston, tilt, and a 4th order polynomial is removed from the initial height 

map. Sq surface roughness of the surface excluding defects is equal to 0.005 µm. The surface is 

thresholded with the threshold limit equal to 0.016 µm and is shown in Figure 6-42(b), all of the 
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height values larger than this limit are set to 1; this threshold value is selected to be 3.2 times larger 

than the Sq of the surface because in a surface with Gaussian distribution of heights 3.2 times the 

standard deviation covers 99.9% of the data, and any value above it is considered as a outlier, i.e. 

defect. From the thresholded surface four near-circular features are visible. 

 

Figure 6-43: σµh polar of the surface with four negative near-circular features. 

Figure 6-43 depicts the σµh polar plot of the thresholded surface, from this plot 12 peaks are 

visible, therefore by using equation 6-2 the number of features is calculated equal to four.  

6.3 Multiple scratches 

Presence of multiple linear features, i.e. scratches on a surface would also affect the shape of 

polar plots. A single scratch would create two lobes on the polar plots, while multiple scratches 

create multiple lobes on the polar plots depending on their relative orientation with respect to each 

other. Similar to the polar plots of surfaces with multiple circular features, the number of lobes can 

provide some insights about the quantity of scratches on the surface, and their geometrical 

properties such as length, and width. Thresholding and using columns’ mean height value instead 

of their Rq value is also used in linear features analysis due to the fact that they make the 

formulization of the radius of the σµh polar plot simple.  

In order to analyze surfaces with multiple scratches two scenarios have to be considered, first 

when none of the scratches on the surface is parallel to each other, and the second when all of the 
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scratches are parallel to each other. Each of these situations will be discussed in the following 

sections of this chapter.  

6.3.1 Non-parallel and identical scratches  

In this case, where none of the identical scratches is parallel to each other, each individual 

scratch will create two lobes on the polar plot, and thus the number of lobes on the σµh polar plot is 

equal to twice the number of scratches on the surface. 

 2 scrLb     
(6-24) 

 

Where Lb is the number of lobes on the σµh polar plot, and αscr is the quantity of the non-

parallel scratches on the surface. 

The maximum number of lobes that can be detected from the polar plot is given in equation 

6-3, and therefore the maximum number of scratches that can be estimated is given in equation 

6-25: 

_max

180
scr

pd




 

 (6-25) 

 

Where αscr_max is the maximum number of detectable scratches from the σµh polar plot. 

Figure 6-44(a) depicts a theoretical surface with its Sq equal to 0.01 µm, and three non-parallel 

identical scratches of 400 pixels length, 10 pixels width, and 0.1 µm depth. This surface is 

thresholded with the threshold height value equal to 0.05 µm, and is shown in Figure 6-44(b); each 

lobe on the upper half of the σµh polar plot in Figure 6-44(c) is created by one scratch, and the angle 

at which the lobe occurs corresponds to the angle enclosed between the scratch and the vertical 

axis.  
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Figure 6-44: a) MATLAB generated surface with three scratches, b) the same surface after it is 

thresholded, and c) its σµh polar plot. 

In order to find out the quantity, width, and length of each scratch the following steps has to 

be followed. 

The first step is divide the total number of counted lobes, Lb, by two to obtain the quantity of 

the scratches, αscr. Figure 6-44(c) has six lobes, so based on equation 6-24 the number of scratches 

is equal to three, αscr=3. The second step is to rotate the thresholded surface based on the angle of 

each lobe in the upper half of the σµh polar plot in order to make each one of the scratches vertical 

at a time. Lobes in the upper half of the σµh polar plot in Figure 6-44(c) occur at 30°, 90°, and 150°; 

so by rotating the thresholded surface equal to each one of these three angles in a clockwise 

direction every one of the scratches becomes vertical.  
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Figure 6-45: The surface of Figure 6-44(b) when rotated a) 30⁰, b) 90⁰, and c) 150⁰ with the graph 

of their columns mean height values. 

Once each scratch is vertical, from the columns mean height value graph it is possible to 

estimate the width of each one. At each one of these angles the mean height value of the columns 

that do not contain any sections of the scratches, non-feature-related columns, is equal to zero, 

columns that contain sections of scratches, feature-related columns, have non-zero mean values; 

and among these columns those that contain the vertical scratch have the maximum absolute value 

of mean height. The width of each scratch is equal to the number of non-zero values in the columns 

mean height value graph that are greater than 95% of the absolute maximum value of the graph, 

µhmax. This 95% value is selected to filter out the non-zero values that do not belong to the vertical 

scratch. 

From step one the quantity, αscr, and from step two the width, w, of scratches is estimated. The 

final step is to estimate the length of scratches. The length of identical scratches can be estimated 

from equation: 

 
_total scr

scr

A
L

w
   

(6-26) 
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Where A_total_scr is the total area of all of the features, i.e. total number of non-zero values in 

the thresholded surface, αscr is the quantity, L is the length, and w is the width of the non-parallel 

scratches. 

6.3.2 Non-parallel and non-identical scratches 

If the multiple non-parallel scratches on the surface are not identical, the quantity and width 

of each one of them can be calculated similar to step one and two for calculating the quantity of 

width of multiple non-parallel and identical scratches described in section 6.3.1. However, for 

estimating the length of each scratch at step two where the surface is rotated such that at each angle 

only one scratch is vertical by knowing the absolute maximum value of the feature-related columns 

mean height value the length of the scratch can be calculated vie equation: 

 
  maxsin cosn h

L
d

   
   

(6-27) 

 

Where µhmax is the absolute maximum value of the columns mean height values distribution, 

d is the assigned depth of the features after thresholding the surface, θ is the rotational angle, and 

n is the size of the rotated surface. 

 

Figure 6-46: a) MATLAB generated surface with a Gaussian distribution of heights with three 

non-identical and non-parallel scratches, b) the same surface after it is thresholded, c) its σµh polar 

plot. 

Figure 6-46(a) depicts a surface with one 400×20 pixel (labeled as 1), one 300×30 pixel 

(labeled as 2), and one 500×10 pixel (labeled as 3) scratches present. This surface after thresholding 
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is shown in Figure 6-46(b), so is the angle enclosed between each feature and the vertical axis. The 

σµh polar plot is shown in Figure 6-46(c) with six lobes present, and therefore the quantity of 

scratches based on equation 6-24 is equal to three, αscr=3. The surface is rotated based on the angle 

of the lobes on the polar plot, and from the columns’ mean height value graph the width of each 

one can be calculated, see Figure 6-47. 

 

Figure 6-47: The surface of Figure 6-46(b) when rotated a) 30⁰, b) 90⁰, and c) 150⁰ with the graph 

of their columns mean height values. 

The length of each one of these scratches can then be calculated via equation 6-24. 

6.3.3 Parallel and identical scratches 

When there are only parallel scratches on the surface independent of their quantity, the number 

of lobes on the σµh polar plot will not be equal to twice the number of scratches, therefore the correct 

number of scratches cannot be determined by dividing the number of lobes by two. So other key 

metrics of the polar plot should be used in order to obtain insights on the surface features. Figure 

6-48(a) depicts a thresholded surface with two parallel identical scratches with 400 pixels length, 

and 20 pixels width, the graph of mean height values of the columns of this surface is shown in 

Figure 6-48(c), and their histogram is shown in Figure 6-48(e). If these two features are combined 
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together to form a single scratch on another thresholded surface as shown in Figure 6-48(b), the 

graph of mean height values of the columns of this new surface as well as their histogram looks 

exactly the same, see Figure 6-48(d) and (f). 

This is due to the fact that the distribution of columns’ mean height values is a function of the 

total number of feature-related pixels in each one of the feature-related columns, and is independent 

of the configuration/location of these pixels within a column, i.e. scattered in different groups or 

lumped together.  

 

Figure 6-48: Thresholded surfaces with one and two features with equal areas, their columns 

mean height values graph, as well as the histogram of their µh values. 

The same argument holds true when all of the parallel scratches are vertical as shown in Figure 

6-49. In this figure the mean height values of the feature-related columns are scattered in two groups 
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in Figure 6-49(c), and lumped together in Figure 6-49(d). However, as stated above their histogram 

looks exactly the same, Figure 6-49(e), and (f). 

 

Figure 6-49: Thresholded surfaces with one and two features with equal areas, their columns 

mean height values graph, as well as the histogram of their µh values. 

The radius of the σµh polar plot, that is the standard deviation of µh histogram, is directly 

proportional to the total number of feature-related pixels in each feature-related column. The key 

point is that this radius is maximum, rmax, at an angle where all of the features are vertical, i.e. the 

number of feature-related pixels in the feature-related columns is maximum; and this radius is 

minimum, rmin when the number of feature-related pixels in the feature-related columns is 

minimum. 90° before or after the angle at which rmax occurs is the angle where all of the features 
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are horizontal, rmax±90°. The knowledge of these three parameters makes the analysis of the surface 

with multiple identical parallel scratches possible. 

It also makes possible to formulize the radius of the σµh polar plot of a thresholded surface 

with a single scratch present on its surface at any angle θ. 

6.3.3.1 Radius of the σµh polar plot for a single scratch on a thresholded surface 

 

Figure 6-50: a) A thresholded surface with a single scratch, b) its µh histogram. 

At any angle of rotation the mean height value of the feature-related columns, C, is equal to: 

 
 2 cos | |i

wd
C

n  



  (6-28) 

 

Where θi is the initial angle enclosed between the scratch and the horizontal axis, θ is any 

angle of rotation, w is the width, and d is the depth of the scratch, see Figure 6-50. 

The mean value of the histogram of these values, µ, is equal to: 
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(6-29) 

 

And the standard deviation of the columns’ mean height histogram, µh histogram, is given in 

equation 6-30. 
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Finally the radius of the σµh polar plot at any angle, θ, is achieved by simplifying equation 6-30 

and is equal to: 
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(6-31) 

 

Where rθ is the radius of the σµh polar plot at angle θ. 

However, when the angle of rotation, θ, becomes closer to the initial angle of the scratch with 

respect to horizontal axis, θi, the cosine of the difference of these angles approaches to infinity, in 

order to resolve this limitation, the critical angle of a scratch should be defined, θc, this is the angle 

where a column includes the hypotenuse of the scratch as shown in Figure 6-51. This angle is only 

a function of the scratch geometry, i.e. length and width. 

 

Figure 6-51: Schematic model of a scratch rotated equal to its critical angle. 

The critical angle is the angle enclosed between the scratch and the horizontal axis and is given 

in equation 6-32 
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(6-32) 
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At the critical angle geometrical analysis of the scratch in Figure 6-51 states that: 

 
   sin cosc c

L w

 
   (6-33) 

 

Replacing the cosine term in equation 6-31 with its sine equivalent from equation 6-33 

resolves the infinity limit of the equation 6-31 for angles larger than θc+ θi and smaller than π- θc+ 

θi, and is equal to: 
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            for           θc+ θi <  θ  < π- θc+ θi  

 

(6-34) 

6.3.4 Different cases of parallel scratches 

All of the formulas for calculating the length, width, and quantity of multiple parallel scratches 

are derived based upon the assumption that all of the features are identical. When this requirement 

is met the results from equations that lead to the length and width of the features can be 

meaningfully interpreted, as will be detailed in the following sections. However, when this 

requirement is not met, the polar plots are not able to provide information about the geometry of 

features, or their quantity and configuration on the surface.  

Four possible situations of the surfaces that contain a fixed number of parallel scratches are as 

follows:  

 All features exactly below each other when horizontal, Figure 6-52(a) 

 All features align when horizontal, Figure 6-52(b) 

 Non-overlapping when all features are horizontal, Figure 6-52(c) 

 Randomly located, no restrictions about overlapping, Figure 6-52(d) 
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Figure 6-52: All possible cases of parallel scratches configuration on a surface, a) all features 

completely contained within the same number of columns when horizontal, b) all features 

completely contained with the same number or rows when horizontal, c) non-overlapping 

features, and d) randomly located. 

Each one of these cases will be explained based on the assumption that features are identical, 

and then the results of failing this assumption will be discussed. 

In order to analyze each case of parallel scratches three key metrics should be identified, first 

the maximum radius of the σµh polar plot, rmax, which corresponds to the orientation where all of 

the features are vertical, 90° before or after the angle of maximum radius, rmax±90⁰, that corresponds 

to when all the features are horizontal, and the minimum radius of the σµh polar plot, rmin, that 

corresponds to the orientation where the number of feature-related pixels in the feature-related 

columns is minimum. 

6.3.4.1 All features exactly below each other when horizontal 

This case is shown in Figure 6-53(a) where three identical scratches with 400 pixels length 

and 20 pixels width are completely contained within the same number of columns when features 
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are horizontal, and the spacing between them is equal to 200 pixels. σµh polar plot of this surface is 

shown in Figure 6-53(b) along with its three key metrics. 

 

Figure 6-53: a) A thresholded surface with three parallel scratches, and b) its σµh polar plot. 

When the surface is rotated 90° from its original orientation all of the features become vertical 

and the number of feature-related pixels in the feature-related columns becomes maximum, 

therefore the maximum radius of the polar plot occurs at 90°.  

The angle between the features and the horizontal axis at the initial orientation of the surface 

is equal to 0°, the critical angle of each of these features based on equation 6-32 is equal to 87.13°, 

since 90° is larger than the critical angle, the maximum radius of the polar plot can be calculated 

from equation 6-31, which is equal to: 

2 2 2
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(6-35) 

 

It should be noted that in equation 6-35 the cumulative width of all features is used, wtotal. As 

mentioned in section 6.3.3 the standard deviation of µh histogram is only dependent on the number 

of feature-related pixels, and is independent of whether they are scattered or lumped together. 

The cumulative area of all of the features, that is the total number of feature-related pixels, is 

equal to: 

 
_total scr totalA w L   (6-36) 

 

Where wtotal is the cumulative width of all of the identical features, and L is their length. 
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Substituting the cumulative area into equation 6-35 and solving the result for L will give the 

length of each scratch: 
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   (6-37) 

 

Where rmax is the maximum radius of the polar plot and is a known value, Atotal_scr is the 

cumulative area of all of the features and is a known value, d is the depth after thresholding the 

surface and is a known value, and n is the size of the surface. 

Once the length is calculated, the cumulative width of the features can then be found out by 

using equation 6-36. 

90° before or after the angle of rmax is where all of the features are horizontal, rmax±90⁰. In 

between these two orientations at a specific angle the number of feature-related pixels in the 

feature-related columns becomes minimum.  

 

Figure 6-54: The surface of Figure 6-53(a) during clockwise rotation, a) feature-related columns 

cross two features, and b) feature-related columns cross one feature.  

For the surface in Figure 6-53(a) at its original orientation, every feature-related column 

crosses all of the features, and therefore the number of feature-related pixels cannot be minimum. 

During the rotation the number of features that a column crosses becomes smaller as shown in 
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Figure 6-54(a), at this orientation each feature-related column goes through only two features. As 

the surface keeps rotating there will be an angle where a column crosses only one feature such that 

the number of feature-related pixels in it is a minimum, Figure 6-54(b). This angle is where the 

minimum radius of the polar plot occurs, and can be found by the geometrical analysis of the 

features and spacing between them as shown in Figure 6-55. 

 

Figure 6-55: Schematic representation of the configuration of parallel scratches at the angle that 

the minimum radius of the σµh polar plot occurs. 

From this analysis the angle where a feature-related column contains the minimum number of 

feature-related pixels, ω is equal to: 
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(6-38) 

 

Where L is the length of each scratch, and Sy is the spacing between each feature. 

By knowing the angle of the minimum radius of the polar plot, ω, and the length of each 

feature, L, the spacing between each feature, Sy can be calculated from equation 6-38. Based on 

this spacing the maximum number of possible features on the surface, maxα_scr is equal to: 
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In order to find out the quantity of the features, some number of scratches ranging from two 

to maxα_scr are put on a new thresholded surface such that their cumulative width is equal to wtotal, 

and their spacing equal to Sy. The number of scratches that makes the minimum radius of the new 

surface σµh polar plot equal to the minimum radius of the σµh polar plot of the surface that is being 

analyzed is equal to the number of scratches present on the initial surface, i.e. αscr is identified. 

When the length of the features are equal, but their width is not equal to each other as shown 

in Figure 6-56, the length of them can be calculated via equation 6-37, and their cumulative width 

via equation 6-36. In this case independent of the spacing between the features, calculating the 

quantity of them is not possible because there is no information available about to how to divide 

the total area of features into several scratches with their length equal to L, but having different 

widths.  

 

Figure 6-56: a) A thresholded surface with three scratches of the same length and different width, 

and b) its σµh polar plot. 

It should be noted that if the identical parallel scratches are not equally spaced, it is again not 

possible to estimate the exact number of features, and only their length and cumulative width is 

achievable. This is due to the fact that no information about the spacing between the scratches can 

be achieved form the polar plots. Also, when features are not identical, i.e. having different length 

values no information from the polar plots regarding their length, and width can be achieved.  

Characteristics of the σµh polar plot, see Figure 6-53(b), of the surfaces containing this 

configuration of identical scratches are: 
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 Only four lobes exist on the polar plot. 

 Rmax occur at the angles where the features are vertical. 

 rmin ≠ rmax±90⁰ 

6.3.4.2 All features align 

This case is depicted in Figure 6-57(a) where three identical scratches with 300 pixels length 

and 20 pixels width are completely aligned, and are completely contained within the same number 

of rows when horizontal. Typical σµh polar plot of this surface is shown in Figure 6-57(b) along 

with the three key metrics. 

 

Figure 6-57: A thresholded surface with three parallel and aligned scratches, and b) its σµh polar 

plot. 

When the surface in Figure 6-57(a) is rotated 90° all of the features become vertical, at this 

orientation each feature-related column encapsulates the total length of all of the three scratches, 

therefore the number of feature-related pixels in these column is maximum leading to the maximum 

radius of the polar plot. The cumulative area of the features in this case is equal to: 

 
_total scr totalA wL   (6-40) 

 

Where Ltotal is the cumulative length of all scratches.  

The angle between the features and the horizontal axis at the initial orientation of the surface 

is equal to 0°, the critical angle of each of these features based on equation 6-32 is equal to 86.18°, 

since 90° (orientation where all features are vertical) is larger than the critical angle the maximum 



177 

 

radius of the polar plot can be calculated from equation 6-34, substituting the total area of features 

in this formula the cumulative length of features can be calculated: 
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   (6-41) 

 

Once the cumulative length is known the width of each scratch can be calculated from equation 

6-40.  

Three unknown are length, width, and the quantity of the features. The cumulative length can 

be achieved via equation 6-41, the width can be calculated via equation 6-38, however, there is not 

any other formula to solve for the third unknown, i.e. αscr. Therefore, it is not possible to calculate 

the number of features in this configuration. 

It should be noted that the σµh polar plot of a surface containing multiple aligned features with 

their cumulative length equal to Ltotal pixels, Figure 6-58(b) is very similar to the σµh polar plot of a 

surface with a single scratch of length Ltotal pixels, Figure 6-58(d). 
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Figure 6-58: a) A thresholded surface with three scratches aligned, b) its σµh polar plot, c) a 

thresholded surface with one scratch with its length equal to the cumulative length of three 

scratches, and d) its σµh polar plot. 

However, the rate of change of the radius around the lobes of the polar plots are slightly 

different, and this property helps identify whether the polar plot belongs to a surface with a single 

scratch or to a surface with multiple aligned scratches. This rate of change of radius is larger for 

the single scratch, and falls above the radii values of the polar plot of a surface with multiple aligned 

scratches. Figure 6-59 shows the graph of standard deviation of columns mean height values plotted 

in Cartesian coordinates to clearly show the different rates of change. 
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Figure 6-59: Standard deviation of the µh histogram plotted in Cartesian coordinates. 

In this case when features have the same width but have different length values, Figure 6-60, 

their width along with their cumulative length can be calculated as mentioned above.  

 

Figure 6-60: a) A thresholded surface with two scratches of the same width and different length 

values, and b) its σµh polar plot. 

However, if the width of features is different from each other, see Figure 6-61, independent of 

the length of them no information about the width or cumulative area can be obtained from the 

polar plots. 
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Figure 6-61: A thresholded surface containing a) two scratch with the same length and different 

width, b) two scratches with different length and width values.  

Characteristics of the σµh polar plot, see Figure 6-57(b), of the surfaces containing this 

configuration of features are: 

 Only two lobes exist on the polar plot. 

 Rmax occur at the angles where the features are vertical. 

 rmin = rmax±90⁰ 

6.3.4.3 Not-overlapping when all features are horizontal 

This situation is depicted in Figure 6-62(a), where identical parallel scratches with 300 pixels 

length and 20 pixels width are located on the surface such that at the angle where the features are 

horizontal each column crosses only one scratch, i.e. there is no overlapping between scratches at 

this angle. Typical σµh polar plot of this surface is shown in Figure 6-62(b). 
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Figure 6-62: A thresholded surface with three parallel scratches without overlapping, and b) its 

σµh polar plot. 

The number of feature-related pixels in the feature-related columns is maximum when the 

surface is rotated 90° from its initial orientation, and the features are vertical. The angle between 

the features and the horizontal axis at the initial orientation of the surface is equal to 0°, and the 

critical angle of each of these features based on equation 6-32 is equal to 87.13°, since 90° is larger 

than the critical angle, the maximum radius of the polar plot can be calculated from equation 6-37, 

by substituting the total area of features from equation 6-26 in this formula the length of features 

can be calculated which is equal to: 
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Where rmax is the maximum radius of the polar plot. 

Based on the geometrical analysis of the features the only angle at which the number of 

feature-related pixels in the feature related-columns is minimum, equal to the width of scratches, 

w, is when they are horizontal, and thus the radius of the polar plot is minimum at this angle. At 

this angle by substituting the total area of features from equation 6-26 in equation 6-34 the width 

of each feature can be calculated: 
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Where rmin is the minimum radius of the polar plot. 

After calculating the length, L, and the width, w, of the scratches, the only unknown is the 

quantity of features, αscr, that can be calculated from equation 6-26.  

When features have the same width but are different in terms of their length, Figure 6-63, then 

their width can be calculated via equation 6-43, but the length of each individual feature cannot be 

determined via equation 6-42, and only the cumulative length can be calculated using equation 

6-26. 

 

Figure 6-63: a) A thresholded surface with two non-overlapping scratches with the same width 

but different lengths, and b) its σµh polar plot. 

When the non-overlapping features have different widths and length, see Figure 6-64, then no 

information about the quantity, width, and their length can be obtained from the polar plots. 

 

Figure 6-64: A thresholded surface with two non-overlapping scratches with different widths and 

lengths, and b) its σµh polar plot. 
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Characteristics of the σµh polar plot, see Figure 6-62(b), of the surfaces containing this 

configuration of identical features are: 

 More than two lobes are present on the polar plot. 

 Rmax occur at the angles where the features are vertical. 

 rmin = rmax±90⁰ 

6.3.4.4 Randomly located, no restrictions about overlapping 

This case is depicted in Figure 6-65(a) where parallel and identical scratches with 300 pixels 

length and 20 pixels width are randomly located on the surface, overlapping exists between all or 

some number of scratches. Typical σµh polar plot of this surface is shown in Figure 6-65(b). 

 

Figure 6-65: a) A thresholded surface with three parallel scratches, and b) its σµh polar plot. 

Similar to the previous cases the maximum number of feature-related pixels in the feature-

related columns happens when all of the features are vertical, i.e. θ=90° in Figure 6-65(a).  

The angle between the features and the horizontal axis at the initial orientation of the surface 

is equal to 0°, the critical angle of each of these features based on equation 6-32 is equal to 87.13°, 

since 90° is larger than the critical angle, the maximum radius of the polar plot can be calculated 

from equation 6-34, by substituting the total area of features in this formula the length of features 

can be calculated via equation 6-42. Once the length is calculated the cumulative width, wtotal, can 

also be achieved from equation 6-36. 
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Since the location of the features on the surface in this case is random, the angle at which the 

number of feature-related pixels in the feature-related columns is minimum cannot be formulized; 

and completely depends on the placement of the scratches. Therefore, it is not possible to find out 

the spacing between features as well as the quantity of them.  

 

Figure 6-66: a) A thresholded surface with three randomly located scratches with equal length but 

different width, and b) its σµh polar plot. 

In this case of parallel scratches when the length of all of the features is equal to each other 

but their width is different as shown in Figure 6-66, the length of them can be calculated via 

equation 6-42, however, the cumulative width or the quantity of the scratches cannot be determined. 
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Figure 6-67: A thresholded surface with three randomly located scratches with a) equal width but 

different length, b) different widths and lengths, and c) and d) their σµh polar plots. 

When features have the same width but are different in terms of their length, Figure 6-67(a), 

no information regarding their length, width and quantity can be obtained from polar plots. So is 

the case when features are different form each other in terms of both length and width, Figure 

6-67(b). 

Characteristics of the σµh polar plot, see Figure 6-65(b), of the surfaces containing this 

configuration of features are: 

 More than two lobes are present on the polar plot. 

 Rmax occur at the angles where the features are vertical. 

 rmin ≠ rmax±90⁰ 

6.3.5 non-straight scratches  

In this case where features are not rectangular, i.e. curved scratches it is possible to find out 

their major directionality as well as their quantity. However, estimating their length and width is 
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not possible from polar plots as it is highly dependent on the geometry of features, i.e. radius of the 

curvature.  

 

Figure 6-68: a) A thresholded surface with a single non-straight scratch, b) a thresholded surface 

containing three non-straight scratches, c) and d) their σµh polar plots. 

Figure 6-68(a) depicts a thresholded surface with a curved scratch, the σµh polar plot of this 

surface is shown in Figure 6-68(c), from this polar plot the major directionality of this feature that 

is the angle enclosed between the straight line connecting both ends of the feature and the vertical 

axis is equal to 33°. This means that the number of feature-related pixels in the feature-related 

columns at this angle is at its maximum.  

Figure 6-68(b) depicts a thresholded surface containing three non-straight scratches, and its 

σµh polar plot is shown in Figure 6-68(d), this polar plot has six peaks that leads to the quantity of 

the features equal to three, and the angle of each peak points at the major directionality of each one 

of the features. 

6.3.6 Analysis of a real surface with a single scratch 

In section 5.3.3 a real surface from NIST scratch dig standard with a single linear feature was 

analyzed based on its σRq polar plot, and its length, width, and depth were estimated equal to 90.4 
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µm (226 pixels), 10 µm (25 pixels), and 0.060 µm respectively. The same surface can also be 

analyzed with its σµh polar plot and using equation 6-10. 

 

Figure 6-69: a) The thresholded surface with the single negative linear feature, b) its σµh polar 

plot. 

For this surface the threshold depth is selected equal to 5 µm, every height value smaller than 

this limit is set to zero and every value larger than this limit is set to 1, i.e. d = 1. This thresholded 

surface is shown in Figure 6-69(a), and it σµh polar plot in Figure 6-69 (b). The maximum and 

minimum radius of the σµh polar plot is equal to 0.0172 nm and 0.0041 nm respectively. From the 

computer system the total number of non-zero pixels, i.e. total area of the feature is equal to 3912 

pixels. Putting the maximum radius, rmax, and the total area, Atotal_scr into equation 6-42 the length 

is equal to: 
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Considering the discreet nature of the pixels the length is estimated equal to 232 pixels, which 

is equal to 92.8 µm. Similarly, the width, w, of the scratch can be calculated via equation 6-43 and 

is equal to: 
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The width is estimated equal to 16 pixels, which is equivalent of 6.4 µm when considering the 

pixel resolution of the 20× objective. 

In order to find out the depth of the feature in the thresholding procedure the height values that 

are greater than the threshold height value remain unchanged, and only those that are smaller than 

the threshold will be set to zero. The σµh polar plot of this surface is shown in Figure 6-70. 

 

Figure 6-70: σµh polar plot of the thresholded surface with the negative linear feature. 

The maximum and minimum radius of this polar plot, Figure 6-70, is equal to 0.00088 µm and 

0.00019 µm respectively. Now that the length and width are known values either of the equations 

6-42 or 6-43 can be used to obtain the depth of the scratch. Based on equation 6-42 the depth is 

calculated equal to 0.051 µm. 
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The reason for this error could be due to the fact that the bottom of the scratch in the 

thresholded surface is not perfectly a flat plane, and has variations in magnitude. Also the estimated 

length is less than the measured length with the software, and thus this difference induces error on 

the σµh polar plot which its maximum radius was used to estimate the depth. 
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6.3.7 Analysis of real surfaces with multiple scratches 

 

Figure 6-71: a) Polished glass surface measured with CSI 5× after processing, and b) the same 

surface after it is thresholded. 

Figure 6-71(a) depicts a BK7 glass polished sample that was measured with Zygo Zegage 

coherence scanning interferometer (CSI) 5× objective with 1.6 mm × 1.6 mm field of view. Piston, 

tilt, and a 4th order polynomial are removed from the initial height map. Sq surface roughness of 

the surface excluding defects is equal to 0.005 µm. The surface is thresholded with the threshold 

height equal to 0.016 µm and is shown in Figure 6-71(b); this threshold value is selected to be 3.2 

times larger than the Sq of the surface because in a surface with Gaussian distribution of heights 

3.2 times the standard deviation covers 99.9% of the data, and any value above it is considered as 

a outlier, i.e. defect. From the thresholded surface four scratches are visible labeled as 1, 2, 3, and 

4. In this surface all of the height values above the threshold height are set to 1, and all of them that 

are smaller than the threshold height are set to zero. 

  

Figure 6-72: σµh polar plot of the surface with four scratches. 
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The σµh polar plot of the thresholded surface is shown in Figure 6-72, eight peaks are visible 

in this plot, which shown that there are four non-parallel scratches on the surface. 

 

Figure 6-73: a) Thresholded surface rotated 34° clockwise, b) thresholded surface rotated 87° 

clockwise, c) thresholded surface rotated 148°, and d) thresholded surface rotated 170° clockwise 

along with their columns mean height graph. 

To estimate the length and depth the original surface is rotated based on the angular location 

of the peaks in the upper half of the polar plot, at each rotation only one scratch becomes vertical. 

From the columns mean height graph it is possible to find out the width of each feature. In Figure 

6-73(a) the width and length of the scratch is estimated to be 30 pixels (48 µm when considering 

the pixel resolution of the 5× objective) and from equation 6-27 the length is equal to 1143 pixels, 

which is equal to 1.83 mm. Similarly for the surfaces in Figure 6-73(b), (c), and (d) the width and 



191 

 

length is estimated to be 20 × 1023 pixels, 3 × 291 pixels, and 5 × 670 pixels respectively, (32 × 

1.64 mm, 4.8 µm × 465 µm, and 8 × 1.07 mm). In order to find the depth of the features in the 

thresholding process the height values below the threshold limit is set to zero, while all the values 

above the threshold limit remain unchanged from the initial height values. Now by using equation 

6-27 the depth of features 1, 2, 3, and 4 can be estimated as 0.12 µm, 0.14 µm, 0.12 µm , and 0.08 

µm respectively. 

Table 6-3: Scratches’ properties from CSI and polar plots. 

Scratch # 

l × w × d 

(pixel × pixel × µm) 

from CSI  

l × w × d 

(pixel × pixel × µm) 

from polar plot 

1 1177 × 35 × 0.15 1143 × 30 × 0.12 

2 1018 × 22  × 0.15 1023 × 20 × 0.14 

3 313 × 4 × 0.14 291 × 3 × 0.12 

4 780 × 9 × 0.11  670 × 5 × 0.08 

 

Scratches’ properties from CSI that were measured manually with the instrument software and 

from polar plots are given in Table 6-3, it should be noted that in this table the values from CSI are 

average values.  

6.4 Multiple linear and circular features on the surface 

When there are both linear and circular features on the surface their effect is reflected on the 

surface’s polar plot. This section details the effect of a single linear, and a single circular feature 

present on the surface simultaneously on the polar plots, then expands the analysis to more complex 

cases consisting of multiple linear and circular features. Threshold limit for distinguishing scratch 

and dig related peaks on the polar plots will be explained.  
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6.4.1 Building blocks for polar plots of multiple linear and circular features 

Based on the previous sections of this chapter a linear feature will create two peaks on the 

polar plot at the angle where the feature becomes vertical Figure 6-74(a), also a single circular 

feature only increases the radius of the polar plot, Figure 6-74(b), while two circular features not 

only increase the radius of the polar plot but also create two peaks on it, Figure 6-74(c). 

To analyze the behavior of the polar plots in their general form where the surface contains 

multiple linear and circular features, another case must be studied which is the combination of a 

linear and a circular feature on the surface and its effect on the polar plots. 

 

Figure 6-74: a) A thresholded surface with a linear feature, b) a thresholded surface with a single 

negative circular feature, and c) a thresholded surface with two negative circular features and 

their σµh polar plot. 

6.4.2 A circular and a linear feature on the surface 

The polar plot of a surface that contains both a single circular and a single linear feature is 

shown in Figure 6-75(b). There are two sharp peaks in this polar plot that are created by the 

presence of the single scratch, however, since the single circular feature does not create any number 
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of lobes, its presence is reflected on the polar plot in another way. The standard deviation of the 

columns mean values, µh histogram, that is the radius of the σµh polar plot, is directly related to the 

number of feature-related pixels in the feature-related columns, so during the rotation process when 

those columns that include the entire circular feature also include sections of the linear feature, the 

standard deviation of the µh histogram increases. This increase of standard deviation continuous 

until the angle where the columns again begin to cross only one feature. The step-like behavior of 

the polar plot that is depicted in Figure 6-75(c) is the result of this phenomenon. The slope of this 

step-like peak in the polar plot is also related to the geometry of the features and their configuration 

with respect to each other, this slope decreases as the features are closer together and vice versa. 

Further analysis is required to capture more information from this feature of the polar plots of 

surfaces with mixed features. 

 

Figure 6-75: a) A thresholded surface with a negative circular feature and a scratch, b) its σµh 

polar plot. 

The minimum and maximum radius of this polar plot is larger than polar plots of surfaces with 

the single feature, however, it is not equal to the summation of their radii at any angle, i.e. it is not 

equal to the superposition of the two, Figure 6-76. 
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Figure 6-76: σµh polar plot of the surface in Figure 6-75(a) with its constituent elements. 

Geometrical analysis of the location of the scratch and the circular feature on the surface can 

estimate the width of this step-like peak on the polar plot, ∆θ  in Figure 6-77(a), and (b). 

Considering the upper half of the polar plot of Figure 6-77(b) the step-like peak begins at θ=136°, 

at this angle feature-related columns begin to include sections of both of the features, Figure 

6-77(c), this behavior continuous until θ = 156° which is the last angle that columns are including 

both features, and after that the feature-related columns only contain sections of just one feature. 

The difference between these two angles is the angle enclosed between the two lines connecting 

the center of the circular feature to the both end of the scratch.  
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Figure 6-77: a) A thresholded surface with a negative circular and a linear feature, b) its σµh polar 

plot, c) the same surface when it is rotated 136⁰, and d) when rotated 156⁰. 

From the polar plot it is not possible to estimate the geometry of each of the features since a 

and b are unknown. However, it could be concluded that the maximum radius of the polar plot 

occurs at the angle where the linear feature is vertical, and the indicator of the presence of a single 

circular feature is the step-like peak behavior of the polar plot. The width of this step is a function 

of the location of the features with respect to each other, and as they get closer to each other, the 

step-like peak becomes wider, and vice versa.  

6.4.3 Deconstructing complex cases using building blocks 

From the result of the previous section, during the rotation procedure whenever the feature-

related columns begin to include sections of both features, i.e. the number of feature-related pixels 

in the feature-related columns increases, there will be a step-like peak on the polar plot. By breaking 

down the case where two circular features and a linear feature are present on the thresholded surface 
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the behavior of the polar plot can be predicted and explained. It should be noted that these features 

do not have to have equal areas, i.e. there is no limitation on the geometry of the features. The linear 

feature will create two sharp peaks at the angle when it becomes vertical, the two circular features 

will create two peaks at the angle where they are contained within the same number of columns. 

Based on the geometrical analysis of the features each time that the scratch and one of the digs are 

included in the feature-related columns there will be a step-like peak; therefore since this situation 

is possible to occur two times, then the number of step-like peaks is equal to four, see Figure 6-78.  

 

Figure 6-78: a) A thresholded surface with a pair of negative circular features, and a scratch, and 

b) its σµh polar plot. 

It should be noted that the peaks on the polar plots are generally dominated by linear features 

rather than circular features. This is due to the fact that when linear features are in vertical position 

they will increase the number of feature-related pixels in the feature-related columns far more than 

a pair of aligned circular features. This is depicted in Figure 6-78(b) where the radius of the polar 

plot at the angle of two scratch-related peaks at 90° and 270° are significantly larger than the two 

dig-related peaks at 0° and 180°. 

6.4.4 General case of multiple circular and linear features on the surface 

The radius of the σµh polar plot only depends on the number of feature-related pixels in the 

feature-related columns, and this number is a function of the quantity of features and their relative 
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position with respect to each other. It should be noted that the areas of the features do not have to 

be equal to each other and the following discussion holds true in general.  

 

Figure 6-79: a) A thresholded surface with three negative circular features and one linear feature, 

b) its σµh polar plot. 

The surface in Figure 6-79(a) contains three negative circular features and one linear feature, 

considering only circular features six peaks are expected on the polar plot, each pair of a circular 

and linear feature creates two step-like peaks, and there is three possible pairs of this kind, so total 

of six step-like peaks. Finally the linear feature itself generates two peaks on the polar plot. The 

total of 14 peaks are expected to be on the polar plot, see Figure 6-79(b).  

Figure 6-80 breaks down the polar plot shown in the Figure 6-79(b) to two of its constituent 

elements, one is all the peaks that are created by the circular features, the other is the peaks that are 

created by the linear scratch. All of the 14 peaks are numbered in this polar plot.  
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Figure 6-80: σµh polar plot of the surface shown in Figure 6-79(a). 

As the number of the features on the surface increases the complexity of the behavior of the 

polar plots increases significantly such that it might not be possible to identify all of the possible 

peaks that can exist on the polar plots, and also it might not be feasible to distinguish the specific 

type of peaks, that is to tell what kind of combination of features have created the peak. 

However, analyzing each detected peak on the polar plot can provide some insights about the 

different types of features present on the surface. 

6.4.5 Peak analysis  

A criterion has to be defined in order to analyze each detected peak and identify the specific 

feature or combination of features that created it. Again, the two key metrics from the polar plots 

can be used to define this criterion, that are maximum and minimum radius of the σµh polar. The 

following discussion in this section details the steps required for setting the criterion for identifying 
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different types of peaks, it assumes that the cumulative area of the pair of circular features, and the 

area of the single linear feature are equal to each other. It should be noted that these constraints 

have to be made to explain the general idea of the procedure, however, they do not result in the 

foolproof results; and therefore further study is required in this area. 

 

Figure 6-81: a) A thresholded surface with two negative circular features, b) a thresholded surface 

with a scratch, c) a thresholded surface with two circular and a linear feature, and their σµh polar 

plots. 

Figure 6-81(a) shows a thresholded surface with two negative circular features with their 

radius equal to 50 pixels and its σµh polar plot. Figure 6-81(b) depicts another thresholded surface 

with a linear feature present on it with its area equal to the area of the two circular feature (400 

pixels length and 40 pixels width), and its σµh polar plot, the depth of the features are equal and is 

0.1 µm. When these three features are present on another thresholded surface they will generate 

eight peaks on the polar plot, see Figure 6-81(c).  
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A peak is considered a scratch-related peak if it goes outside of a threshold circle whose radius 

is 1.5 times the minimum radius of the polar plot. This threshold circle is demonstrated in red in 

Figure 6-81(c). If a peak is inside this threshold circle then it is considered a dig-related peak, or a 

scratch-dig-related peak, see equation 6-44. 

 
min

min

1.5

1.5

peak

peak

r
scratch related

r

r
dig related

r

  

  

  
(6-44) 

 

Where rpeak is the radius of the σµh polar plot at each peak. 

The 1.5 constant in equation 6-44 is chosen based on the fact that the two circular features and 

the single linear feature of Figure 6-81(a) have equal areas, and when all three features are present 

on the surface the ratio of the radius of the polar plot at the dig-related peak to the minimum radius 

of the polar plot is close to 1.5. However, this constant would have to be changed and adjusted 

based on the required sensitivity of detecting features on the part.  

Based on equation 6-44 a feature is considered a scratch if the ratio of its maximum radius of 

σµh polar plot to the minimum radius is larger than 1.5. From this definition and based on equations 

6-31 for rmax, and 6-28 for rmin for a single scratch the minimum ratio of the length of a scratch to 

its width should be: 

 2.25
L

w
   

(6-45) 

 

Where L is the length and w is the width of the scratch. 
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Figure 6-82: a) A thresholded surface with three negative circular, and two linear features, b) its 

σµh polar plot. 

Figure 6-82(a) depicts a thresholded surface with three negative circular, and two linear 

features. From this surface and its features six dig-related peaks, four scratch-related peaks, and 12 

scratch-dig-related peaks are expected to be on the surface’s σµh polar plot, the total of 22 peaks. 

However, only ten peaks are counted on the polar plot, and among these peaks four are caused by 

the scratches, and six are caused by the presence of the three circular features. Despite the fact that 

not all the required peaks are reflected on the polar plot, the correct quantity of each type of features 

can be calculated. This is because six circular feature-related peaks on the polar plot will result in 

three number of circular features on the surface (equation 6-2), and four scratch-related peaks on 

the polar plot will result in two number of linear scratches (equation 6-27), so while all of the 

expected 22 peaks are not detected still the correct number of features are estimated from the σµh 

polar plot. 

In summary the signature peak of each type of features is shown in Figure 6-83. 
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Figure 6-83: Signature peak of each type of features’ combination. 

6.4.6 Analysis of a real surface with mixed features 

 

Figure 6-84: a) Polished glass surface measured with CSI 5× after processing, and b) the same 

surface after it is thresholded. 

Figure 6-84(a) depicts a BK7 glass polished sample that was measured with Zygo Zegage 

coherence scanning interferometer (CSI) 5× objective with 1.6 mm × 1.6 mm field of view. Piston, 

tilt, and a 4th order polynomial are removed from the initial height map. Sq surface roughness of 

the surface excluding defects is equal to 0.005 µm. The surface is thresholded with the threshold 

height equal to 0.016 µm and is shown in Figure 6-84(b); this threshold value is selected to be 3.2 

times larger than the Sq of the surface because in a surface with Gaussian distribution of heights 
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3.2 times the standard deviation covers 99.9% of the data, and any value above it is considered as 

a outlier, i.e. defect. From the thresholded surface two near-circular and one near-linear features 

are visible.  

 

Figure 6-85: σµh polar plot of the surface with mixed features. 

Figure 6-85 shows the σµh polar plot of the thresholded surface, from this polar plot the 

presence of the step-like peak on the plot is an indicator of a surface with mixed features, from the 

same peak it can be concluded that there is at least one scratch and one dig on the surface. The 

magnitude of the first peak in the upper half of the polar plot is larger than the second peak, 

therefore it is caused by a linear or near-linear feature, i.e. scratch, the second peak in the upper 

region of the polar plot is caused by presence of a pair of digs. The conclusion of presence of two 

digs on the surface is based on the fact that there is two low magnitude peaks on the polar plot. 

Finally, it can be concluded that the surface contains one near-linear feature and two near-circular 

features. 

6.5 Obtainable information about the surface from the polar plots 

In this section the question sought to be answered is how much information about surface 

texture and features is obtainable only from the polar plot’s information without a prior knowledge 

of the analyzed surface? In order to answer this question, the first step is to pay attention to the 

specific type of the available polar plot. The σRq polar plot for a defect-free surface with Gaussian 

distribution of heights with its Sq equal to 1.02 µm has the same average radius as the σRq polar plot 
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of a surface with its Sq equal to 0.01 µm with a negative circular feature with its depth and diameter 

equal to 5 µm and 50 pixels respectively as shown in Figure 6-86.  

 

Figure 6-86: a) A MATLAB generated surface with Gaussian distribution of heights with a defect 

and its σRq polar plot, and a defect free surface with Gaussian distribution of heights along with its 

σRq polar plot. 

In this case despite the equal average radius of the polar plot of the surfaces the overall shape 

of them can distinguish between a defect-free surface and a surface containing a defect; the 

deviations of the σRq polar plot’s data of the defect free surface is higher than the same polar plot 

for a surface that contains a defect. However, if the σµh polar plot of the surfaces are used the 

difference can be easily observed. A defect-free surface after thresholding has it σµh polar plot’s 

radius equal to zero, whereas a surface that contains a defect has a non-zero value radius (with the 

same threshold height value). In general when the radius of the σµh polar plot of a surface has a 

non-zero value it is an indication of the presence of the features or texture on the surface.  
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Key features from the polar plots that need to be analyzed in order to obtain information about 

the surface are the average radius, number of lobes, maximum radius at the lobe’s angular location, 

the radius 90° before or after the maximum radius, angle between maximum and minimum radius, 

minimum radius of the polar plot, and the general shape of the lobes on the polar plots.  

 

Figure 6-87: σµh polar plot of a surface. 

Figure 6-87 shows a σµh polar plot of a thresholded surface, the polar plot does not have a 

nominally circular shape and therefore it could be concluded that the surface contains some 

features. There is a sharp peak at θ=34° in the upper half of the polar plot, this shows that a scratch 

is present on the surface whose direction is 34° when measured from the vertical axis. There are 

four step-like peaks on the surface indicating that the surface contains mixed features and number 

four informs that there are two pairs of a circular and linear feature on the surface. Combining all 

the information it can be concluded that the surface contains two circular features and one linear 

one. This surface is shown in Figure 6-88. 

 

Figure 6-88: A thresholded surface with two negative circular and one negative linear feature. 
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Figure 6-89: σRq polar plot of an unknown sample. 

6.6 Analyzing polar plots of unknown samples (blind testing) 

In this section the only information given to the author were the σRq polar plots for a number 

of surfaces, each polar plot will be analyzed individually, and its key metrics will be identified. 

Based on the identified key metrics insights of the surface will be provided. At the end of this 

section the samples that were used to create the polar plots will be given. 

Figure 6-89 depicts a σRq polar plot of a surface or a grayscale image, from the upper half of 

this polar plot the key features are: a local minimum at θ=90° and the radius of the polar plot 90° 

after the angular location of this local minimum. From these two metrics it can be concluded that 

the surface contains a major directional feature, the angle enclosed between the directional feature 

and the vertical axis is 90°; and that the surface does not contain an organized repeating structure 

on its surface because the radius of the polar plot 90° after the local minimum is not a close to zero 

value. Therefore, the sample could be ground surface with horizontal grinding marks, or a surface 

with the similar nature.  
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Figure 6-90: σRq polar plot of an unknown sample. 

Figure 6-90 depicts a σRq polar plot of a surface or a grayscale image, from the upper half of 

this polar plot the key features are: a local minimum at θ=90°, and five local maximums at θ≈0°, 

45°, 88°, 92° and 135°. The local minimum in between θ≈88° and 92° could be caused by a major 

horizontal feature or features on the surface. This situation is similar to a surface containing a 

periodic structure such as a typical milled surface with horizontal tooling marks where there is a 

local minimum in the polar plot when the surface texture becomes vertical. 

From this polar plot it can be concluded that the surface is a highly structured surface that 

contains multiple directional features with their angles measured from the vertical axis equal to the 

angular location of the peaks; the shape of the polar plot is similar to the textured surface shown in 

Figure 4-16(a), therefore it is likely that the surface contains an organized circular or near circular 

features. 

 

Figure 6-91: σRq polar plot of an unknown sample. 
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Figure 6-91 depicts the σRq polar plot of another sample, the radius of this polar plot does not 

change significantly, and the polar plot does not have any dominant peaks or local minimums. Thus 

the surface is thought to be an isotropic surface without any directional features.  

 

Figure 6-92: σRq polar plot of an unknown sample. 

In Figure 6-92 the polar plot does not have any dominant peaks or local minima, therefore it 

is thought that it lacks any linear features or major directional feature. however, the overall shape 

of the polar plot is not a nominally circular one, and it cannot be concluded that the surface is a 

highly isotropic one.  

The surfaces of these four polar plots (Figures 6-89 to Figure 6-92) that were analyzed are 

illustrated below in Figures 6-94 to Figure 6-97. 

 

Figure 6-93: Image of the sample of the polar plot shown in Figure 6-89. 
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The grayscale image of the sample whose σRq polar plot was shown in Figure 6-89 is depicted 

in Figure 6-93. This is a grayscale photo taken from the pavement along the National Mall in 

Washington DC. The presence of the horizontal feature on the surface was detected from the 

presence of the local minimum at 90° in the upper half of the polar plot. However, detection of the 

near-vertical feature was missed, by reanalyzing the polar plot, there is another local minimum in 

the upper half of the polar plot close to 180° that is caused by this near-vertical feature. Therefore, 

the effect of this feature was present on the polar plot, but missed by the author. 

 

Figure 6-94: Image of the sample of the polar plot shown in Figure 6-90. 

Figure 6-94 shows the image of the tiles at the edge of the platform in the DC metro station 

whose polar plot is shown in Figure 6-90. Highly structured nature of the surface and the general 

type of the features on its surface (near circular) were correctly detected from the polar plot’s key 

features, however, the periodicity was missed. The local minimum between θ≈88° and 92° on the 

polar plot was caused by the horizontal lines separating the tiles in the image. The result of using 

the β value equal to 2° (the difference between the angular location of the local minium and 

maximum) and equations 4-9 and 4-11 to 4-14 would not match the wavelength of any structure 

on the surface, see table 6-4, in these calculations the length of the shorter side of the image is equal 

to 422 pixels, n=422. On the surface the wavelength of the straight horizontal lines is 130 pixels, 

vertical lines equal to 170 pixels, and the wavelength of near circular features is about 60 pixles. 
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This is because the constant coeeficient in these formulas completely depends on the nature 

of the periodic structure, i.e. sine wave, cusp, grating, etc.. 

Table 6-4: Calculated wavelength for different structures based on β=2.0°. 

Sinewave sin

422
sin 2.0 24

0.435 2
ewave round

 
  

 
 

Sawtooth structure s

422
sin 2.0 18

0.565 2
awtooth round

 
  

 
 

Cusp structure 
422

sin 2 23
0.456 2

cusp round
 

  
 

 

Grating structure 
422

sin 2.0 37
0.278 2

grating round
 

  
 

 

Step wave structure s

422
sin 2.0 39

0.269 2
tepwave round

 
  

 
 

 

At this angle, θ=90°, there are two major directional features, i.e. the lines and the near circular 

features, this situation of directional featues on the surface was not studied in this dissertation, and 

requires further investigation. 

 

Figure 6-95: Image of the sample of the polar plot shown in Figure 6-91. 
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Another grayscale image of the pavement along the National Mall is shown in Figure 6-95, 

and its σRq polar plot is depicted in Figure 6-91. The isotropic nature of this image and its lack of 

any directional features was correctly detected from its polar plot key metrics.  

 

Figure 6-96: Image of the sample of the polar plot shown in Figure 6-92. 

Figure 6-96 is an another grayscale image of the pavement along the National Mall with a 

single non-circular feature. The σRq polar plot of this image is depicted in Figure 6-92. Lack of 

major directional features on the surface was detected by analyzing polar plot’s key metrics, 

however, the presence of the single feature also could have been detected if the average radius of 

the polar plot had been compared to the radius of the defect free sample (shown in Figure 6-95). 

The increase of the average radius is an indicator of the presence of the single feature. 

In general, without a prior knowledge of the surface it is not possible to exactly reconstruct 

the surface solely based on the information of the polar plots, however, by identifying and analyzing 

the key metrics extracted from polar plots a reliable and practical determination of various surface 

characteristics such as directional features, periodic features, and imperfections is possible. One 

obvious limitation of polar plots is identifying the location of a feature on its surface. Also, the 

limitations of the polar plots when there are several parallel linear features and their different 

configurations on the surface was discussed in section 6.3.4. 
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In this dissertation the focus was to understand the fundamentals of the behavior of the polar 

plots, and to realize the relationship between surface features and polar plot’s key metrics.  

Exploring the limitations in recreating the original surface features from the polar plots has not 

been explored, however, at an initial first pass the polar plots can perform substantially better than 

common statistical based parameters (Sq, Ssk etc.) used in the majority of industrial and research 

applications.  

6.7 Summary 

In this chapter the effect of multiple linear and circular features on polar plot was detailed. 

Approach was modified by using the standard deviation of columns mean histogram instead of 

standard deviation of columns Rq histogram in order to increase the sensitivity of peak detection, 

and simplifying formulization of the radius of the polar plots. 

Two methods were developed for the case when there are multiple circular features on the 

surface, the first one was to estimate the number of features based on the number of lobes that they 

create on the polar plots. This could be called the general form since it does not require the features 

to be identical, however, features’ configuration should be in a way that in any orientation there is 

only one pair of them aligned and not more. Violation of this constraints decreases the accuracy of 

the estimated quantity of the features, also to resolve the issue of having more than one pair of 

features aligned at each angle the surface was distorted. Distortion of the surface makes sure that 

features’ configuration is changed such that the probability of having more than one pair of aligned 

features decreases without harming the generality of the approach. Standard deviation of the 

columns’ mean values was used to enhance the magnitude of the lobes and help identifying and 

counting them. It was also shown that the application of the approach can be broaden by 

thresholding the surface, and also the analysis of the entire field of view becomes possible by 

performing this technique.  
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The number of lobes on the polar plots, however, is only able to give insights about the 

quantity of the features on the surface, and is unable to provide information about the geometrical 

properties of them. 

In order to obtain information about the quantity of the features as well as their geometrical 

attributes another approach was introduced based on the minimum radius of the polar plots. This 

second approach has two constraints, 1) the surface features are symmetric with respect to vertical 

and horizontal axis, and 2) there should not be any collinearity between features in at least one 

orientation. Based on these two constraints the relationship between the minimum radius of the σµh 

polar plot, and the quantity of the symmetric features on the surface was established. From the 

system of equations of the rmin of the surface containing multiple symmetric features and the rmin of 

the surface with a single square feature (with equal areas), the quantity and radius of all of the 

identical features can be calculated. The advantage of this approach of estimating the quantity of 

the features over the estimation based on the number of the lobes of the polar plot is that it does not 

require to have only a pair of features align at each angle, also it is independent of the number of 

lobes on the polar plots. However, this method requires the features to be identical and be non-

collinear on at least one orientation.  

The rmin of the polar plots can also be taken advantage from in quality control processes. The 

rmin of the surface that is being assessed can be compared to the rmin of a surface with an accepted 

feature, the passing criterion can be defined as if the rmin of the surface is smaller than the rmin of 

the surface with the accepted surface, and failing is when this value is larger than the rmin of the 

surface with the accepted surface.  

It was shown that if the rmin value is the base of calculation, violation of its requirements causes 

the inaccuracy of the results; if the features are non-identical then the calculated number of features 

is always underestimated. And if the non-collinearity requirement is not met then again the 

estimated number of features is less than the actual number of them on the surface. 
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Similar to the multiple circular features on the surface, polar plots are able to provide insights 

about surfaces containing linear features. Analysis of the surface with multiple linear features is 

divided into two sections, 1) when none of the features are parallel to each other, and 2) when there 

is only parallel scratches on the surface. In the first case the number of lobes on the polar plot 

divided by two will result in the number of the features on the surface, from the angular location of 

each lobe it is possible to estimate the width of the scratch and also find out its length. All the 

information about each feature’s length, width, and depth can be obtained from the polar plots as 

long as none of them are parallel to each other. However, the special case of solely parallel scratches 

has to be broken down to four different scenario namely 1) all identical and below each other when 

they are horizontal, 2) all identical and aligned when they are horizontal, 3) all identical and there 

is no overlapping between them when they are horizontal, and 4) all identical without any 

restriction. Each one of the cases were detailed and the obtainable information from polar plots 

were introduced. Identicality of the linear features is the key requirement in this case and makes 

the interpretation of the results meaningful. Once this criterion is not met, the polar plots are not 

able to give insights about the surface features. Failure of this requirement was detailed at the end 

of each case of parallel scratches. 

The last case of analysis of surfaces with multiple features is the case where there are mixed 

features on the surface, i.e. circular and linear features together. This situation was analyzed with 

the simplest case where only a scratch and a dig are present on the surface, the signature step-like 

peak created by their presence was detailed. Based on the specific type of lobes created by a pair 

of circular features and the lobe created by a linear feature the criterion for distinguishing different 

types of peaks was introduced. This criterion mathematically defines what feature is a considered 

as a scratch. 

Analysis of the specific type of lobes on the polar plots can provide information about the 

specific features that created them, and an estimate of their quantity. However, when the number 
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of mixed features are reasonably high on the surface it might not be possible to identify and count 

each peak  on the polar plots, and other methods of peak analysis should be investigated.  

Table 6-5 summarizes the key metrics from polar plots in order to obtain insights on the 

surface and its features. 

Table 6-5: Key metrics form polar plots to analyze different features 

Feature(s) rmax rmin rmax±90⁰ 

Local 

rmin 

Angle 

between 

rmax and 

rmin 

Angle 

between 

rmax and 

local rmin 

# 

peaks 

Rate of 

slope 

change 

Multiple digs simple         

Multiple digs 

threshold 

        

Multiple non-circular 

digs 

        

Multiple scratches – 

non parallel 

        

Multiple non-parallel, 

non-straight scratches 

        

Multiple scratches - 

parallel 

        

Mixed features         

 



216 

 

 CHAPTER 7: CONCLUSIONS AND FUTURE DIRECTIONS 

7.1 Conclusions 

In this dissertation a novel approach for characterizing surface characteristics and surface 

features by using polar plots was presented. The surface is considered as a set of constituent 

profiles, the statistical parameter of choice for each profile is calculated, and the resulting 

distribution is then quantified by its standard deviation, skewness, and kurtosis. In the next step the 

surface rotates around its center and the process of calculating the statistical parameter of choice is 

again carried out. The whole process repeats until a 180° rotation of the surface is done. The 

calculated distribution properties are plotted versus the angle of rotation at which they were 

calculated in a polar plot formation, symmetry of the results is utilized to create a complete polar 

plot.  

The following lists the capabilities of the polar plots and what information about the surface 

topography can be achieved by analyzing the polar plots, and their features. 
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Table 7-1: Polar plot’s key features. 

Feature(s) rmax rmin rmax±90⁰ 

Local 

rmin 

Angle 

between 

rmax and 

rmin 

Angle 

between 

rmax and 

local rmin 

# 

peaks 

Rate of 

slope 

change 

Surface Sq 

(Gaussian dist. of heights) 

        

Isotropy, directionality         

Periodicity         

Single circular feature         

Single linear feature         

Multiple digs simple         

Multiple digs threshold         

Multiple non-circular 

digs 

        

Multiple scratches – 

non parallel 

        

Multiple non-parallel, 

non-straight scratches 

        

Multiple scratches - 

parallel 

        

Mixed features         

 

For a surface with a Gaussian distribution of heights the Sq roughness of the surface can be 

calculated from the average radius of a nominally circular σRq polar plot; it should be noted that any 

deviation of the surface height distribution from the ideal normal distribution induces error on the 

calculated Sq value of the surface from the polar plot radius. Isotropy and texture directionality of 

surfaces that are reported by Str and Std in ISO 25178-2 can also be captured by using the key 
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features of the polar plots. Maximum and minimum radius of the polar plots of an isotropic surface 

are reasonably close together, and thus the nominally circular shape of the polar plots is an indicator 

of an isotropic surface (equivalent of Str). Major surface directionality is reflected on the polar 

plots by creating a pair of lobes or local minimums in the lobe region of the polar plots, the angle 

of the lobe or the local minimum in the upper half of the polar plot indicates the angle enclosed 

between the surface texture and the vertical axis. This property of the polar plots is equivalent of 

the surface texture direction parameter of the ISO 25178-2 standard, Std. When there are several 

directionalities on the surface, the presence of all of them will be reflected on the polar plots as 

lobes or local minimums. While the Std parameter for these type of surfaces only indicates the 

directionality of the major surface texture, the angle of lobes or the local minimums of the polar 

plots shows the directionality of all of the directional features on the surface. 

It was shown that from polar plots it is possible to calculate the wavelength of a periodic 

structure present on the surface and the nature of the repeating structure (sinewave, cusp, etc.) by 

using the minimum radius of the polar plot and the angle difference between the maximum radius 

and the local minimum. The advantage of calculating the wavelength of periodic features on the 

surface with polar plots over the power spectral analysis, PSD, is that polar plots are independent 

of the orientation of the surface texture, whereas the 1D PSD will result in accurate answer if it is 

taken perpendicular to the surface texture. It should be noted that in calculating the periodicity of 

the periodic structure on the surface the magnitude of the deviations of the real surface from the 

theoretical model such as curved tooling marks (in a milled surface), irregularities in the repetitive 

pattern on the surface, etc. could induce errors on the results.  

Single circular features on the surface will increase the diameter of the polar plots, i.e. changes 

the minimum radius of the σRq polar plot, and by analyzing the polar plot their depth and diameter 

can be back calculated. In a conservative approach a detectability threshold graph for a specific 

surface size can be generated. If the diameter and depth of a circular feature is in the detectable 

region not only the defect is detectable, but also its diameter can be estimated with two pixels 
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margin of error. It is also possible to identify whether the feature is on the surface such as a piece 

of dirt, or below the surface such as a dig by using the skewness of the columns Rsk histogram, 

SkRsk polar plot.  

Similar to the single circular feature, a single linear feature, i.e. a scratch will also affect the 

polar plots by increasing the average radius of the polar plot as well as creating a pair of lobes or 

local minimums, in this case the angle difference between the maximum radius and the lobe or 

local minimum is equal to 90°. The presence of a sharp peak or a local minimum in the lobe region 

is a function of the scratch’s geometry, i.e. its length, depth, and width. The angular location of the 

lobe or the local minimum indicates the angle enclosed between the feature and the vertical axis. 

The presence of a linear feature on a surface is detected by comparing its polar plot with the same 

type of polar plots of an ideal defect-free surface, presence of a pair lobes or local minimums is an 

indicator that the surface contains a linear feature. The scratch detectability threshold graph can 

also be generated for a specific surface size based on the information of the columns Rq histogram. 

Presence of a pair of lobes in the polar plots of surfaces containing a single linear scratch can be 

taken advantage of to increase the sensitivity of the feature detection. Instead of the standard 

deviation of Rq histogram, if the skewness and kurtosis of the Rq histogram is used the sensitivity 

of the feature detection will increase. Also using SkRsk polar plot provides information about 

whether a linear feature is on the surface or below it such as a scratch. 

It was shown that for surfaces containing multiple features polar plots can also be used to 

achieve information about the surface features. For the case of only circular features on the surface 

two different methods were introduced, the first one used the number of peaks on the polar plots to 

estimate the quantity of the features on the surface, thresholding, distortion of the surface, and using 

the columns mean height value instead of their Rq values was done to improve the peak detection 

and consequently the accuracy of the feature estimation. The second method of estimating the 

quantity of the features as well as their depth and diameter was using the minimum radius of their 

σµh polar plot.  
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Similar to the surfaces with circular features, polar plots can provide information about the 

surfaces containing multiple linear features. For the situation where none of the features is parallel 

to each other the number of lobes on the polar plot divided by two results in the quantity of the 

features on the surface. Different cases of surfaces containing multiple parallel scratches were 

analyzed and the obtainable information from polar plot for each case was detailed. In all of these 

cases the assumption was that the features are identical, it was also discussed how the violation of 

this assumption will affect the result.  

In terms of single and multiple surface features some assumptions have to be made in order to 

be able to analyze the surface with this approach. The first assumption that applies to all of the 

surface features analysis is that the magnitude of the features, i.e. deviations from the nominal 

surface, is a constant value.  

When multiple linear features are present on the surface and none of them are parallel to each 

other the only limitation of the approach is the maximum number of detectable lobes on the polar 

plots and there is no limitation on the geometry of linear features. However, when linear features 

are parallel to each other the main assumption is that they have to be identical in order to be able 

to meaningfully interpret the results of the polar plots. When this constraint is not met polar plots 

are not able to provide insight on the surface features.  

In terms of estimating the number of circular features from the number of lobes on the polar 

plots the only requirement was having only two features aligned at each angle, violation of this 

requirement will cause an underestimation of the estimated value. For the case of multiple circular 

features estimation based on the minimum radius of the σµh polar plot the approach results in 

accurate results if the features are all identical and non-collinear at one orientation at least. If these 

two requirements are not met the result are always underestimated.  

Also polar plots of the surfaces that have multiple circular and linear features were analyzed, 

maximum and minimum radius of the polar plots as well as their number of peaks could provide 

information about the surface features. The simplest case was detailed where there is one scratch 
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and one dig on the surface, the resulting peaks on the polar plots and their formation was explained. 

From this simple case identifying different types of peaks on a given polar plot is possible. 

Finally, all the above mentioned capabilities of the polar plots is applicable to grayscale images 

as well, however, it should be noted that the form and waviness of the image must be removed prior 

to their processing, and obviously no information about the depth of features can be obtained from 

the grayscale images. 

7.2 Processing time of the approach 

One of the strong points of this approach is its great capabilities in automatic quality control 

processes where time is among the most important matters. The entire amount of time to process a 

typical 1024×1024 pixels height map, and produce its different polar plots is about 10 seconds in 

MATLAB. It is believed that using other programming platforms (such as C++) to rotate the 

surface, which is the most time-consuming step of the calculations, can increase the speed of 

calculations, and thus benefits the in-situ assessment of the surface height maps or grayscale images 

in quality control systems.  

7.3 Future directions  

The approach that was developed and discussed in this dissertation outlines statistically based 

analysis of the surface topography, and focused on understanding the geometrical relationship 

between the rotated surface features and textures and the resulting polar plots.  

It is believed that polar plots have a lot more potential capabilities and further studies are 

needed to explore them, suggested areas of the continuation of this work are listed below: 
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7.3.1 Processing aspects 

 The nearest-neighborhood algorithm was used in order to rotate the surface around its 

center, however, other algorithms also need to be studied such as bilinear and bicubic 

interpolation methods, and their effect on the polar plots should be investigated.  

 Peak detection is an important aspect of analyzing the polar plots, the maximum value 

of a moving window was used in this work in order to detect peaks, however, it is 

believed that other methods of peak detection should be investigated, such as 

assigning a probability value to each data point of a polar plot and setting a limit for 

differentiating peak-related points from other points. This becomes crucial and 

important when analyzing surfaces with mixed features, i.e. digs and scratches. 

 Sensitivity of the approach increases as the higher order moments of data are used 

when quantifying the columns’ statistical parameter histogram, for example columns 

Rq histogram, it is worth investigating the use of higher than fourth order moments of 

data (that are stable, and can meaningfully be related to the data distribution). 

 It is believed that a machine learning approach can be applied to the polar plots for 

obtaining insights on the quantity and geometrical properties of the surface features. 

This is very helpful for surfaces containing multiple linear and circular features where 

the behavior of the polar plots become complicated. It is also very beneficial for 

automatic surface inspection systems, and classification of surface quality.  

7.3.2 Applications aspects 

 It is believed that the polar plots for highly structured surfaces have the potential to 

capture pattern irregularities on the surface structure, as well as the frequency of 

multiple repeating structures. Behavior of polar plots when analyzing these types of 

surfaces should be investigated. 
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 In this dissertation the method was applied on the processed surface, however, 

analysis of the unprocessed surface should be investigated, and potential capabilities 

of the polar plots, such as checking if the form or waviness is sufficiently removed 

from the surface, in this manner is worth exploring.  

 In this dissertation when analyzing surfaces with multiple features the assumption was 

that the features have to be identical, and none-overlapping in at least one orientation, 

however, the use of minimum radius of the σµh polar plot, or other polar plots, should 

be investigated when circular features are not identical. 
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APPENDIX A: STATISTICAL TOOLS 

Some of the statistical concepts that were discussed in this survey as well as those that will be 

used in next chapters of this thesis will be introduced here. 

A.1 Moment of data 

The property of the tendency of a set of discrete values to cluster around a specific number 

can be used to characterize the set by a few numbers related to its moments. The first moment is 

the mean value which is the sum of a set of numbers divided by the quantity of numbers in that set 

denoted by µ or x . Mean estimates the value around which the central clustering happens. Second 

central moment of data that measures the dispersion of the data around the mean value (first 

moment) is the variance which is given in equation 0-1 [104, 105]. 
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The square root of the variance is called standard deviation and is denoted by σ. The third 

moment of data is skewness which characterizes the symmetry of a distribution around its mean; it 

is defined in such a way that is dimensionless and is given in equation 0-2. 
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Skewness value equal to zero means that the distribution is completely symmetric around the 

mean value. 

The fourth moment of the data is kurtosis which is a measure of peakedness or flatness of a 

distribution, kurtosis is also a positive dimensionless value and is given in equation 0-3. 
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And in general, the Nth moment of data can be calculated based on equation 0-4. 
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It should be noted that all these moments are normalized with respect to standard deviation of 

the distribution [105, 106]. 

A.2 Normal distribution 

One of the most important distributions in the study of probability and statistics is the Normal 

(Gaussian) probability distribution, a random variable is said to have a Normal probability 

distribution if its probability density function (PDF) is given by equation 0-5 [105]: 
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Subtracting the mean value from the values of all of the data set with mean equal to µ and 

variance equal to σ, X~(µ,σ2), and dividing the result by the standard deviation makes a standard 

normal distribution with mean equal to zero and variance equal to one, i.e. X~N(0,1). 

Histogram: is a graphical representation of a distribution of a set of values. x-axis in a 

histogram is the range of values divided into equal or unequal non-overlapping bins, and the y-axis 

shows the total number of values (the count) of the set that have the value of the bin. A normal 

distribution has a bell shape histogram [105].  

A.3 Chi distribution 

Chi distribution is a distribution of the sum of the square of values from a standard normal 

distribution which explains the additive property of independent Chi squared variables, and the 

square root of this distribution is called Chi distribution [105]. The mean value of Chi distribution 

can be calculated based on equation 0-6 and the variance is based on equation 0-7 [105]. 
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2 2k    (0-7) 

Where k is the degree of freedom and Г is the Gamma function. 
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APPENDIX C: MATLAB CODES 

The key MATLAB codes that were used in this work are presented here. 

Polars: This function takes the matrix and calculates the standard deviation, skewness, and 

kurtosis of columns Rq histogram as well as the standard deviation of the columns mean height 

histogram by rotating the surface 180°. 

function [std_mean_matrix, std_rq_matrix,  sk_rq_matrix, ku_rq_matrix, 

sk_rsk_matrix, T]= Polars(a,stp) 

  

  
% INPUTS:       a: surface/image matrix 
%               stp:  Resolution of rotation 

  

  
center_point = round(length(a)/2);      %finds the center of the matrix 
limiit = round(length(a)/sqrt(2)/2);    %calculates the half size of 

the superimposed rectangle 
ct = 0; 
begining_angle = 0;  
end_angle = 180; 
rq_columns = zeros(end_angle/stp , 2*limiit);   %assigning zero 

matrices for speeding up the loop 
mean_columns = zeros(end_angle/stp , 2*limiit); %assigning zero 

matrices for speeding up the loop 
for lp=begining_angle:stp:end_angle 
    c = imrotate(a,-(lp));                      %rotates the surface 
    center_point = floor(length(c)/2); 
    c = c(center_point-limiit:center_point+limiit-1,center_point-

limiit:center_point+limiit-1); 
    ct=ct+1; 

     
    rq_columns(ct,:) = std(c); 
    mean_columns(ct,:) = mean(c); 
    sk_columns(ct,:) = skewness(c);   
end 
std_mean_matrix = std(mean_columns');   %calculates the std of columns 

mean 
std_rq_matrix = std(rq_columns');       %calculates the std of columns 

Rq 
sk_rq_matrix = skewness(rq_columns');   %calculates the skewness of 

columns Rq 
ku_rq_matrix = kurtosis(rq_columns');   %calculates the kurtosis of 

columns Rq 
sk_rsk_matrix = skewness(sk_columns');  %calculates the skewness of 

columns Rsk 
%%--------------------------------------------------------------------- 
% using the angular symmetry to create the second half of the polar 

plot 
std_mean_matrix = [std_mean_matrix, std_mean_matrix(2:end-1)]; 
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std_rq_matrix = [std_rq_matrix, std_rq_matrix(2:end-1)]; 
sk_rq_matrix = [sk_rq_matrix, sk_rq_matrix(2:end-1)]; 
ku_rq_matrix = [ku_rq_matrix, ku_rq_matrix(2:end-1)]; 
sk_rsk_matrix = [sk_rsk_matrix, sk_rsk_matrix(2:end-1)]; 

  
T = (0:stp:(2*end_angle)-stp)*pi/180;   %angles for plotting the 

results in polarplot command 

 

Fast_Polars: This function takes the matrix and calculates the standard deviation, 

skewness, and kurtosis of columns Rq histogram as well as the standard deviation of the columns 

mean height histogram, but rotates the surface only 90°. 

function [std_mean_matrix, std_rq_matrix,  sk_rq_matrix, ku_rq_matrix, 

sk_rsk_matrix, T]= Fast_Polars(a,stp) 

  
% this function rotates the surface 90 degrees and creates complete 

polar plots. 

  
center_point = round(length(a)/2);      %finds the center of the matrix 
limiit = round(length(a)/sqrt(2)/2);    %calculates the half size of 

the superimposed rectangle 
ct = 0; 
begining_angle = 0;  
end_angle = 90-stp; 
rq_columns = zeros(end_angle/stp , 2*limiit);   %assigning zero 

matrices for speeding up the loop 
mean_columns = zeros(end_angle/stp , 2*limiit); %assigning zero 

matrices for speeding up the loop 

  

  
for lp=begining_angle:stp:end_angle 
    c = imrotate(a,-(lp));                      %rotates the surface 
    center_point = floor(length(c)/2); 
    c = c(center_point-limiit:center_point+limiit-1,center_point-

limiit:center_point+limiit-1); 
    ct=ct+1; 

     
    rq_columns(ct,:) = std(c,0,1); 
    rq_columns(90/stp+ct,:) = std(c,0,2); 

  
    mean_columns(ct,:) = mean(c,1); 
    mean_columns(90/stp+ct,:) = mean(c,2); 

  
    sk_columns(ct,:) = skewness(c,0,1);  
    sk_columns(90/stp+ct,:) = skewness(c,0,2);   

  
end 

  

  
std_mean_matrix = std(mean_columns');       %calculates the std of 

columns Rq 
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std_rq_matrix = std(rq_columns');       %calculates the std of columns 

Rq 
sk_rq_matrix = skewness(rq_columns');   %calculates the skewness of 

columns Rq 
ku_rq_matrix = kurtosis(rq_columns');   %calculates the kurtosis of 

columns Rq 
sk_rsk_matrix = skewness(sk_columns');  %calculates the skewness of 

columns Rsk 
%%---------------------------------------------------------------------

---- 
% using the angular symmetry to create the second half of the polar 

plot 
std_mean_matrix = [std_mean_matrix, std_mean_matrix(1:end)]; 
std_rq_matrix = [std_rq_matrix, std_rq_matrix(1:end)]; 
sk_rq_matrix = [sk_rq_matrix, sk_rq_matrix(1:end)]; 
ku_rq_matrix = [ku_rq_matrix, ku_rq_matrix(1:end)]; 
sk_rsk_matrix = [sk_rsk_matrix, sk_rsk_matrix(1:end)]; 

  
T = (0:stp:(4*(end_angle+stp))-stp)*pi/180;   %angles for plotting the 

results in polarplot command 
 

 

 

 SQRT_Polars: The input of this function is the thresholded surface and the outcome is the 

standard deviation of the columns mean height values, it analyzes the entire field of view. 

function[std_mean_matrix, T] = SQRT2_Polars(a, stp) 

  
%this function is like Polars function with the difference that it 

creates 
%a matrix 1.414 times the input matrix, zeros, and puts the rotated 

matrix 
%at the center of it (called bigger_matrix), and it does the 

calculations. 
%the input matrix has to be after thresholding (= all zeros except 

features 
%on the surface) 

  

  
N = round(sqrt(2)*length(a));       %analyzing the entire field of view 
ct = 0; 
begining_angle = 1; 
end_angle = 180; 
for lp=begining_angle:stp:end_angle %loop for calculation of std 
    c = imrotate(a,-(lp)); 
    bigger_matrix = zeros(N,N);     %bigger matrix to cover the initial 

input surface 
    Start = round((N - length(c))/2); 
    bigger_matrix(Start:Start+length(c)-1 , Start:Start+length(c)-1) = 

c; 
    ct=ct+1; 
    mean_columns(ct,:) = mean(bigger_matrix);  
end 
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%%---------------------------------------------------------------------

---- 
% using the angular symmetry to create the second half of the polar 

plot 
std_mean_matrix = std(mean_columns'); 
std_mean_matrix = [std_mean_matrix, std_mean_matrix(1:end)]; 
T = (1:stp:(2*end_angle))*pi/180;   %angles for plotting the results in 

polarplot command 

 

whole_location_creator: This function creates random location for surface features on the 

entire field of view 
function[xc, yc] = whole_location_creator(a, no_of_digs, diameter, uni) 

  
% this function creates coordinates for un-overlapped features on the 
% surface, doesn't care if the feature is circle or square. 

  
%outputs are two vectors, xc and yc. 
dig = zeros(diameter,diameter);                               %matrix 

of dig, dimensions = diameter of the dig 
temp = zeros(length(a) , length(a));                          %temp 

matrix to check for overlapping 
dig_binary = zeros(diameter,diameter);                        %temp 

binary dig matrix to check for overlapping 

  
flag = 1; 
ct = 0; 
if uni == 1 
    xc = ones(1,no_of_digs); 
    yc = ones(1,no_of_digs); 
else 
    while flag == 1 && ct < 500                                   %500 

try to solve dig overlapping issue 

         
        for i = 1:length(dig)                                     

%assigning depth to the dig 
            for j = 1:length(dig) 
                if (i-(0.5*diameter))^2 + (j-(0.5*diameter))^2 < 

(0.5*diameter)^2 
                    dig_binary(i,j) =  1;                         

%assigning 1 to binary dig matrix 
                end 
            end 
        end 

         
        xc = randi([1 , length(a) - length(dig)], 1, no_of_digs); 
        yc = randi([1 , length(a) - length(dig)], 1, no_of_digs); 

         

         
        for i = 1:length(xc) 
            temp(xc(i) : xc(i) + diameter-1 , yc(i) : yc(i) + diameter-

1 )= temp(xc(i) : xc(i) + diameter-1 , yc(i) : yc(i) + diameter-1) + 

dig_binary ; %if 2 digs overlap the value of temp goes up 
        end 
        ct = ct + 1; 
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        if max(temp(:)) > 1  % 1 ---> overlap checking, max(temp(:)) > 

1 means there is at least one overlap, do the dig creation again 
            flag = 1; 
        else 
            flag = 0;        %0 ---> there is no overlapping. GOOD TO 

GO 
        end 
    end 
    if flag ==1 
        error('overlapping exist'); 
    end 
end 
end 

dig_creator: This function creates circular features on the surface.  

 
function[a] = dig_creator(a, xc, yc, diameter, depth, uni) 

  
dig = zeros(diameter,diameter);     %matrix of dig, dimensions = 

diameter of the dig 

  
b = zeros(length(a), length(a));  
b = logical(b); 

  
for i = 1:length(dig)               %assigning depth to the dig 
    for j = 1:length(dig) 
        if (i-(0.5*diameter))^2 + (j-(0.5*diameter))^2 <= 

(0.5*diameter)^2 
            dig(i,j) = depth; 
        end 
    end 
end 
if uni == 0 
    for i = 1:length(xc) 
        b(xc(i) : xc(i) + diameter-1 , yc(i) : yc(i) + diameter-1 ) = 

dig; 
        c = logical(b); 
        a(c) = depth; 
    end 
else 
    n = round((length(a)-diameter)/(length(xc)-1))-1; 
    containing_row = round(length(a)/2); 
    for i = 1:length(xc) 
        b((i-1)*n+1:(i-1)*n+diameter  ,  containing_row-

diameter/2:containing_row+diameter/2-1) = dig; 
        c = logical(b); 
        a(c) = depth; 
    end 
%     a = imrotate(a,90); 
end 

 

scratch_creator: This function creates multiple linear features on the surface. 
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function [a, theta] = scratch_creator(a, no_of_scratches, Length, 

width,  depth, vert, teta) 
% this function takes matrix "a" and put some random scratches on it 

based 
% on input dimensions 
d = zeros(no_of_scratches,no_of_scratches); 
b = zeros(length(a), length(a)); 
b = logical(b); 
temp = ones(width, Length)*depth; 
temp = logical(temp); 
m = cell(1, no_of_scratches) ; 
incr = round(180/no_of_scratches); 
flag = 0; 
if vert == 0 
    while flag == 0 
        theta = randi([1 , 180], 1, no_of_scratches); 
        for i = 1:length(theta) 
            d(i,:) = abs(theta(i) - theta); 
        end 
        for u = 1:length(d) 
            d(u,u) = 360; 
        end 
        d = d(:)'; 
        if max(d < 5) == 1 
            flag = 0; 
            clear d; 
        else 
            flag = 1; 
        end 
    end 
elseif vert == 1 
    theta = ones(1, no_of_scratches)*90; 
elseif vert == 2 
    theta = (0:incr:180); 
    theta = theta(1:no_of_scratches); 
else 
    theta = teta; 
end 

     
xc = randi([length(a) - round(length(a)/sqrt(2)) , length(a)-Length], 

1, no_of_scratches); 
yc = randi([length(a) - round(length(a)/sqrt(2)) , length(a)-Length], 

1, no_of_scratches); 

  
 for i = 1:no_of_scratches 
        m[95] = imrotate(temp, theta(i)); 
        [dx, dy] = size(m{i}); 

b(xc(i):xc(i)+dx-1 , yc(i):yc(i)+dy-1) = b(xc(i):xc(i)+dx-1 

, yc(i):yc(i)+dy-1) + m{i}; 
        c = logical(b); 
        a(c) = depth; 

         
    end 
end 

 


