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ABSTRACT

JOHNSON OPADERE. Energy-e�cient Base Station Sleep-mode Strategies for
Ultra-dense Cellular Networks. (Under the direction of DR. TAO HAN)

Future mobile cellular networks will be characterized by massive densi�cation of base

stations (BSs) and a reshape of network functionalities, which include the potentials

of advanced technologies like the network function virtualization, network slicing,

and resource sharing among multiple operators. In the legacy networks, sleep-mode

strategies have been proven to signi�cantly increase the network energy e�ciency.

In this dissertation, BS sleep-mode schemes are formulated and proposed for the

two most prevalent ultra-dense network types in the 5G mobile cellular networks.

First, a multi-operators cellular network, where BSs are closely located is considered.

Sleep-mode with E�cient Beamformers and Spectrum-sharing (SEBS) strategy, which

minimizes BS power consumption of cooperative multi-operators is proposed. The li-

censed bandwidth of each operator is partitioned into private and shared bands to

avail the active BSs su�cient spectrum resources for the support of all UEs.

A mobile edge computing network is also considered, where densely deployed BSs

are equipped with computation resources to process users o�oaded computation-

intensive tasks. In order to jointly tackle the issue of power consumption and latency

interplay, the active number of BSs, uplink and downlink beamforming vectors, com-

putation resource allocation, and task completion latency are formulated as an op-

timization problem, with the aim of reducing the network power consumption while

satisfying the latency requirement. To e�ciently solve the resulting joint optimiza-

tion problem, a framework that �rst selects the active BSs based on communication

and computation power-aware selection rule is proposed, and thus the remaining BSs

can be switched o�. The computation resources and dual-link beamformers are sub-

sequently optimized for further network energy savings.
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The proposed energy e�ciency strategies in this dissertation are endowed with

active BSs selection, beamforming vectors optimization, latency minimization and

bandwidth sharing, which makes this research applicable to various cellular network

types. Therefore, this research will provide important insights into the development

of energy e�ciency strategies of future mobile cellular networks.
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CHAPTER 1: INTRODUCTION

As we are on the brink of manifestation of 5G networks where at least 100 billion

devices will be supported, and a 1,000-fold surge in capacity compared to the legacy

networks, the trade-o� between the imminent spectral increase and energy e�ciency

(EE) has become one of the main focuses of 5G network researchers. The increased

capacity demand is in response to the continued rise in the mobile tra�c. The global

mobile data tra�c is forecasted to reach 49 exabytes per month, or a run rate of

587 exabytes annually [2]. On the part of mobile network operators (MNOs), the

massive densi�cation of base stations (BSs) is one of the capacity building measures

to satisfy the coverage needs of the mobile tra�c growth. Incidentally, most power

consumed in cellular networks occurs in the BSs. The energy consumption at the BSs

represents about 60% of the total energy consumed in a cellular network (see Figure

1.1). The high power dissipation emanates mainly from ine�cient power conversion,

especially at the RF power ampli�er section. The power ampli�er is responsible for

60 to 70% comsumption of the supplied power to the BS [1]. From the remaining

supplied power, considerable quantity is dissipated as heat, and only a small fraction

is utilized for transmission output. With the MNOs' densi�cation approach to meet

the enormous growth in data rates demand and market penetration, high BS energy

consumption will continually result in substantial energy bills, constitutes a signi�-

cant part of MNOs' operational expenditures (OPEX).

Moreover, the BS deployment expansion will yield increased CO2 emission since

fossil fuels are one of the primary sources for producing electrical energy supplying the

BS sites. The studies conducted in [3,4] estimate the contribution of mobile networks

to be 0.2 of the global CO2 emissions in 2007 and projected to be 0.4 in 2020. Thus,
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Figure 1.1: Percentages of power consumption in cellular network infrastructure [1]

improving the energy-e�ciency of the BSs can both achieve OPEX savings and CO2

emission reduction.

One way to reduce BS power consumption is by designing more energy e�cient

power ampli�ers since the most percentage of power dissipation is attributed to the

power ampli�ers as aforementioned. However, this method has an insigni�cant e�ect

of energy e�ciency if the BS is always active [5]. BS sleep-mode has therefore been

considered as a more e�cient approach for high energy saving. Cellular network traf-

�c exhibits variations during a typical daily cycle. As the tra�c �uctuates temporally

and spatially, under-utilized BSs can be dynamically put on sleep-mode ro conserve

power. For instance, the application of BS sleep-mode scheme has been saving an

estimated power of is 36 million kWh per year for China Mobile since 2009 [6]. As

the BS deployment get densier, and more emerging paradigm incorporated into mo-

bile networks, there is even more needs to design sleep-mode strategies to meet the
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requirements of the imminent 5G and future networks.

1.1 Sleep-mode Schemes in cellular Networks

Many strategies have been proposed to activate BS sleep-mode to reduce overall

network power consumption. The schemes are delineated in Figure 2.1. In this

section, we discuss the aforementioned strategies and their e�ciency in providing

energy savings at the the cellular networks base stations.

1.1.1 Speci�c cell(s) switching

Speci�c BSs are powered o� to conserve energy while the neighboring BSs take

over radio support to the mobile users (MUs). Sleep-mode is restricted only to the

particular BSs while the rest always remain active. In [7], switching o� only the

central cell is proposed. The technique is premised on cluster cells deployment with

overlapping coverage. The merit of this method is that is relatively simple. It is

only targeted at the spatially center cell. However, the simplicity may be ine�cient

in areas where there is temporal tra�c �uctuation. The algorithm heavily relies on

BS selection based on spatial location instead of the tra�c weight. Therefore, the

algorithm may not be optimal because the most central cell does not necessarily imply

the one with the least tra�c.

1.1.2 Load Adaptiveness

One of the ideas of sleep-mode is to disengage some BSs in a cluster when the

tra�c load is reduced. Temporal variation of tra�c load and its relationship to BS

power consumption is investigated in [8]. The authors consider load �uctuation at

di�erent hour in a 24-hour period in a certain location. The study in [9] details the

spatial variation of tra�c load, using Europe as a case study. For both cases, some

BSs are switched to sleep mode according to some load threshold. However, these two

studies are only reliable for areas where there is one of temporal and spatial tra�c

�uctuation. In certain locations such as campus, the variation could be either way
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intermittently.

1.1.3 Switching Threshold

In some studies BS energy savings based on speci�c network QoS are proposed.

The proposal made in [10] provides network QoS based threshold for putting eNBs
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to sleep mode. A retransmission tolerance range determined by QoS, such as delay

and throughput, is used to select which nodes to switch o�. Beside the advantage

of having low complexity, the load level of each BS is also considered in the sleep

activation threshold. A sleep mode triggered by dual thresholds is proposed in [11].

The triggering thresholds for switching are tra�c load and cell-edge QoS constraint.

1.1.4 Relay Deployment

Combination of relays and BS switching has been presented to improve energy ef-

�ciency. For instance, sleep mode with optimal placement of relays in a network is

considered in [12]. Simulation results from numerical example con�rm power savings

with optimal relay location when combined with BS sleep-mode at low loads. A sim-

ilar approach has also been proposed in [13], but with more elaborate schemes. The

algorithm minimizes the coverage area and power consumption, and optimally places

relay stations for the uncovered users. Multi-hop and cooperative relays are used with

BS sleep-mode in [14]. The use of Energy harvesting (EH) relays with MBS sleep

mode has been investigated in [15]. Di�erent densities of BSs were analyzed. With-

out application of sleep mode, the energy e�ciency (EE) of the network ultimately

declines. The results give stable and better EE with the combination of EH relays

and BS sleep-mode.

1.1.5 Coordinated multi-point (CoMP) schemes

CoMP with either cell zooming or sleep mode has been been noticed to improve

SINR in [16, 17]. The simulation results in [16] further show that CoMP with sleep

mode produces more energy savings than CoMP with cell zooming. The study adds

that, at sleep mode, zoom out by active cells gives improved performance at minimiz-

ing coverage holes. The performance is achieved with the cooperative characteristic

of CoMP by allowing MUs situated in coverage holes and cell edges communicate

with multiple BSs. The results obtained in [18] a�rmed than CoMP with sleep mode
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gives 48% energy e�ciency over Non CoMP with all active BSs.

1.1.6 Cell discontinuous transmission

Cell discontinuous transmission is the deactivation of some hardware components

of a BS during the empty transmission time intervals (TTIs). This can be referred

to as intermittent short term BS sleep-mode. Some of the early investigations on

DTX [19, 20] highlighted the energy saving capability of employing DTX in network

planning. When included in the network planning, a 42% energy reduction is reported

by [21] as compared to when BSs are put to long term idle mode. A major drawback

of employing DTX in network planning is high cost. For the aforementioned increase

in [21], the cost surges by 110%. For the corresponding energy saving concept at

MUs, the discontinuous reception (DRX) potentials are noted in [22,23].

1.1.7 Self-organizing networks

The abstraction of Self-organizing network (SON) was introduced in the 3GPP

standard (3GPP TS 32.521). The SON control algorithms can be used to put some

BSs to sleep mode for energy savings. In [24], MUs access are categorized into reg-

istered and non-registered users. Priority access to the network is allowed only by

registered users, and the BSs with no such users can be put to sleep mode. While

in sleep mode, only registered users can activate the sleeping BS. SON utilization for

energy savings by timed sleep mode is proposed in [25] to coordinate and invoke sleep

mode at pre-de�ned time interval. Coverage demand is met by adjacent BSs.

1.1.8 Delay tolerance

A trade-o� between energy consumption and delay in dense cellular networks has

been established [26]. Therefore the trade-o� can be characterized in ways that some

resources could be saved by compromising on certain QoS performance. To formulate

strategies hinging on delay tolerance, BS is modeled as an M/G/1 vacation queue

in [26]. BS is put to sleep-mode if there is no network access request from MUs and
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remains in this mode until N MUs queue builds up (N-Policy). The result shows

some limit where increasing the number of MUs leads to decrease in mean power

consumption decrease. Also, above the limit monotonic decrease of power is not

achieved. Thus, there exist delay bound in which the BSs energy savings is increased.

1.1.9 Voting

The authors in [27], explore the application of voting to enable sleep mode of BS.

In the study, a cluster is assumed to be comprised of one MBS per cell, and multiple

SBSs within the cell. Sleep mode mechanism is applied to the MBS. When compared

with the neighboring MBSs, the MBS with the lowest tra�c load value is put to sleep.

Each BS `votes' for the BS with the lower load metric value. The vote is updated as

the load information is shared among neighbors. In meeting with the network QoS

requirement, the number of current users is taken into account. Therefore the metric

value, with which comparison is made, is determined as the ratio of the number of the

current associated MUs to the number of votes. This technique has the advantage of

selection of active BSs at each cycle of pre-voting. This prevents inclusion of inactive

BSs as candidates to be voted to sleep. The study, however, does not consider the

wake-up mechanism for the strategy.

1.2 Wake-up Schemes

In the literature, some consider and include the schemes to wake up the sleeping

BSs at the end of the idle mode to resume normal operations. However, others do not.

Therefore, we present, in this section, the sleep mode wake-up techniques proposed

in the literature.

No technique is one-size-�ts-all. Stand-alone self activation o�ers simple and low

overhead wake-up scheme, but it is prone to energy ine�ciency when more than

necessary number of BSs self-wake. Activation by MBS provides the advantages of

central coordination from the SBS, which precludes the downside of the self-activation.
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However, some form of its implementation may trigger all supported SBSs instead of

the required number for the tra�c. This is elaborated later in this section. Though

it is not suitable for non-delay tolerant users, queuing based activation harnesses the

energy-delay tradeo�(EDT), which guarantees required level of users to be supported

before switching the BSs. Wake-up by rewards o�ers the possibility of longer sleep

duration and prompts wake-up due to the assigned rewards to the modes. Reward

process is prone to high complexity.

1.2.1 Stand-alone Self Activation

In heterogeneous networks where MBS are always put on, small cell self activation is

proposed in [28]. The sleeping SBS has its uplink receiver turned on to intermittently

measure the interference plus noise (I +N). The detection of an increase in (I +N)

when a connection request is made from MU to MBS will trigger the SBS to wake up

and connect to the MU if it has higher (I +N) than the MBS.

1.2.2 Activation by Macro Base Station

MBS is used to wake up sleeping SBSs in the same study [28]. When the number of

MUs requesting connection with the MBS is greater than a pre-determined threshold,

the MBS wakes up all the SBSs in the coverage area. However, the strategy does not

select which SBS is woken up to assist and instead all are woken. This may ultimately

not be energy e�cient. The authors also explore the use of an indicator, called Timing

Advance (TA) for showing how far the MU is from its serving BS. Each MU's uplink

signal is transmitted with time TA ahead of the sub frame boundary. The TA of each

SBS is also intermittently received. At MUs connection request, the MBS is able to

determine the distance with the TA and wake the corresponding SBS closest to the

MU. The method precludes unnecessary switching on all the SBSs in the coverage

area.
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1.2.3 Queuing Based Activation

For a case where sleep mode is formulated as a queue model, BS is put to sleep

when the network is `empty' and waits for some time. While waiting, the BS is woken

up when a user arrives. The pattern of sleep is referred to as hysteresis sleep. As

proposed in [29], the wake up schemes can be implemented in three forms as shown

in Fig. ??. In Single Sleep (SS) scheme, the BS wakes up from sleep mode after a

certain pre-determined time. This is simple to implement, but it is insensitive to QoS

degradation that may arise from `blind' sleeping. In multiple Sleep (MS) scheme, the

sleeping BS wakes up when it discovers a waiting user, as it listens to the network

status at a prede�ned time interval. When no waiting user is detected when it listens,

it continues sleeping. This approach solves the setback of SS scheme, but also requires

additional power for periodical listening to the network status. The third approach is

the N-limited scheme, where the BS wakes up when there are N users waiting in the

network. This gives potential of higher energy e�ciency due to EDT, but additional

network element is required to keep the counts.

1.2.4 Wake-up by Access Reward

Game theoretical approach is applied in [30] where assess to network by MUs is

rewarded. To wake up an idle BS, reward assignment is used, with higher reward

assigned to the MUs requesting access. Conversely, the BS in sleep mode is given less

revenue relative to the active ones. Thus, MUs requiring service are encouraged to

wake up the idle BS and the BS is equally motivated.

1.3 Summary

The discussed achemes have proven to improve energy e�ciency in conventional

cellular networks, though each method has merits and drawbacks. Switching speci�c

cells has the advantage of simplicity in implementation, but does not guarantee an

optimal choice of the cells to be switched o�. Load adaptiveness method takes the
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network tra�c pro�le into account and ensure the least loaded BS are put into sleep

mode. However, this method is prone to creating coverage holes [31]. Another load

dependent approach utilized is switching threshold. The method has low complexity,

but not applicable where the tra�c pro�le is erratic. Power savings by relay deploy-

ment interestingly incurs low operating cost, but proper network planning is required

to ensure optimal placement.

Coordinated multi-point (CoMP) schemes are great with minimizing coverage holes.

Cell discontinuous transmission and self-organizing networks give high energy savings,

however high cost is incurred in incorporating them in network planning [21]. Appli-

cation of some delay, to achieve lower BS power consumption, is �exible and it does

not require hardware cost. The setback is that it is not applicable where or when

non-delay tolerant users are serviced. Voting strategy ensures the best candidate BS

is put to sleep. The method, however, is not immune to challenges like coverage

holes, if it is not combined with other algorithms. Network function virtualization

gives relatively better energy control with high potential savings. The application is

still nascent, but promising and evolving.

1.4 Overview of the Proposed Research

Many studies and the schemes discussed have achieved considerable results in min-

imizing power consumption at the BSs. However, most of the proposed methods are

targeted and applicable to the pre-5G legacy networks. 5G networks will be charac-

terized by massively dense BS deployment, and a reshape of network functionalities,

which includes the potentials of advanced technologies like, network function virtual-

ization, network slicing and resource sharing. [32]. It is therefore imperative to develop

BS energy-saving schemes compliant with the emerging 5G network paradigms. In

this research work, we focus on BS power consumption reduction strategies in tandem

with the network functionalities of the 5G.



CHAPTER 2: RELATED WORKS

In this chapter, the related work in the proposed strategies to minimize BS power

consumption in ultra-dense mobile cellular networks.

2.1 Existing Sleep-mode Strategies in Multi-operator Network

In the �rst two decades of cellular mobile network roll-out, the network infrastruc-

ture was based on exclusive ownership and utilization by individual mobile network

operators [33]. The RF planning and locations of BSs of di�erent operators are usually

implemented independently of each other. However, the market coverage competi-

tion and increased number of subscribers sometimes lead to colocation of BSs within

an overlap region of coverage for di�erent MNOs. The participation of third-party

mobile tower companies has also led to increased incidence of the BS colocation. In

the US for instance, a strong presence of colocation is fostered by companies which

sublease space from independent landlords to deploy BSs belonging to more than one

MNO at a single location [34]. While the colocation helps an individual MNO to hold

its share of subscribers in the region, there are redundancy and under-utilization of

power-hungry BS components, especially at low tra�c [35].

Recent studies have focused on minimizing OPEX resulting from under-utilization

and high power consumption of colocated BSs belonging to di�erent operators. Many

works mainly centered on infrastructure sharing, such as site sharing, tower sharing,

Radio Access Network (RAN) sharing, and core network sharing [36]. The RAN shar-

ing approach to energy saving has received much research attention because BSs are

an integral part of RAN. A study on the adoption of active RAN sharing in [37] reveals

potential savings up to $60 Billion in 5 years. The drawback of the inter-operator
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spectrum sharing through the active RAN sharing is the constraint in separating

both data and control planes among the di�erent participating operators, and the

�exibility of inclusion of individual operator's requirements [38]. Network virtual-

ization is introduced to address these needs such that services are separated from

their underlying infrastructure [39]. In this paper, we posit MNOs to pool their RAN

resources to form a virtual network, and a mobile operator can rely on the coverage

of other operators' networks to serve its users in the region of overlapping coverage.

Therefore, in the low tra�c scenario, some MNOs can switch o� their BSs to conserve

power while other operators support the users of all MNOs in the region. The BS

energy saving by the sleep-mode technique is hinged on the cooperation among BSs

either in a single-operator network or a multi-operators network. When some BSs

are put into the sleep-mode, these inactive BSs release their spectrum resources for

the active neighboring BSs to be utilized for the coverage expansion to support all

users [40]. Among existing works on BSs energy saving in cellular networks, most of

them focus on a single MNO. The studies [41�43] focus on the user association, where

an optimal association of users and BSs is sought to yield the required number of BSs

to support the users, and then to switch o� other BSs. In [44], a sleep-mode strategy

is used to improve the energy e�ciency of a wireless network, where an interference

alignment technique is used to manage interference among users. Energy saving is

further enhanced by the introduction of transmission-mode adaptation, which implies

reallocation of transmitted power of active users following user sleep-mode control.

However, the sleep-mode strategy is only applied to the users.

The BS sleep-mode by self-organizing network, where BS con�gurations can be

automatically adjusted to adapt to tra�c condition, was applied in [45, 46]. In [47],

energy e�ciency (EE) of a network is improved via zero and partial zero forcing

based approaches, where beamforming and power allocation are jointly optimized in

the presence of inter- and intra-cell interference. However, most of the proposed sin-
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gle operator strategies are targeted and applicable to the pre-5G legacy networks.

5G networks will be characterized by a reshape of network functionalities, which in-

clude the potentials of advanced technologies like the network function virtualization,

network slicing, and resource sharing among multiple operators [32]. It is impera-

tive to develop BS energy-saving schemes compliant with the emerging 5G network

paradigms. Therefore, recent research directions are geared towards multi-operators

cellular networks.

Collaboration among wireless network operators has been shown to reduce OPEX

as elicited in cooperation between a cellular operator and Internet Service providers

(ISPs) [48�50], and in multi-operators cellular networks [51]. Cooperation among

multiple operators for the goal of energy saving has been researched in recent studies.

In [52], the BS sleep-mode strategy based on a game theory algorithm has been pro-

posed to select active BSs between two cooperating MNOs while incorporating the

fairness concerning the inter-operator roaming cost. The drawback of this work is

the limitation to two network operators. Multi-operators cases are studied in [53�55].

In [53], a 24-hour time pro�le BS switch-o� pattern has been proposed for cooper-

ating MNOs. The pattern, however, may not be feasible in practice as all but one

network are switched o� at a time. Consequently, the only active BS may be over-

burdened at the expense of network QoS. BS sleep-mode schemes using game theory

are also studied in a cooperative multi-operators network, such as in [54, 55], where

network stability is considered. The schemes are extended to a heterogenous multi-

operators network in [56]. Most of the discussed works mainly focus on optimized

solutions solely based on network dynamics akin to the case of a single operator.

However, to be feasible in 5G networks, a step further is required to capture the

integration of modern paradigms, such as the network virtualization and dynamic

resource pooling, in actualizing collaborative BS energy saving. In the comparative

study on multi-operator systems done in [35], the BS sleep-mode strategy in a virtual-
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ized network has achieved signi�cant energy savings as compared to the conventional

network. However, the scheme is applicable for o�ine applications in a region where

the number of BSs and user statistics are known a priori.

2.2 Existing Sleep-mode Strategies in Mobile Edge Networks

One of the fundamental techniques for boosting network capacity is network densi�-

cation, where base stations are deployed in an ultra-dense fashion. Also, incorporation

of cloud computing into radio access networks (RANs), facilitated by Cloud-RAN, is

geared towards meeting the requirement of system capacity e�ciently. Cloud-RAN

is based on centralization of base station baseband processing into a pool with data

tra�c conveyed between the pool and densely deployed remote radio heads (RRHs)

over a fronthaul.

However, Cloud-RAN and network densi�cation come with some challenges, such

as fronthaul constraints [57] and increase in energy budget due to the constant op-

eration of the network devices [58]. To alleviate these constraints, mobile edge and

fog-computing based RANs are proposed to alleviate the Cloud-RAN fronthaul chal-

lenge. These computing based RAN architectures move cloud services such as com-

puting and storage to the RRHs, closer to the user equipment (UEs). Depending on

the architecture and the functionalities, the computation equipped RRHs have been

termed enhanced RRHs (eRRHs) [59], fog-computing Access Points (F-APs) [60],

and edge-computing Access Points (EC-APs) [61]. The term Access Points (APs) is

adopted in this paper to describe these base stations capable of supporting radio and

edge node computing services.

With edge and fog computing, the densely deployed APs can provide radio resource

to the UEs, and capability of execution of computation tasks. However, such AP net-

work deployment exhibits signi�cant tra�c variations [58]. In a trace study conducted

in [58], the tra�c pro�le signi�cantly di�ers between weekdays and weekends. Hourly

�uctuation of tra�c is also observed in the same study. Consequently, some APs are
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either idle or underutilized at low tra�c. Higher �uctuating tra�c pro�le is expected

in 5G wireless systems, where densely deployed edge devices, such as APs, can be

idle at every time instant [62]. Therefore, it will be considerably energy-e�cient to

put the optimal number of APs into operation to meet the communication and com-

putation demands of the UEs and switch o� other APs.

Besides the bene�t of energy e�ciency, o�oading of UEs' computation workloads

to APs provides lower latency for task processing. The conventional way of o�oading

computation to the remote cloud could cause intolerable delay [63]. For instance, com-

putation processing request round-trip times (RTTs) to remote cloud servers could

amount to the order of tens of milliseconds, while edge servers could pro�er less than

10ms RTT [64]. Thus, computation o�oading to the proximate servers is increasingly

becoming attractive.

The need to optimally select active number of APs in ultra-dense networks with

�uctuating tra�c pro�le can be intuitively illustrated. A higher number of active APs

leads to lower computation latency as more edge servers are available for computation

processing. However, the network power consumption rises due to the high number

of APs in operation. Thus, we are motivated by the interplay between computation

completion latency at the edge servers and the number of active APs to seek optimal

AP subset to support radio and computation tra�c demands with the ultimate aim

of minimizing network energy consumption and satisfying delay constraint.

Energy e�ciency strategies in the downlink Cloud-RAN systems commonly entail

power-aware AP selection, e�cient radio resource allocation and optimal precoding

methods on AP�UE channel. In Cloud-RAN's extensions such as network architec-

tures for mobile edge and fog-computing based RANs, more energy minimization

approaches are introduced due to additional network capabilities like caching and

computation. Besides selecting power e�cient cache hardware to improve AP en-

ergy e�ciency [65], storing of most frequently requested contents at the edge server
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is prevalent in recent studies [66, 67]. These studies focus on minimizing AP and

fronthaul power consumption costs by caching the popular contents at the AP server

and optimizing the network-wide beamforming vectors. However, the studies do not

consider the scenarios and application where APs engage in computation tasks pro-

cessing for the UEs.

There exist only a few works on energy e�cient computation at the edge servers.

The works like [68�71] focus on optimizing resource allocation for a reduction in

AP power consumption. However, optimal selection of AP is not considered in these

works. While [72] considers optimal AP mode that will yield e�cient power consump-

tion, beamforming vectors are not included in the optimization strategy. AP downlink

energy transmit beamformer is jointly optimized with CPU frequencies in [73], but

the sleep-mode strategy is not considered, thus making it ine�cient for the ultra-

dense network if all APs are active at all times regardless of tra�c �uctuations.

In contrast to the above works, this paper jointly considers reducing network system

power dissipated by communication and computation infrastructure and resources by

selecting an optimal number of active APs and minimizing the dual link beamforming

vectors, and optimally allocating computation resource for o�oaded tasks processing

at the network edge.



CHAPTER 3: PROPOSED SLEEP-MODE WITH EFFICIENT BEAMFORMERS

AND SPECTRUM-SHARING IN A MULTI-OPERATORS NETWORK

3.1 Introduction

In this research, we present the Sleep-mode with e�cient beamformers and equal

spectrum pooling strategy for energy-e�cient BS operations in the collaborative

multi-operator cellular system. Speci�cally, based on the tra�c condition, an op-

timal number of BSs is selected to serve the users in the region, and other BSs are

put to the sleep-mode. We leverage on the network virtualization to facilitate the

inter-operator spectrum resource pooling and access for mutual users support with

the ultimate goal of joint network energy saving. The virtualized RAN (VRAN)

applied in our work hinges on the cloud-RAN (C-RAN) architecture. The VRAN

involves virtualization of the baseband unit (BBU) pool, which is separated from BS

radio head units (RRHs) and run as virtualized vetwork functions (VNFs) on com-

modity hardware in data center [74].

In contrast to other works, the spectrum pooling in our work serves two purposes.

First, to avail the active BSs su�cient resource for the support of their own and

inter-operator handed over users. The second objective is to motivate the MNOs to

cooperate. This motivation is a form of incentive for lightly loaded MNOs to trade

the spectrum for the users support. Moreover, to accommodate for a system of more

than two participating MNOs, we model the spectrum band of each MNO as a com-

bination of spectrum blocks based on carrier aggregation (CA) model introduced in

LTE-Advanced. In 3GPP release 13, 18 pairs of inter-band non-contiguous carrier

aggregation of LTE bands are feasible [75]. The forms of carrier aggregation is shown

in Figure 3.1. For the use case of user equipment (UEs) in the multi-operator shared
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spectrum in particular, the inter-band non-contiguous aggregation can be utilized.

Therefore our inter-operator model is conceptualized on the cooperation among mul-

tiple MNOs where their carrier aggregated components are dynamically shared into

inter-band non-contiguous aggregated private and shared spectrum sub-bands.

(a)  Intra-band Contiguous

Frequency band A Frequency band B

Frequency band A Frequency band B

Frequency band A Frequency band B

(b)  Intra-band non-contiguous

(c)  Inter-band non-contiguous

CC1 CC2

CC1 CC2

CC1 CC2

Figure 3.1: Illustration of the di�erent ways of carriers can be aggregated.

In addition to energy gains achieved by switching o� some BSs, energy is further

saved by optimizing the transmit power of the active BSs. An optimization problem is

formulated to obtain optimal beamforming vectors for power e�cient transmissions.

The optimal beamforming vectors also ensure a better signal reception by all UEs;

thus the coverage is improved. Since the active BSs are to serve own and inter-

operator UEs, both intra- and inter-operator beamforming vectors are optimized.
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3.1.1 Network Function Virtualization in Cellular Networks

NFV is an emerging technology that enables network functions to run on indus-

try standard hardware through software virtualization techniques. NFV Industry

Speci�cation Group of the European Telecommunications Standards Institute (ETSI)

proposes NFV use cases for cellular networks [74]. The cases relevant to this study

are Virtualized Radio Access Network (VRAN) and Virtualized Evolved Packet Core

(VEPC). The VRAN is conceived from the C-RAN architecture and it provides vir-

tualization of baseband unit (BBU) pool running in the data centers, and remotely

located BSs' radio head units (RRHs). In addition, the NFV can enable multiple

operators to share resources [76]. Fig 1 shows VRAN and VEPC of two cooperating

MNOs sharing network resources and UEs access.

3.1.2 Inter-operator Spectrum Sharing

The aforementioned dramatic increase in mobile tra�c has led to a demand surge

in spectrum. Inter-operator spectrum sharing is one of the areas researchers, such

as in [77�81], are looking into for supplementary spectrum access. A complementary

spectrum access method, called co-primary shared access (CoPSS) has been intro-

duced to enable multiple MNOs fully or partly share their licensed spectrum [82].

The technology of carrier aggregation introduced in LTE-Advanced is also a harbinger

to inter-operator spectrum sharing. The scenarios of the use of carrier aggregation

are intra-band contiguous, intra-band non-contiguous and inter-band non-contiguous.

3GPP release 13 allows inter-band non-contiguous carrier aggregation in 18 pairs of

LTE bands [75]. For the use case of UEs in the multi-operator shared spectrum, inter-

band non-contiguous aggregation can be harnessed. In this study, we conceptualize

a cooperation between multiple MNOs where their carrier components are dynami-

cally shared into inter-band non-contiguous aggregated private and shared spectrum

sub-bands.
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3.2 System and Power Model

3.2.1 Spectrum Access and Sharing Model

We considerM closely located identical cellular network systems based on LTE/LTE-

Advanced network, with identical spectrum license, RANs, fronthaul and backhaul in-

frastructure. Each considered network belongs to a di�erent operator. Following [83],

network virtualization is applied to their backhauls for mutual cooperation. Thus,

their backhauls lead to a joint Virtualized Evolved Packet Core (VEPC). We follow

the concept of [80,81] in which a certain number of component carriers are available

for inter-operator dynamic sharing. To forestall inter-band interference, we submit

that each operator has its carrier components laid on inter-band non-contiguous pair

bands to enable dynamic spectrum partitioning into private and shared sub-bands.

Thus, interference between private and shared sub-bands is ignored in this model.

For the M cooperating operators each having an original licensed spectrum alloca-

tion of Bm, the operator's shared spectrum sub-band is Bm

M
and the private sub-band

is Bmpr = Bm − Bm

M
. This interprets that Bsh =

∑M
m=1

Bm

M
is the shared spectrum.

3.2.2 System Model

Each operator exclusively uses its private spectrum, while all cooperating opera-

tors can access and utilize the shared band. A UE's access is mutually exclusive.

For example, a UE registered with operator 1 is served in B1
pr when served by its

MNO. When served by other operator's BS, Bsh is utilized. Consequently, the re-

ceived signal by a UE could be emanating from intra-RAN or inter-operator RAN.

Inter-operator RAN backhaul routing is not discussed in this work as the focus is on

energy e�ciency.

Let the region of interest consist of A identical remote radio heads (RRHs) be-

longing to di�erent operators. Each RRH is equipped with N antennas. The set of

operator m's RRH is denoted by Lm such that MLm = A. Our objective is to switch
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o� some BSs and transfer their loads to other active BSs. When sleep-mode strategy

is applied, the active BSs set is denoted with V and the ones in sleep-mode is Z such

that V ∪ Z = A and V ∩ Z = ∅. The active RRH of operator m is represented with

RRHv
m, and the inactive with RRHz

m. We assume close proximity of BSs in subsets

V and Z for feasibility of load transfer. Since the UE's access is mutually exclusive,

when operatorm's UE is served by RRHv
m private spectrum is utilized and intra-RAN

precoding is considered. Inter-RAN precoding is imperative when UE associated with

RRHz
m is transferred to any other MNO in subset V .

The signal received by the k-th UE registered with a MNO m in the private spec-

trum is

yprk =
∑
v∈Vm

hH
kvw

pr
vksk +

∑
i 6=k

∑
v∈Vm

hH
kvw

pr
vi si + ηk, (3.1)

where the complex scalar sk represents the k-th UE data symbol and wpr
vk ∈ CN

denotes the intra-operator beamforming vector at RRHv
m for the k-th UE. hkv ∈ CN

is the channel vector responsible for CSI from RRHv
m to UE k and ηk ∼ CN (0, σ2)

is the zero mean i.i.d complex-symmetric additive Gaussian noise at the receiver.

A UE k registered with m ∈ Z when served by m ∈ V in the shared spectrum

receives a signal

yshk =
∑
v∈Vm

hH
kvw

sh
vksk +

∑
i 6=k

∑
v∈Vm

hH
kvw

sh
vi si + ηk. (3.2)

We note that the inter-operator beamforming vector wsh is obtained from inter-RAN

precoding and backhaul routing. Essentially, utilization of wsh
vi and wsh

vi is facilitated

by the virtualized core pooling.

It follows from (3.1) and (3.2) that the corresponding signal-to-interference-plus-

noise ratio (SINR) for the k-th UE served in the private and shared bandwidth,
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respectively is given by

Υpr
k =

∣∣∑
v∈Vm hH

kvw
pr
vk

∣∣2∑
i 6=k

∣∣∑
v∈Vm hH

kvw
pr
vi

∣∣2 + σ2
k

, (3.3)

Υsh
k =

∣∣∑
v∈Vm hH

kvw
sh
vk

∣∣2∑
i 6=k

∣∣∑
v∈Vm hH

kvw
sh
vi

∣∣2 + σ2
k

. (3.4)

Therefore the achievable data rate of the UE served in the private bandwidth is

Rpr
k = Bpr log2(1 + Υpr

k ). (3.5)

Similarly, the UE served in the shared spectrum achieves a data rate of

Rsh
k = Bsh log2(1 + Υsh

k ). (3.6)

3.2.3 Power Consumption Model

To capture the joint energy consumption of all cooperating MNOs, we consider

the power consumption at the RRHs of each operator. Also, power dissipation in the

fronthaul links of each operator's Cloud Radio Access Network (C-RAN) following [65]

is included, and power consumed in the backhaul [84].

3.2.3.1 RRH Power Consumption Model

An active RRH supports both UEs from its own MNO and others. Thus, the

transmit power is not only a function intra-RAN precoding but also inter-RAN. Each

active RRH has the following transmit power constraint

Pv =
∑
k

‖wpr
vk‖

2
2 +

∑
k

‖wsh
vk‖22 ≤ Pmax

v . (3.7)
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We use the following empirical model for RRH power consumption:

P rrh
v =


P rrh
v,static + 1

η

∑
k ‖w

pr
vk‖22 + 1

η

∑
k ‖wsh

vk‖22, Pv 6= 0

P rrh
v,sleep, Pv = 0,

(3.8)

where P rrh
static is the static power consumption of RRH. η is the e�ciency of the RF

power, which is dependent on the number of transmitter antenna [85]. The RRH

power consumed in sleep-mode is denoted by P rrh
v,sleep.

3.2.3.2 Fronthaul Power Consumption Model

The virtualized RAN hinges on the legacy C-RAN architecture, which introduces

physical location separation between RRHs and BBUs. The BBUs are combined into

a centralized BBU pool at the data center, creating fronthaul links between the pool

data center location and the multiple remote RRHs. The power consumed in each

fronthaul link is expressed as

P f
v =


P f
v,static Pv 6= 0

P f
v,sleep Pv = 0,

(3.9)

where P f
v,static captures the power consumed in the fronthaul link while conveying RRH

transmission and P f
v,sleep is the fronthaul link power when its BS is in sleep-mode.

3.2.3.3 Intra-operator Power Consumption Model

Here we present the outlook of power consumed by an individual MNO entity in

the region of interest. When RRH v of operator m is active, its private bandwidth is

used for its UEs, while the pooled shared bandwidth is used for the UEs belonging

to other operators. The power consumed by a BS is evaluated as follows.
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• When active:

Pm =
1

η

∑
k

‖wpr
vk‖

2
2 +

1

η

∑
k

‖wsh
vk‖22 + Pactive + P bh

m , (3.10)

where Pactive = P rrh
v,static + P f

v,static. The backhaul power consumption is repre-

sented by P bh
m .

• When in sleep-mode:

Pm = Psleep + P bh
m , (3.11)

where Psleep = P rrh
v,sleep + P f

v,sleep.

The total BS power consumption at any mode can be expressed as:

Pm = am

[
1

η

∑
k

‖wpr
vk‖

2
2 +

1

η

∑
k

‖wsh
vk‖22 + Pactive − Psleep

]
+

+Psleep + P bh
m

, (3.12)

where am ∈ {0, 1} is a mode indicator. am = 1 when RRH v is transmitting, and 0 if

otherwise.

3.2.3.4 Inter-Operator Joint Power Consumption Model

To obtain the overall power consumption of the colocated BSs of the cooperating

operators in the region, we consider the summation of individual total BS power

consumption. The inter-operator joint power consumption is

PT =
M∑
m=1

Pm. (3.13)

Since identical networks is assumed, P rrh
static = P rrh

v,static = P rrh
z,static is the static power

of the transmitting RRH encompassed in the Pactive formulation. Similarly, P rrh
sleep =

P rrh
v,sleep = P rrh

z,sleep is the power of a BS in sleep-mode included in Psleep. It can also be

assumed that
∑M

m=1 P
bh
m = MP bh

m because identical networks are considered. How-
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ever,
∑

k ‖w
pr
vk‖22 6=

∑
k ‖wsh

vk‖22 due to di�erence in intra- and inter-RAN precoding.

3.3 Transmit Power Optimization

3.3.1 Optimization Formulation

As mentioned in the previous section, intra- and inter-operator precoding imple-

mentation is required for the diverse UE support. Also, each BS transmit power

depends on intra- and inter-RAN beamforming vectors. Seeking the optimal beam-

forming vectors can be formulated as an optimization problem. The objective is to

�nd respective optimal inter- and intra-operator beamforming vectors which minimize

inter-operator total power consumption while satisfying relevant network constraints.

min
wpr

vk,w
sh
vk

M∑
m=1

Pm(wpr
vk,w

sh
vk)

s.t. Rmin
k ≤ Rpr

k ,∀k ∈ Km

Rmin
k ≤ Rsh

k ,∀k ∈ K−m

am

[∑
k

‖wpr
vk‖

2
2 +

∑
k

‖wsh
vk‖22

]
≤ Pmax

v

am ∈ {0, 1}

. (3.14)

The required minimum UE data rates in private and shared spectrum are stated in

�rst and second constraints, respectively. The third constraint gives the RRH power

limit. A registered UE of active operator m is k ∈ Km. A UE belonging to another

operator, but being served by MNO m is k ∈ K−m. Thus, Km∪K−m = K represents

the total number of UEs in the considered region.

3.3.2 Optimization Problem Reformulation

The power optimization problem (14) is non-convex due to non-convexity of Rpr
k

and Rsh
k . Since the phases responsible for the complex components of wpr

vk and wsh
vk

have no e�ect on the objective function [86] and the constraints, only their magnitude
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parts are considered. Thus, we take the approach of [65,86] to obtain the convex form:

‖rprk ‖2 ≤
√

1 + 1/(2R
min
k /Bpr − 1)Re{Dpr

kk},∀k, (3.15)

where rprk = [Dk1, Dk2, ..., Dkk, σk]
T ,

Dki =
∑

v∈Vm hH
kvw

pr
vi .

Similarly, for the rate with the shared bandwidth,

‖rshk ‖2 ≤
√

1 + 1/(2R
min
k /Bsh − 1)Re{Dsh

kk},∀k, (3.16)

where rshk = [Dk1, Dk2, ..., Dkk, σk]
T ,

Dki =
∑

v∈V−m
hH
kvw

sh
vi .

Therefore, the optimization problem becomes:

min
wpr

vk,w
sh
vk

M∑
m=1

Pm(wpr
vk,w

sh
vk)

s.t. ‖rprk ‖2 ≤
√

1 + 1/(2R
min
k /Bpr − 1)Re{Dpr

kk},∀k ∈ Km

‖rshk ‖2 ≤
√

1 + 1/(2R
min
k /Bsh − 1)Re{Dsh

kk},∀k ∈ K−m∑
k

‖wpr
vk‖

2
2 +

∑
k

‖wsh
vk‖22 ≤ amP

max
v

am ∈ {0, 1}

. (3.17)

Problem (17) can be solved by a typical convex optimization tool, such as CVX, since

the problem is now a second order cone programming (SOCP) problem.
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3.4 Sleep-mode with E�cient Beamformers and Spectrum-sharing (SEBS)

Algorithms

In this section, we present the algorithms that make up the proposed BS energy-

saving strategies. Based on equal spectrum sharing formulation among operators, the

shared bandwidth is obtained from individually licensed bandwidth by equal spectrum

pooling. The load transfer condition (LTC) algorithm is triggered by load threshold

Lth to ascertain UE�BS channel quality relative to required minimum channel gain

Lth. With the active set V and inactive set Z determined, the inter-and intra-operator

beamforming vectors for optimal transmit power are obtained, as discussed in section

V, while taking Rk and Pmax into consideration. The power saving (PS) algorithm is

invoked with an active BS set, optimal transmit power, and partitioned bandwidths.

The scheme is shown in Figure 3.2.

Partition 
Spectrum

A

LTC Algorithm

Optimize

V, Z

Input

PS Algorithm

Licensed 
Spectrum

B ,B

,

P

PRL

∗

Figure 3.2: Outline of BS power-saving scheme
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3.4.1 Load transfer Condition Algorithm

A load transfer condition is checked to ensure all UEs in the region have good

channel quality with the associated active BSs. The steps are depicted in Algorithm

1. The combined UE tra�c LT in the region is evaluated and used to compute the

required number of BS |V | to support the UEs e�ciently. The individual BS load

limit Lmax is taken into consideration in calculating |V |. Since the BSs are identical,

Lmax is assumed equal for all BSs. The BSs are sorted into set A, in descending order,

according to their current associated tra�c.

A K×|V | dimension matrix H is formed with K depicting the total number of UEs

and |V | the number of active BSs. The UE�BS channel quality is checked exhaustively

between each UE and BS by comparing the channel power gain, |hnk|2, against the

minimum required threshold, |h0|2. When the channel power gain declines below the

threshold, the transmitter does not send any bits and outage ensues [87]. A good

UE�BS channel state is indicated by 1 in matrix H, and 0 if otherwise. A l0-norm of

each row of matrix H is computed to yield a K×1 dimension vector U . A product of

all array elements of vector U indicates the load transfer check result.
∏K

k=1 Uk = 1

means the load transfer criterion is satis�ed. If otherwise, an additional BS is added

to set V , and the steps are repeated until V ′ ⊂ A 6= ∅.

3.4.2 Power Savings with Equal Spectrum Pooling (ESP)

We propose an inter-operator power-saving algorithm where cooperative colocated

BSs conserve joint power consumption by putting the least loaded BS(s) into sleep-

mode. The algorithm is contingent on spectrum pooling, tra�c demand, and channel

quality. The steps are presented in Algorithm 2. Each of theM cooperating operators

with Bm contributes equal among of bandwidth to the shared bandwidth pool. That

is, individual MNO apportions

Bmsh =
Bm
M

(3.18)
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Algorithm 1: Load Transfer Condition Algorithm
1 Form a sorted set A containing the BSs in descending order of their load

weight.
2 Compute required active BSs number |V | = ceil

(
LT

Lmax

)
3 Select the �rst |V | BSs from set A to form set V
4 if V ′ ⊂ A 6= ∅ then
5 Generate matrix H with dimension K × |V |.
6 for each UE (row) do
7 Check the channel quality for each UE against all BSs (columns) and

and note in matrix H, i.e Hk,v =

{
1 |hvk|2 ≥ |h0|2 , v ∈ V, k ∈ K
0 otherwise

.

8 Generate a vector U = [U1, U2, · · · , UK ], where Uk = ‖
∑

vHk,v‖0.
9 if

∏K
k=1 Uk = 1 then

10 Load transfer condition is met
11 end

12 else Add an additional BS from subset V ′ ⊂ A, i.e |V | = |V |+ 1 , and
go to Step 3.

13 break

14 end

15 end

16 else

17 Load transfer condition is not met.
18 end
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to the pool. The private sub-band is therefore

Bmpr = Bm −
Bm
M

. (3.19)

This interprets that the total pooled shared bandwidth is Bsh =
∑M

m=1
Bm

M
.

The scheme is triggered by tra�c demand. A combined load threshold Lth is de-

termined. When the joint tra�c falls below the threshold, the load transfer criterion

of Algorithm 1 is checked to ascertain a good channel quality for each UE. If the

criterion is met, the optimal number of active BSs to support the load is computed.

Each MNO partitions its private and shared bands according to (18) and (19), re-

spectively. For e�cient transmit power optimization problem (17) is solved to obtain

optimal intra- and inter-operator beamforming vectors. The BSs not selected to be

active have their UEs transferred to the active BSs, and therefore put into the sleep-

mode. The active BSs support own UEs on their respective private bands, while they

support the UEs of the inactive BSs using the pooled shared spectrum. On the other

hand, if the load transfer criterion is not met, each MNO maintains the status quo,

which is to continue to support its respective associated UEs in its full unpartitioned

bandwidth.

3.5 Performance Evaluation

The energy saving performance of the proposed algorithm for multiple cooperating

MNOs is evaluated. We consider 10 identical RRHs (representing 10 MNOs) closely

deployed in the region area. Each RRH is equipped with 4 transmit antennas, and

one antenna to every UE. The total bandwidth of each MNO's BS is 10 MHz. The

P rrh
static, and P

f
static is 22.5 Watts and 3.5 Watts, respectively. The power values of 12

Watts and 1.2 Watts are used for P rrh
sleep and P

f
sleep. 10 Watt is taken as the maximum

transmit power of the RRH. The η value of 0.36 is used. The noise power is σ2 = −94

dBm. We adopt the pathloss model of 140 + 36.7log10(d) for distance d, as in [65,88],
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Algorithm 2: Power-saving (PS) Algorithm

1 Evaluate the total load LT in the region.
2 if LT < Lth then
3 if Load transfer condition (Algorithm 1) is met then
4 Partition spectrum into Bm

pr and B
m
sh using (3.18) and (3.19).

5 Set am in (3.12) for all selected active BS set V to 1 and am = 0 for
other BSs.

6 Obtain wpr
vk and wsh

vk by solving optimization problem (3.17).
7 BSs in set V support their registered UEs on their respective licensed

spectrum Bm
pr, and other UEs on Bsh.

8 end

9 else

10 Go to Step 14.
11 end

12 end

13 else

14 Each BS continue to support its associated UEs on its respective licensed
spectrum Bm.

15 end

to give attenuation between the RRH and UE. The required minimum UE data rate

is 0.5 Mbps.

The default bandwidth partition into private and public sub-bands are as discussed

in section IIA. The maximum RRH power is chosen to be 10 Watts. The default

number of UEs is 10. A coverage radius of 200 meters is chosen for each RRH. The

UEs are randomly distributed in the area.

To evaluate the relative performance of the proposed algorithm, we performed

comparative simulations with respect to some network schemes. The schemes are

de�ned below.

• Sleep-mode with No Cooperation (SNC): In this scheme, the MNOs are not in

cooperation. There is no shared bandwidth. Each MNO solely uses its license

bandwidth. However, sleep mode is applied to a BS with no load. An idle BS

only becomes active at an arrival of a user.

• No Sleep-mode and No Cooperation (NSNC): Similar to SNC, there is no inter-
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MNO cooperation. No spectrum sharing. In contrast to SNC, this scheme does

not include putting the BS with no load on sleep-mode. All BSs are in active

mode all the time.
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Figure 3.3: Total inter-operator Power Consumption versus number of UEs

Figure 3.3 shows the higher energy saving performance of the proposed algorithm

over non-cooperative schemes. NSNC reminds of the waste of power without a sleep-

mode strategy in cellular networks. The power consumption is evidently high even

at low load. Despite the inclusion of BS sleep-mode in SNC, the proposed algorithm

yields better energy e�ciency due to inter-operator cooperation. Moreover, the rate

of power dissipation in SNC as the tra�c grows is higher than that of the proposed

algorithm. The rate is due to relatively less number of BSs put to sleep mode in
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Figure 3.4: Total inter-operator Power Consumption versus number of RRHs

SNC as the tra�c increases. More power is consumed in SNC than in the proposed

algorithm as the tra�c grows. The growth of tra�c load as evident by the increase in

the number of UEs causes the total power consumption to rise. At low load more BSs

can be switched o�, which implies the proposed algorithm gives the best performance

at low load.

The algorithm is also evaluated with increases in each MNO BS number, with each

belonging to di�erent operators. The UE number is �xed at the default value. The

objective is to assess the impact of the number of the cooperating MNOs on the

amount of energy saved. The result of the evaluation is shown in Figure 3.4. With

a few number of cooperating BSs, all the schemes seem to converge as all the BSs

are engaged; none is lightly loaded to be put on sleep-mode. As expected, increasing
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the number of BSs raises the total power consumption. However, increasing BS

number creates an opportunity for load transfer from some BSs and hence the power

consumption of the proposed algorithm is clearly lower than the other schemes. Even

with sleep-mode strategy in SNC, the proposed algorithm is still more energy e�cient.

3.6 Contribution

In this chapter. I proposed a BS energy-saving strategy, which reduces the power

consumption of colocated BSs of multiple cooperative operators. Given the BS max-

imum transmit power limit and target data rate per UE, the scheme partitions each

operator's spectrum into private and shared bands, �nds the intra- and inter-RAN

beamformers, and puts lightly loaded BSs into the sleep-mode. The scheme involves

four steps. First, when the tra�c in the region falls below a certain threshold, the

number of BSs required to support the tra�c optimally is determined. Second, the

joint MNOs' BS power consumption is formed into a convex optimization problem,

which is solved to obtain e�cient intra- and inter-operator beamforming vectors.

Third, the bandwidths are partitioned into private and shared bands, and all the

shared bands are pooled together for joint access. Finally, the selected BSs support

own UEs on their private bandwidths, and other UEs are served in the pooled shared

bandwidth. The remaining BSs are put into the sleep-mode. The main contributions

of this research are summarized as follows.

1. I proposed a sleep-mode and spectrum-sharing strategy to minimize the BS

power consumption for cooperative multiple operators by leveraging on virtual-

ized radio access and core networks. The scheme jointly involved inter-operator

spectrum sharing, optimization of intra-and inter-RAN beamforming vectors,

and sleep-mode control.

2. I presented multiple methods for dynamic inter-operator spectrum sharing cog-

nizant of inter-RAN tra�c support volume to motivate MNOs to cooperate
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to achieve energy e�ciency in their RANs. Based on the proposed spectrum�

sharing formulations, inter-operator joint optimization problem was formulated

to obtain power e�cient intra- and inter-RAN beamforming vectors for supple-

mentary energy gains and improved UE signal reception.

3. Equal spectrum pooling among cooperative MNOs was shown, through numer-

ical simulations, to improve network energy e�ciency signi�cantly.

3.7 Summary

In the work of this chapter, I harnessed the VRAN use case to investigate energy

saving feasibility for multiple cooperating MNOs. I have also utilized the concept

of dynamic spectrum allocation and carrier aggregation to partition an operator's

licensed bandwidth into private and shared bands in which UEs access is mutually

exclusive. To achieve energy e�cient inter-operator precoding, I formulated an op-

timization problem to obtain optimal intra-and inter-operator beamforming vectors

while taking the maximum RRH power limit, and minimum data rates in private and

shared spectrum into consideration. I proposed inter-operator load transfer condition

algorithm, which considers the channel quality and current tra�c load of the coop-

erating BSs. The second proposed algorithm, energy saving by sleep mode scheme

in inter-operator power consumption shows a high reduction in the total power con-

sumed in the RANs.



CHAPTER 4: PROPOSED SLEEP-MODE WITH SPECTRUM-POWER

CONSUMPTION TRADING IN A MULTI-OPERATORS NETWORK

4.1 Introduction

Although power saving by equal spectrum pooling, presented in the previous chap-

ter, proves to save energy considerably, some operators may not be willing to par-

ticipate due to unequal gains from the scheme. All operators contribute equally to

the shared spectrum. However, the MNOs with fewer subscribed UEs may bene�t

more from the joint energy-saving scheme. They are less likely to be selected (from

the sorted BS list in Algorithm 1) to support the joint UEs, thus saving more power.

The spectral e�ciency of the active BSs may also negatively impact BSs with high

tra�c due to the release of a part of their spectrum for sharing.

Many authors [89�91] have validated the tradeo� between spectral and energy ef-

�ciencies in mobile cellular networks. The EE�SE (or EE�throughput) tradeo� has

also been pertinent in resource sharing in cellular networks [92], speci�cally when a

spectrum is shared [93]. In this section, we utilize this trade-o� as an incentive to

motivate MNOs to cooperate for the overall power consumption reduction.

4.2 System Model

4.2.1 Spectrum Access and Sharing Model

Consider a region consisting of M colocated cellular mobile networks. The con-

sidered MNOs are assumed to have equal spectrum bandwidths. Their RANs are

also assumed identical for tractable power consumption modeling. Each network

is owned by a di�erent MNO. The multi-operators system leverages the virtualized

RAN and core networks for spectrum sharing and inter-RAN UE support. Virtu-
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alization of RAN and core networks facilitates shared network by allowing capacity

and resources, such as spectrum, to be decoupled from the underlying physical re-

sources. Therefore, the work relies on the assumption that the radio resources are

virtualized. The system model is illustrated in Figure 4.1 with an example of 4 co-

operating MNOs, each having a BS colocated with others in the region of interest.

We follow the concept of [80,81] in which a certain number of component carriers in

the licensed spectrum are available for inter-operator dynamic sharing. To preclude

inter-band interference, we propose that each operator has its carrier components

composed of inter-band non-contiguous bands. Thus, the spectrum can be dynami-

cally partitioned into private and shared sub-bands with non-contiguous bands. Since

there is no contiguity between private and shared bandwidths, interference between

private and shared sub-bands is inconsequential in this model, and thus ignored.

4.2.2 Transmission Model

Each operator has exclusive access to its private spectrum after partitioning. On

the other hand, the pooled shared bands can be accessed and utilized by all the

MNOs in cooperation. Only one BS supports one UE at a time, and the UE's access

to the partitioned bandwidths is mutually exclusive. That is, a UE is served in its

MNO's private spectrum when its BS is active. While the BS whose MNO the UE

is registered with is in the sleep-mode, the UE is supported in the pooled shared

spectrum by another active BS. Therefore, a signal received by a UE in the region

could be emanated from intra-RAN or inter-operator RAN. In our work, an ideal

case of full CSI sharing amongst MNOs, similar to other studies of multi-operators

MIMO systems [94,95], is assumed. We, however, note that in practice full CSI shar-

ing amongst multiple operators is not easily realizable due to the extra transmission

overhead [96], the requirement of high data rate backhaul links [95], and the need

to exchange the information at a reasonable time scale smaller than the channel co-

herence time [97,98]. The signal processing theories of inter-operator RAN backhaul
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Figure 4.1: Virtualized RAN and Core of 4 cooperating operators with colocated BSs

routing are not discussed here as the energy e�ciency is the focus of this work.

Let the region of interest consists of |A| identical and colocated remote radio heads

(RRHs), each belonging to a di�erent operator. Each RRH is equipped with N anten-

nas. Our objective is to minimize joint operators' power consumption by switching

o� some BSs with low tra�c and transferring their UEs to other active BSs. When

the sleep-mode strategy is applied, the set of active RRHs is denoted by V and the

ones in the sleep-mode are depicted by Z, such that V ∪Z = A and V ∩Z = ∅. The

cardinality of set V is denoted by |V |. Since a UE can either be supported in the pri-

vate bandwidth Bmpr or shared bandwidth Bmsh, both intra- and inter-RAN precoding

are considered.
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4.2.3 Power Model and Optimization Problem formulation

The network components and parameters of Chapter 3 are adopted here. Therefore,

the total BS power consumption at any mode can be expressed as:

Pm = am

[
1

η

∑
k

‖wpr
vk‖

2
2 +

1

η

∑
k

‖wsh
vk‖22 + Pactive − Psleep

]
+

+Psleep + P bh
m

, (4.1)

where am ∈ {0, 1} is a mode indicator. am = 1 when RRH v is transmitting, and 0 if

otherwise. The inter-operator joint power consumption is PT =
∑M

m=1 Pm.

Similarly, the transmission power optimization problem, consisting of intra-and

inter-RAN beamforming vectors, can be written as:

min
wpr

vk,w
sh
vk

M∑
m=1

Pm(wpr
vk,w

sh
vk)

s.t. ‖rprk ‖2 ≤
√

1 + 1/(2R
min
k /Bpr − 1)Re{Dpr

kk},∀k ∈ Km

‖rshk ‖2 ≤
√

1 + 1/(2R
min
k /Bsh − 1)Re{Dsh

kk},∀k ∈ K−m∑
k

‖wpr
vk‖

2
2 +

∑
k

‖wsh
vk‖22 ≤ amP

max
v

am ∈ {0, 1}

. (4.2)

4.2.4 Spectrum Trading Sharing Model

In this section, we take advantage of the trade-o� between spectrum and power

consumption to create an incentive for cooperation for spectrum sharing, and ulti-

mately power saving. We propose dynamic partitioning of Bm
pr and Bm

sh based on

symmetric fair spectrum�power consumption trading model. The amount of tra�c

belonging to a BS embarking on the sleep-mode is used as the numeraire for spectrum

trading with the supporting BSs. The operators are categorized into two: spectrum

donors are the Suppliers, while those accepting spectrum in exchange for UE support
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are the Demanders.

Let the fraction of the individually licensed spectrum allocated to the shared spec-

trum based on trading for each operator be denoted by δm. Since the number of

associated UEs per operator may not be equal, δm may di�er across MNOs. For

clarity, δm is further denoted as δdm for a demander and δsm for a supplier.

(a) (b)

(c) (d)

   
    

 

   
    

 

   
 

   
 

   
 

    

Figure 4.2: Spectrum Sharing partitioning scenarios. (a) No spectrum sharing; each
MNO exclusively uses its licensed spectrum. (b) All operators contribute equally to
the shared bandwidth. In this case, αm is �xed. The spectrum pooling scheme is used
in SESP where αm = Bm

M
. (c) Spectrum sharing here is based on Spectrum�Power

consumption Trading as in SSPT. Bandwidths belonging to demanders are in red,
and the suppliers are delineated in blue. Here, αm = 0. (d) This is also a SSPT
scheme with αm 6= 0.

BS power consumption, however, does not solely depend on the number of UEs
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served. For example, power is also consumed by an active fronthaul regardless of the

number UEs. Moreover, the BS power consumption in varying tra�c is not the same

for all BS types. The impact of the number of UEs on BS power consumption is

higher in a macro BS than a micro BS, even much higher than in pico and femto [85].

We represent the factors that cannot be captured by δm by a �exible constant αm.

Therefore, αm ≥ 0 represents the agreed spectrum fraction each operator m con-

tributes to the shared spectrum regardless of current and future tra�c condition.

This amount is equal for all operators, i.e α1 = α2 = ... = αM . In this work, we

take the total pooled shared bandwidth to be Bsh = Bm, and hence Bsh ≥ Mαm.

For demander m ∈ V , the inherited tra�c load to be supported is Ldm such that the

combined load of all demanders is depicted as
∑Z

m=1 L
d
m. The spectrum numeraire of

demander m is

δdm =
Ldm∑Z
m=1 L

d
m

(Bsh −Mαm) . (4.3)

The private bandwith of demander m becomes

Bm,d
pr = (Bm − αm) + δdm, (4.4)

and its total contribution to the pooled shared bandwidth is simply

Bm,d
sh = Bm −Bm,d

pr . (4.5)

For each supplier, the spectrum numeraire in exchange for UE support is

δsm =
Lsm∑Z
m=1 L

s
m

(Bsh −Mαm) , (4.6)

where Lsm is the number of other operators m ∈ Z with their tra�c supported by the
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active BSs. Therefore, its contribution to the pooled shared bandwidth is

Bm,s
sh = αm + δsm, (4.7)

and the private bandwidth of supplier m can be simply expressed as

Bm,s
pr = Bm −Bm,s

sh . (4.8)

The illustration of various spectrum sharing and partitioning methods is shown in

Figure 4.2. The ESP is described in Figure 4.2(b), while SPT methods are depicted

in Figure 4.2(c) and (d). The simpli�ed steps of the ESP and SPT spectrum sharing

approaches are shown in Figure 4.3.

Equal Spectrum Pooling

1. Partition each MNO's spectrum
 Contribute into shared pool using Eq. 3.18
 Reserve private spectrum using Eq. 3.19

Spectrum–Power Consumption Trading

1. Classify each MNO into either a demander 
or supplier set

2. Compute spectrum numeraire for each 
MNO
 Use Eq. 4.3 for demanders
 Use Eq. 4.6 for suppliers

3(a) Partition each demander's spectrum
 Reserve private spectrum using Eq.4.4
 Contribute into shared pool using Eq. 4.5

3(b) Partition each supplier's spectrum
 Contribute into shared pool using Eq. 4.7
 Reserve private spectrum using Eq. 4.8

Spectrum Sharing

Figure 4.3: Simpli�ed illustration of the spectrum sharing algorithms.
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4.2.5 Joint Power Savings by Spectrum�Power Consumption Trading

Here, we present the energy-saving strategy by BS sleep-mode based on spectrum

trading for UE support. The scheme is illustrated in Algorithm 3 and in Figure 4.4.

While the strategy can be extended to be triggered by a joint load threshold, the

algorithm allows MNOs to make desired trade side requests. Both sets of demanders

and suppliers are sorted in descending order of their associated tra�c. The set of

potential active BSs, V , is initialized by the demanders and the UE�BS channel

quality is checked by Steps 5 � 11 of Algorithm 1. A bad overall channel condition

outcome leads to rejection of the �rst supplier's request and inclusion in set V . The

step is repeated until a good channel quality is attained for all UEs.

Partition 
Spectrum

thL
2

0h
kR maxPA

LTC

mα

D, S

, pr shB B
TPOptimize

V, Z

Input

SSPT

prw
shw

m

P T



            SPT

Spectrum

Figure 4.4: Outline of BS power-saving Scheme by Spectrum�Power Consumption
Trading

4.3 Performance Evaluation

In this section, we evaluate the performance of the proposed schemes. We show

SEBS strategies can achieve power savings and sum rate increase in multiple operator
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Algorithm 3: Sleep-mode with Spectrum�Power consumption Trading
(SSPT) Algorithm

1 Group the BSs based on requests: set of spectrum demanders and set of
suppliers.

2 Sort the 2 BS sets in descending order of their load weight; D= sorted
spectrum demanders and S = spectrum suppliers.

3 Concatenate sets D and S to form set A, i.e A = {D,S}.
4 Form set V ⊂ A and initialize V with subset D.
5 while V ′ ⊂ A 6= ∅ do
6 Check for all UE�BS channel quality using Algorithm 1 Steps 5�11.
7 if channel condition is satis�ed then

8 For ∀m ∈ V apportion Bm
pr = Bm,d

pr using (4.4) and Bm
sh = Bm,d

sh using
(4.5). For ∀m ∈ V ′ partition Bm

sh = Bm,s
sh using (4.7) and Bm

pr = Bm,s
pr

using (4.8).
9 Solve problem (4.2) to obtain the optimal wpr

vk and wsh
vk.

10 Each BS ∀m ∈ V supports its own UEs in Bm
pr and o�oaded UEs from

any V ′ on Bsh, and put V ′ ⊂ A into sleep-mode.
11 end

12 else

13 Include the most loaded BS from suppliers, i.e |V | = |V |+ 1 from
V ′ ⊂ A, and go to Step 6.

14 end

15 end

16 Each BS supports own UEs on its respective licensed spectrum Bm.
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Table 4.1: Simulation Paramters

Parameter Value

Coverage radius 200 meters
Original MNO bandwidth 10 MHZ [88]
Minimum achievable data rate 0.5 Mbps
Pathloss model 140 + 36.7log10(d) [65]
Noise power, σ2 -94 dBm
RRH maximum transmission power 10 W
RRH static power, P rrh

static 22.5 W
RRH sleep-mode power, P rrh

sleep 12 W
Fronthaul link static power, P f

static 3.5 W
Fronthaul link sleep-mode power, P f

sleep 1.2 W

scenarios. In the simulation, the following are utilized as the default scenarios and

parameters. 10 identical colocated RRHs are deployed, each belonging to a separate

MNO and a uniform distribution of UEs in the region of interest of coverage radius

of 200 meters. Each RRH is equipped with 4 transmit antennas, and one antenna to

every UE. The total licensed bandwidth of each MNO is 10 MHz. P rrh
static and P

f
static

are 22.5 Watts and 3.5 Watts, respectively. The power consumption values used for

P rrh
sleep and P

f
sleep are 12 Watts and 1.2 Watts, respectively. The maximum transmission

power of the RRH is 10 Watts and η value of 0.36 is adopted. The noise power is

σ2 = −94 dBm. We adopt the pathloss model of 140 + 36.7log10(d) for distance d, as

in [65], to give attenuation between the RRH and UE. Other simulation parameters

are presented in Table II. For SSPT, the number of intitial spectrum demanders and

suppliers are |D| ∼
([
ceil

(
|A|
4

)
, ceil

(
3|A|
4

)])
and |S| = |A| − |D|, respectively. 200

simulation runs are performed for all schemes.

4.3.1 Benchmarks

To evaluate the relative energy e�ciency performance of the proposed schemes,

we performed comparative simulations of some network BSs operation in cooperative

and non-cooperative modes. The comparative schemes are de�ned below.

• Sleep-mode with No Cooperation (SNC): In this scheme, BS sleep-mode strat-
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egy is employed. BSs with no loads are switched o�, but powered on upon

arrivals of UEs. However, the MNOs are not in cooperation. Thus, there is no

inter-operator bandwidth sharing. Each operator solely uses its total licensed

bandwidth exclusively for its UEs.

• No Sleep-mode and No Cooperation (NSNC): Unlike the SNC, this scheme does

not incorporate the sleep-mode strategy. All BSs are in the active mode all

the time. Also, there is no inter-operator cooperation in this scheme, hence no

spectrum sharing.

4.3.2 Performance Evaluation with Tra�c Variation

The performance of SEBS schemes is evaluated in various tra�c scenarios. The

schemes are compared with the benchmarks mentioned above in the simulation. The

number of RRHs is held constant at 10, while the number of UEs in the region is

varied.

In the SESP strategy, the cooperating MNOs partition their licensed spectra into

shared bands according to (18), and private bands using (19). For fair inter-operator

spectrum sharing by the SEPT scheme, αm = 0 is used to model the BS's contri-

bution to the shared bandwidth for power consumption analysis since identical BSs

are assumed. Therefore, spectrum pooling is only dependent on the number of UEs

traded.

Figure 4.5 shows the higher energy saving performance of the proposed schemes

over non-cooperative benchmark schemes. The inter-operator joint power consump-

tion increases with tra�c in all schemes. The non-cooperative strategies, NSNC and

SNC, exhibit smaller EE than the proposed cooperative schemes. NSNC con�rms the

energy ine�ciency of BS operation without a sleep-mode strategy in cellular networks.

The power consumption is undoubtedly high even at low tra�c loads. Despite the in-

clusion of the BS sleep-mode in SNC, the proposed algorithms yield better EE due to
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inter-operator cooperation. Moreover, SNC yields a higher rate of power dissipation

as the tra�c grows than the proposed schemes. The rate is due to the relatively less

number of BSs put into the sleep-mode in SNC as the tra�c increases. SSPT is more

power e�cient than the other proposed cooperative scheme, SESP. Unlike in SESP

where the active BSs are constrained to support UEs with the �xed pre-apportioned

shared bandwidth, SSPT allows some spectrum slices from the inactive BSs to be

used to support UEs. More availability of spectrum to active BSs results in the edge

in EE over SESP.
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Figure 4.5: Total inter-operator power consumption versus number of UEs
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4.3.3 Impact of the Number of Cooperative MNOs

The number of participating MNOs is modeled here with the variation in the num-

ber of RRHs since each RRH may belong to a separate operator. The UE number is

�xed at the default value of 10. Shared bandwidth pooling is facilitated by αm = 0 for

the fair spectrum-sharing of the SSPT scheme. The objective is to assess the impact

of the number of cooperating MNOs on the amount of energy saved. The simulation

of the performance is shown in Figure 4.6.

With a few RRHs, all the schemes seem to converge as all the RRHs are actively

engaged; none is lightly loaded to be put into the sleep-mode. Increasing the number

of RRHs raises the total power consumption in all the schemes mainly from P rrh
static

for the active RRHs, and P rrh
v,sleep for RRHs on the sleep-mode. On the other hand,

the increase in the number of MNOs creates an opportunity for tra�c handover

from some BSs. Thus, the power consumption is lower in sleep-mode strategies than

NSNC. However, with sleep-mode strategy in SNC, the proposed schemes (SESP and

SSPT) are still more power e�cient. This validates that inter-operator cooperation

is more energy e�cient even with the increase in the number of participants. Similar

to the previous analysis, fair spectrum-sharing of the SSPT scheme provides better

energy-saving performance than SESP.

4.3.4 Impact of Channel Power Gain

The BS�UE channel quality evaluation of the LTC (Algorithm 1) is the pivot of the

two proposed algorithms. Therefore, this evaluation tests the performance of SEBS

in di�erent channel states conditioned on the threshold |h0|2.

Figure 4.7 shows the power consumption incurred by the SEBS schemes for di�erent

channel conditions while the numbers of UEs and RRHs are held constant. Similar

to the previous results, SSPT yields higher EE than SESP. However, the power con-

sumed, in both schemes, is not linear as the channel threshold increases. At lower
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Figure 4.6: Total inter-operator power consumption versus number of RRHs

thresholds, fewer BSs are engaged, but heavily laden. This results in increasing the

dynamic power part, and the evident initial surge in power consumption. The system

energy consumed drops with the channel threshold increase to some optimal point.

However, as the threshold is tightened, it becomes more di�cult for more BSs to

satisfy LTC, thus leading to an increase in more active BSs. With more BSs in opera-

tion, the aggregate of more P rrh
static and P

f
v,static causes the system energy consumption

to rise.

4.3.5 Impacts of Sharing Ratios on Sum Rate

Spectrum E�ciency (SE) - EE tradeo� is one of the fundamental tradeo�s in

wireless networks [99]. In this subsection, we validate the performance of SEBS on

the sum rate of all UEs of all the colocated BSs. For a critical evaluation, we examine
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various spectrum sharing scenarios depicted in Figure 4.5. This avails the opportunity

to examine the impact of di�erent bandwidth sizes on the SE�EE relationship.

Di�erent shared bandwidth partitioning ratios characterize the various SSPT curves

in Figure 4.8. Strictly equal spectrum sharing is represented by SESP, and SNC is

the non-cooperative scheme. All schemes involve the sleep-mode strategy for unbiased

analysis. SNC clearly results in a relatively much lower sum rate.

A further probe into the result shows that not all sharing methods outperform

the �xed spectrum sharing method as per spectral e�ciency. This also provides an

insight on the impact of support of inherited UEs on the SE. Speci�cally, at αm = 0

and αm = 0.5Bm/M , more bandwidth is available to support the inherited UEs. This

ultimately yields a higher sum rate than the �xed equal spectrum sharing method,
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SESP. However, a lower sum rate is achieved at αm = 1.5Bm/M . Here, inherited UEs

are supported with less bandwidth, thus culminating in a lower sum rate.
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Figure 4.8: Joint sum rate of various energy saving schemes

4.3.6 Contributions

We propose the SEBS strategy, which reduces the power consumption of colocated

BSs of multiple cooperative operators. Given the BS maximum transmission power

limit and target data rate per UE, SEBS partitions each operator's spectrum into

private and shared bands, �nds the intra- and inter-RAN beamformers, and puts

lightly loaded BSs into the sleep-mode. The SEBS scheme involves four steps. First,

when the tra�c in the region falls below a certain threshold, the number of BSs

required to support the tra�c is optimally determined. Second, the joint MNOs'
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BS power consumption is formulated into a convex optimization problem, which is

solved to obtain e�cient intra- and inter-operator beamforming vectors. Third, the

bandwidths are partitioned into private and shared bands, and all the shared bands

are pooled together for joint access. Finally, the selected BSs support their own

UEs on their private bandwidths, and other UEs are served in the pooled shared

bandwidth. The remaining BSs are put into the sleep-mode. To motivate MNOs

to cooperate, SEBS is extended to accommodate the spectrum�power consumption

trading, where an operator can trade part of its licensed spectrum for serving its UEs.

The main contributions of this paper are summarized as follows.

1. I proposed a sleep-mode and spectrum-sharing strategy, which traded spectrum

for user support,to minimize the BS power consumption for cooperative multiple

operators by leveraging on virtualized radio access and core networks.

2. I presented multiple methods for dynamic inter-operator spectrum sharing cog-

nizant of inter-RAN tra�c support volume to motivate MNOs to cooperate

to achieve energy e�ciency in their RANs. Based on the proposed spectrum�

sharing formulations, inter-operator joint optimization problem was formulated

to obtain power e�cient intra- and inter-RAN beamforming vectors for supple-

mentary energy gains and improved UE signal reception.

3. I showed, by numerical simulations, the better energy e�ciency performance of

the SEBS strategy as compared to the non-cooperative scheme. I also showed

that the EE by spectrum trading may not always boost the spectral e�ciency.

When the bandwidth allocated for inter-RAN UE support exceeded a speci�c

ratio, the intra-RAN UE support bandwidth wasvreduced, thus resulting in

lower UE data rates.
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4.4 Summary

In this work, we have presented the Sleep-mode with E�cient Beamformers and

Spectrum-sharing (SEBS) strategy, which reduces the power consumption of colocated

BSs of multiple cooperative operators. We have utilized the concept of dynamic spec-

trum allocation and carrier aggregation to partition an operator's licensed bandwidth

into private and shared bands in which a UE's access is mutually exclusive. To achieve

energy e�cient transmission power, we have formulated an optimization problem to

obtain the optimal intra- and inter-RAN beamforming vectors while taking the max-

imum RRH power limit, and intra- and inter-operator UE minimum data rates into

consideration. We have also proposed Sleep-mode with E�cient Beamformers and

Spectrum-sharing (SEBS) strategies based on the load transfer condition algorithm

to achieve gains in energy e�ciency. The load transfer condition algorithm considers

the channel quality and current tra�c load of the cooperating BSs. The proposed

inter-operator joint energy saving schemes include a spectrum�user support trading to

motivate cooperation among identical operators. We have also analyzed the impacts

of the schemes on the joint sum rates of UEs by exploring di�erent bandwidth sharing

formulations. The results show that SEBS strategies achieve signi�cantly a higher en-

ergy e�ciency than non-cooperative schemes. It is also revealed that spectrum�user

support trading yields higher joint sum rate than in equal spectrum sharing when

appropriate bandwidth sharing ratios are used.



CHAPTER 5: PROPOSED SLEEP-MODE STRATEGY IN MOBILE EDGE

COMPUTING NETWORK

5.1 Introduction

One of the fundamental techniques for boosting network capacity is network densi�-

cation, where base stations are deployed in an ultra-dense fashion. Also, incorporation

of cloud computing into radio access networks (RANs), facilitated by Cloud-RAN, is

geared towards meeting the requirement of system capacity e�ciently. Cloud-RAN

is based on centralization of base station baseband processing into a pool with data

tra�c conveyed between the pool and densely deployed remote radio heads (RRHs)

over a fronthaul.

However, Cloud-RAN and network densi�cation come with some challenges, such

as fronthaul constraints [57] and increase in energy budget due to the constant op-

eration of the network devices [58]. To alleviate these constraints, mobile edge and

fog-computing based RANs are proposed to alleviate the Cloud-RAN fronthaul chal-

lenge. These computing based RAN architectures move cloud services such as com-

puting and storage to the RRHs, closer to the user equipment (UEs). Depending on

the architecture and the functionalities, the computation equipped RRHs have been

termed enhanced RRHs (eRRHs) [59], fog-computing Access Points (F-APs) [60],

and edge-computing Access Points (EC-APs) [61]. The term Access Points (APs) is

adopted in this paper to describe these base stations capable of supporting radio and

edge node computing services.

With edge and fog computing, the densely deployed APs can provide radio resource

to the UEs, and capability of execution of computation tasks. However, such AP net-

work deployment exhibits signi�cant tra�c variations [58]. In a trace study conducted
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in [58], the tra�c pro�le signi�cantly di�ers between weekdays and weekends. Hourly

�uctuation of tra�c is also observed in the same study. Consequently, some APs are

either idle or underutilized at low tra�c. Higher �uctuating tra�c pro�le is expected

in 5G wireless systems, where densely deployed edge devices, such as APs, can be

idle at every time instant [62]. Therefore, it will be considerably energy-e�cient to

put the optimal number of APs into operation to meet the communication and com-

putation demands of the UEs and switch o� other APs.

Besides the bene�t of energy e�ciency, o�oading of UEs' computation workloads

to APs provides lower latency for task processing. The conventional way of o�oading

computation to the remote cloud could cause intolerable delay [63]. For instance, com-

putation processing request round-trip times (RTTs) to remote cloud servers could

amount to the order of tens of milliseconds, while edge servers could pro�er less than

10ms RTT [64]. Thus, computation o�oading to the proximate servers is increasingly

becoming attractive. The focus of this research is on minimizing energy consumption

of densely deployed APs processing radio and delay sensitive computation task. We

propose to achieve the goal by optimally selecting active APs while maintaining the

system QoS constraints, especially latency.

The need to optimally select active number of APs in ultra-dense networks with

�uctuating tra�c pro�le can be intuitively illustrated. A higher number of active APs

leads to lower computation latency as more edge servers are available for computation

processing. However, the network power consumption rises due to the high number

of APs in operation. Thus, we are motivated by the interplay between computation

completion latency at the edge servers and the number of active APs to seek optimal

AP subset to support radio and computation tra�c demands with the ultimate aim

of minimizing network energy consumption and satisfying delay constraint.
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5.2 System Model

Without loss of generality, we consider a densely deployed edge computing cellular

network based on C-RAN architecture. The network consists of I identical RRHs

equipped with N antennas each. Each RRH is endowed with a computation server.

Thus, the coupling of RRH-server is referred to as AP as noted earlier. The APs set in

the region is indexed by I = {1, 2, ..., I}. Let L ⊆ I denote the set of active APs and

Z denote the set of APs in sleep mode, such that L∪Z = I. Each UE is equipped with

a single antenna. The UEs set in the region is indexed by K = {1, 2, ..., K}. Due to

limited computational capacity, each UE processes a fraction of its computation task

locally and o�oad the remaining to its associated AP for processing. Unlike the legacy

Cloud-RAN where the fronthaul is ine�ciently burdened by centralized baseband

processing at the BBU pool, signal and computation processing are performed in a

distributed fashion. Therefore, the functionalities at the AP include the capabilities

of the radio frequency, the physical layer, and the upper layers procedures.

5.2.1 Communication Model

We consider the uplink and downlink transmission in the model. Let the vector

consisting of the channels from all the APs to the k-th UE be hH
k =

[
hH
1k, · · · ,hH

Ik

]
.

Channel reciprocity is assumed in the uplink and downlink channels such that with

time-division duplex (TDD), the channel vector in the uplink is merely the transpose

of that in the downlink [101].

For the k-th UE uploading its computation task to the AP, we denote the uplink

transmission normalized symbol as sUk ∈ C, such that E
[
|sk|2

]
= 1. All UEs are

assumed to transmit with an identical power pU . Thus, the transmit signal from the

UE k is

xUk =
√
pUsUk , ∀k ∈ K. (5.1)
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Therefore, the received uplink signal at all APs from the k-th UE is

yk =
∑
k∈K

hik
√
pUsUk + ηUk , (5.2)

where ηUk ∈ CN is the receiver noise vector at all APs consisting of circularly sym-

metric complex Gaussian random variables each distributed as CN (0, σ2).

LetmU
k denote the receiver beamforming vector used to decode sUk from the kth UE.

The signal-to-interference-plus-noise ratio (SINR) of the k-th UE uplink transmission

after applying mU
k is given by

γUk =
pU
∣∣∣(mU

k

)T
hk

∣∣∣2∑
k∈K,j 6=k p

U

∣∣∣(mU
k )

T
hj

∣∣∣2 + ‖mU
k ‖

2

2 σ
2

, (5.3)

where mU
k =

[(
mU

1k

)T
, ...,

(
mU

Ik

)T]T
. Also, mU

ik ∈ CN represents the beamforming

vector for the k-th UE received at the i-th AP, where the array of RRH antennas

acts as the receiver for the K independent streams of data transmitted from the UEs.

The uplink achievable rate for k-th UE is expressed as

RU
k = W log2(1 + γUk ). (5.4)

Let wD
ik ∈ CN denotes the downlink transmission beamforming vector from AP

i to UE k and the downlink transmitted normalized symbol denoted by sD. The

transmitted signal is given as

xDi =
∑
k∈K

wD
iks

D
k , ∀i ∈ I. (5.5)

The aggregated beamforming vectors from all APs to the k-th UE is therefore denoted

as wD
k =

[(
wD

1k

)T
, ...,

(
wD
Ik

)T]T
. Thus, we can write the received signal yDk ∈ CN by
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the k-th UE as

yDk = hH
kw

D
k s

D
k +

K∑
j 6=k

hH
kw

D
j s

D
j + ηDk , (5.6)

where ηDk ∼ CN (0, σ2) is the additive white Gaussian noise at the k-th UE . The

downlink signal-to-interference-plus-noise ratio (SINR) for the UE k can be expressed

as

ΥD
k =

∣∣hH
kw

D
k

∣∣2∑
k∈K,j 6=k

∣∣hH
kw

D
j

∣∣2 + σ2
. (5.7)

The downlink achievable rate of the k-th UE is therefore

RD
k = W log2(1 + ΥD

k ). (5.8)

5.2.2 Computation Model

We consider a computational model where the UE executes a fraction of its compu-

tation locally and o�oad the remaining [102]. The UE's decision is dependent on the

device energy, computation capacity and the task's latency constraint [103]. There

exist recent works that focus on energy minimization of the UE, such as [66, 104].

Since our interest is in the reduction of the mobile operator's high energy cost, in this

paper, we focus on minimizing power consumption of the computation processing

MEC network under the latency constraints of the o�oaded task. The interest to

focus only on the energy e�ciency of the APs has also been demonstrated by studies,

such as [68,103,105].

Each UE o�oaded portion of its task to its associated AP is described by tuple

〈Dk, Uk, Tk〉. Dk denotes the size of the input data (in bits) of the computation task

from the k-the UE to the i-th AP, which may include program codes and input param-

eters. Uk represents the total number of AP server CPU cycles required to complete

the task, and Tk denotes the task completion deadline (in seconds). Each task is

atomic and cannot be partitioned into subtasks; hence a task cannot be o�oaded to
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more than one AP. In principle, multiple APs could cooperatively serve a UE, but

such a scenario would complicate computation o�oad analysis and management Thus

. Similar to studies in [106,107] we assume each UE is served by a single AP.

We can compute the transmission time of k-th UE for o�oading the task size Dk

to the i-th AP as

TUi,k =
Dk

RU
k

. (5.9)

5.2.2.1 AP Server Computing Cost

The total energy consumption at the i-th AP due to CPU computation execution,

denoted by Ecomp
i is given as [62]

Ecomp
i =

∑
k∈K

κUkf
2
i,k, (5.10)

where κ is a hardware architecture related constant. fi,k is the computation capacity

in cycles per second of the AP server allocated to k-th UE's task. The computation

at each server is limited by
∑

k∈K fi,k ≤ Fmax
i , which implies that the maximum

computation capacity in cycles per second of i -th AP server is denoted by Fmax
i .

The overhead in terms of time for executing the k-th UE's task by the i-th AP server

is expressed as

T exei,k =
Uk
fi,k

. (5.11)

5.2.2.2 Computation latency

Similar to many studies [108�110] we ignore the latency for computation result

delivery from AP server to the UEs because, in many applications, the computation

outcome is much smaller than the input task size [111]. The total remote computation

latency for the o�oaded k-th UE's task at the i-th AP is therefore

T toti,k = TUi,k + T exei,k . (5.12)
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5.2.3 Power Model

In this paper, we focus on the energy e�ciency of the computation processing

MEC network, and aim to minimize the network power consumption while satisfying

the latency constraints of the o�oaded computation tasks from the UEs. The power

consumption includes both the conventional BS power and computation server power.

5.2.3.1 Communication Power Consumption Model

Here, we consider the power consumption of a conventional BS (excluding the

computation server). To make a distinction between the power consumed by the con-

ventional BS components and the added server, we term the power consumed by the

former as communication power, and the power consumption of the latter as compu-

tation power. We note that the communication power includes the BS transmission

power and the static power required to keep the BS auxiliary site equipment in oper-

ation.

We represent the operation power (excluding transmission power) of the i-th AP

and its wired fronthaul link while on the active mode as P active
i . The power con-

sumed by the i-th AP and its fronthaul link on the sleep-mode is denoted by P sleep
i .

Therefore, the total communication power consumption can be expressed as

Pcomm = η−1
∑
i∈L

Ptr +
∑
i∈L

P active
i +

∑
i∈Z

P sleep
i .. (5.13)

Since L ∪ Z = I, then
∑

i∈Z P
sleep
i =

∑
i∈I P

sleep
i −

∑
i∈L P

sleep
i . Also, substituting∑

i∈L P
d
i =

∑
i∈L P

active
i −

∑
i∈L P

sleep
i , and P tr

i = ‖wik‖22, the communication power

can be rewritten as

Pcomm = η−1
∑
i∈L

‖wik‖22 +
∑
i∈L

P d
i +

∑
i∈I

P sleep
i , (5.14)
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where η is the RF power e�ciency, which depends on the number of transmitter

antenna [112].

5.2.3.2 Computation Power Consumption Model

Using (5.10) and (5.11), we can compute the total computation power at AP server

i as

P comp
i =

∑
k∈K

κUkf
2
i,k

T exei,k

=
∑
k∈K

κf 3
i,k. (5.15)

Thus, the network computation power is

Pcomp (f) =
∑
i∈L

∑
k∈K

κf 3
i,k. (5.16)

It can be seen that in AP sleep-mode P comp
i is 0, as only AP i ∈ L is involved in

workload computation. Thus we propose putting the server into the sleep-mode with

the RRH for optimal power savings.

5.2.3.3 Total Network Power

The total network power consumption can now be aggregated as Ptot = Pcomm (L,w)+

Pcomp (f), explicitly as

Ptot =
∑
i∈L

[
η−1

∑
k∈K

‖wik‖22 + P d
i +

∑
k∈K

κf 3
ik

]
. (5.17)

Since the last term
∑

i∈I P
sleep
i of (5.14) is a constant involving all APs, it is trivial

to optimal active AP selection problem, and it is therefore omitted in (5.17).

5.3 Problem Formulation

In times of low tra�c, an optimal number of active APs can be sought. The re-

maining APs are put into the sleep-mode, while their associated UEs are transferred

to the active APs for communication and remote computation support. This is il-

lustrated in Figure 5.1. Our goal is to select the optimal number of active APs that
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minimize the overall network power consumption. Also, e�cient beamforming vectors

are jointly sought between the UEs and the active APs while satisfying task compu-

tation deadline and other QoS constraints. The constraints are transmission power

constraints, and uplink and downlink transmissions minimum data rates. The dual

link constraints imply optimization of the uplink beamforming vectors in addition to

the downlink beamformers.

Active AP

  Inactive AP

a) b)

UE-AP association

Computation Offloading

Figure 5.1: Communication and computation load support with active AP set se-
lection. a) All APs are active. b) Some APs are put on sleep-mode and their UEs
transferred to active APs for communication and remote computation task processing.
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The optimization problem can be formulated as

P : min
L,w,m,f

Ptot

s.t. C1 :
∑
k

‖wik‖22 ≤ Pmax
i , ∀i ∈ L

C2 :
∑
k

‖wik‖22 = 0, ∀i ∈ Z

C3 : RU
k ≥ RU

k,min, ∀k ∈ K

C4 : RD
k ≥ RD

k,min, ∀k ∈ K

C5 :
∑
k∈K

fik ≤ Fmax
i , ∀i ∈ L

C6 :
∑
k∈K

fik = 0, ∀i ∈ Z

C7 : T toti,k ≤ Tmaxi,k

. (5.18)

where f =
[
fT1 , ..., f

T
K

]T
, fk = [f1,k, ..., fI,k] and w =

[
wH

1k,w
H
2k, · · · ,wH

Ik

]H
. C1 gives

the upper limit of the AP transmit power. C2 enforces wik = 0 for any k-th UE not

associated with any i-th AP . The uplink and downlink minimum data rates are given

in C3 and C4, respectively. C5 gives the upper limit of CPU cycles to be allocated to

the computation tasks by the AP, and C6 ensures the computation power of an AP

having no o�oaded tasks is 0. The total allowable deadline for each o�oaded task is

given in C7.

Constraints Transformation

The uplink and downlink data rates constraints of problem P are non-convex.

First, we rewrite the downlink data rate constraint into second-order cone equivalent.

Since the phase of part of the aggregated beamformers has no e�ect on the objective

function, the downlink data rate constraint is given as [113]

C3a: ‖rDk ‖2 ≤
√

1 + 1/(2R
D
k,min/W − 1)Re{ukk},∀k, (5.19)
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where rDk = [uk1, uk2, ..., ukk, σk]
T ,

ukj =
∑

i∈L h
H
kwj.

For the uplink transmission rate constraint, we transform the uplink channel into a

virtual downlink channel using uplink and downlink duality. The duality implies that

same minimum transmit power is required to meet the downlink SINR target as in the

uplink target, where the uplink channel is actualized by downlink's input and output

reversal [114]. After application of uplink and downlink duality, uplink beamforming

vectors mU
k can be rewritten as v =

[
(v1k)

T , ..., (vIk)
T
]T
, where vik ∈ CIN . Thus,

the second-order cone form is

C4a: ‖rUk ‖2 ≤
√

1 + 1/(2R
U
k,min/W − 1)Re{dkk},∀k, (5.20)

where rUk = [dk1, dk2, ..., dkk, σk]
T ,

dkj =
∑

i∈L h
H
kvj. The optimization problem becomes

P5.1 : min
L,w,v,f

Ptot

s.t. C1, C2, C3a, C4a, C5− C7.
(5.21)

5.4 Problem Analysis

Despite the transformation to yield second-order cone (SOC) form in C3 and C4,

the problem P5.1 is still not convex due to the latency constraint, C7. Using (5.9),

(5.11) and (5.12), C7 can be rewritten as

Dk

RU
k

+
Uk
fi,k
≤ Tmaxi,k . (5.22)
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Therefore C7 is reformulated as

C7a: RU
k ≥

Dk

Tmaxi,k −
Uk

fi,k

. (5.23)

Yet, (5.23) is not tractable because it is embedded with two decision (optimization)

variables v in RU
k , and fi,k. Thus, we start out by �xing fi,k and optimizing other

variables. One way to �x fi,k is to allocate it based on its Uk relative to all others at

the AP. Let each Uk of Dk data arrived at AP i be denoted by Uik, the number CPU

cycles allocated by AP i for task k is

f̃i,k =
Uik∑
k∈K Uik

Fmax
i , ∀k ∈ K,∀i ∈ L. (5.24)

Similar to (20), C7a can be transformed to so SOC form

C7b: ‖rUk ‖2 ≤
√

1 + 1/(2δk/W − 1)Re{dkk},∀k, (5.25)

where δk = Dk

Tmax
ik − Uk

f̃i,k

.

With �xed f̃i,k, the problem is restated as

P5.2 : min
L,w,v

Ptot

s.t. C1, C2, C3a, C4a, C5, C6, C7b.
(5.26)

To solve problem P5.2, we consider a case of a given active APs set L. Hence, the

AP transmission power constraint C1 can be rewritten as

C1a :
∑
k

‖Likwik‖22 ≤ Pmax
i , ∀i ∈ L, (5.27)

where Lik ∈ CLN×LN is a block diagonal matrix having i-th main diagonal identity

matrix IN and zeros elsewhere. With a given active AP set L, the problem can be
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restated as

P5.3 (L) :min
w,v

∑
i∈L

[
η−1

∑
k∈K

‖Likwik‖22 + P d
i +

∑
k∈K

κf̃ 3
i,k

]

s.t. C1a, C2, C3a, C4a, C5, C6, C7b.

(5.28)

It is possible to solve problem P5.3 (L) by the interior method, and subsequently

search over all AP sets that will minimize network power consumption, but this

approach will be computationally expensive [115]. Instead, we will apply AP selection

algorithm similar to the greedy algorithm to select optimal active AP set.

5.4.1 Active AP selection

The selection rule is akin to the minimum-increase rule in the successive thinning

algorithm in [116] for sparse �lter design applied for backward selection in [115]. In

contrast to our holistic power computation rule, the selection in [115] is limited to the

communication resource. Hence, it is inapplicable to delay-sensitive networks. With

the set of inactive APs initially set to null, the problem P5.3 is iteratively solved and

the AP that yields maximum total power consumption reduction, when switched o�,

in each iteration is removed from the active set and added to the inactive set until the

optimal active set is achieved. At each iteration, while the problem is feasible, w, v,

and f are re-optimized for the remaining set of APs. We assume the feasible region of

P5.3
(
L[j]
)
is nonempty. As shown in Algorithm 4, y[j] denotes the AP at iteration j,

obtained as y[j] = arg min
i∈L[j]

P5.3
(
L[j]
)
that yields minimum power consumption when

its AP is switched o� and thereafter added to the inactive set Z [j+1]. The removal in

the procedure is without replacement. The optimal active AP set is denoted by L∗,

and we depict the optimal w, and v of this procedure as w∗, and v∗, respectively.

5.4.2 Joint Optimization Algorithm

To achieve e�cient the network power consumption, the joint optimization of the

AP active set, the uplink and downlink beamforming vectors, and the AP allocated
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Algorithm 4: Active AP Set Selection Algorithm

1 Initialize j = 0, L[0] = {1, ..., I} and Z [0] = ∅.
2 With f = f̃ , solve problem P5.3

(
L[j]
)
, and obtain P∗5.3

(
L[j]
)

3 if feasible then
4 Solve y[j] = arg min

i∈L[j]

P1.3
(
L[j]
)
. Update Z [j+1] = Z [j] ∪ y[j], and

L[j+1] = L[j]/y[j], j ← j + 1, and go to step 3.
5 end

6 else

7 Go to Step 9
8 end

9 Output optimal AP active set L∗[j] if j = 0 or L∗[j − 1] if j ≥ 1, and the
optimal w∗, and v∗

CPU cycles per task is thereafter implemented. With optimal number of APs re-

alized from Algorithm 4, L∗, w∗, and v∗ are obtained using P5.3 (L). The CPU

cycles are then un�xed, and the optimal number of cycles is obtained by solving

P5.1 (L∗,w∗,v∗). The overall approach is given in Algorithm 5.

Algorithm 5: Overall Algorithm for the Joint Optimization problem
1 Transform constraints C3, C4 and C7 using (5.19), (5.20) and (5.25),

respectively
2 Fix f = f̃ using (5.24)
3 Solve P5.3 (L) using Algorithm 4 and obtain L∗, w∗, and v∗

4 Un�x f . Solve problem P5.1 (L∗,w∗,v∗) and obtain f∗

5 Output: L∗, w∗, v∗ and f∗

5.5 Performance Evaluation

In this section, we evaluate the performance of the proposed joint optimization al-

gorithms with numerical simulation. We consider 5 - 25 APs randomly deployed with

inter-site distance (ISD) of 200 meters, within which UEs are uniformly distributed.

Each AP is equipped with 4 transmit antennas, and each UE is endowed with one

antenna. A pathloss model of 140 + 36.7log10(d) is assumed for the link distance

d between APs and UEs. The utilized noise power σ2 is -94dBm. A total network

bandwidth of 20 MHZ is used. Similar to [115], we set Pmax
i = 4W , P d

i = 5.6W ,
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P sleep
i = 5.05W , and η = 0.36. The required minimum uplink and downlink data rate

is 5 Mbps and 10 Mbps, respectively.

For the computation tasks o�oaded to the APs, we use Dk ∼ Unif ([0, 2davg]),

where davg = 1kbits [68]. 330 cycles/byte, typical for Gzip, is adopted for Uk [70].

Fmax
i is 10 Mega-cycles/second, and Tmaxik is 1 second.

Since radio and computation resources are jointly optimized, we consider bench-

marks incorporating scenarios involving various selection methods for APs and the

number of CPU cycles, including CPU cycles allocation using (24). The fi,k allocation

as in (5.24) is termed Disjoint Resource Allocation [105]. For clarity of simulation

results, the benchmarks and our proposed joint optimization algorithms are de�ned

below.

• All-AP active and Disjoint Resource Allocation (ADRA): All APs are in oper-

ation. Also, each task's fi,k at the AP is assigned using (5.24), i.e the allocated

number of CPU cycles is set proportional to the amount of the computational

load of each UE.

• Optimal-AP number and Disjoint Resource Allocation (ODRA): Optimal num-

ber of APs are selected for UEs' communication and computation support, while

others are put into the sleep-mode. Disjoint Resource Allocation is applied to

each task's fi,k.

• Proposed Algorithm: Joint optimization of the active AP number, the beam-

forming vectors, and the computation resource allocation.

In Figure 5.2, we show the performance of the joint optimization algorithm rela-

tive to the other discussed benchmarks as the tra�c grows. The ODRA consumes

much less power than the ADRA evidently due to the fewer number of operating

APs. Considerable power is saved from the swicthed o� RRHs. The proposed joint

optimization algorithm, in addition to the switching o� of the unselected APs, also
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Figure 5.2: Total Power Consumption versus number of UEs

entails putting the computation servers of the inactive APs into the sleep-mode. Due

to the e�cient transmission power by the optimization of the precoding vectors, the

proposed joint optimization saves even more power than the ODRA.

In order to evaluate the energy e�ciency performance of our proposed scheme

with network densi�cation, we �x the number of UEs at 25 and increase the number

of APs. The result is presented in Figure 5.3. The ODRA and the joint optimiza-

tion algorithm yield signi�cant energy savings even with increased AP densi�cation.

The impact of optimizing the computational resource is isolated for illustration in

Figure 5.4. Here, we compare the AP CPU cycles allocation by Disjoint Resource

Allocation with the proposed joint optimization. As expected, the ADRA dissipates

more computation power than the ODRA despite both schemes use the same CPU
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Figure 5.3: Total power consumption versus number of APs

cycles allocation method. This is as a result of having a smaller number of APs in

the active mode in the ODRA scheme. The computation power of the proposed joint

optimization shows more power is conserved in processing o�oaded tasks than in the

ODRA even though the same number of APs are engaged.

We extend the evaluation to the impact of increasing the CPU cycles at the APs

on the computation power and the average latency of the computation tasks. This

is performed using the proposed joint optimization scheme, and shown in Figure 5.5.

The number of o�oaded tasks and APs are �xed, each at 15. With increased available

CPU cycles for tasks processing, the computation completion latency drops. How-

ever, with more computation resources used, more power is consumed. Interestingly,

the computation power increase and the corresponding decrease in task processing
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Figure 5.4: Total computation power consumption versus number of UEs

latency are within the speci�ed constraints limits due to joint optimization of the

communication and computation resources. For instance, each task latency is within

the 1 second deadline regardless of the available AP maximum CPU cycles.

5.6 Contributions

The objective of this work is to minimize the energy consumption in edge comput-

ing based ultra-dense cellular networks while satisfying the UEs' service requirement

in terms of latency. The main contributions of this paper are summarized in the

following.

• I jointly optimized both uplink and downlink beamforming vectors, the edge

server CPU cycles and active AP subset. To the best of our knowledge, this
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Figure 5.5: Impact of maximum AP CPU cycles on computation power consumption
and task processing latency

is the �rst work that jointly considered the dual link beamforming vectors,

CPU cycles, and optimal AP selection. The uplink beamforming vector was

incorporated in the joint optimization to achieve e�cient uplink data rate for

low uplink latency.

• I selected optimal APs based on holistic energy selection rule. The power con-

sumption rule encompassed computation processing power compared to the

ubiquitous radio resources only power consumption.

• I evaluated the performance of our proposed radio and computation resources

optimization algorithm in the emerging ultra-dense network scenario with CPU

cycles and latency constraints. Simulation results showed considerable power
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savings of our proposed scheme as compared to the relevant benchmarks.

5.7 Summary

In this chapter, I proposed a joint optimization strategy for achieving energy e�-

cient network in which UEs' computation-intensive tasks are processed at the network

edge while satisfying the computation latency requirement. The optimization method

entailed selection of active APs, su�cient to support the communication and com-

putation load in the network based on the contribution of the individual AP power

dissipation to the overall network power consumption. The downlink and uplink

beamforming vectors were also optimized for e�cient transmission power and low

computation latency, respectively. The CPU capacity allocated to each task was op-

timized to reduce power consumed in computation processing. The simulation results

showed signi�cant power savings by active AP selection and further savings by joint

optimization of CPU cycles and the dual link beamforming vectors.



CHAPTER 6: CONCLUSION AND FUTURE WORKS

6.1 Conclusion

In this dissertation, BS sleep-mode strategies for multi-operators cellular networks

were proposed, where BSs are closely located. Leveraging carrier aggregation for

inter-operator bandwidth sharing, active BS selection was performed to minimize BS

power consumption of cooperative multi-operators.

I have also proposed energy-saving strategy for a mobile edge computing network,

where densely deployed BSs are equipped with computation resources to process

users o�oaded computation-intensive tasks. The trade-o� between power consump-

tion and latency was addressed by jointly formulating active number of BSs, uplink

and downlink beamforming vectors, computation resource allocation, and task com-

pletion latency as an optimization problem. Subsequently, an active BSs selection

framework based on communication and computation power-aware selection rule was

proposed. The computation resources and dual link beamformers have been subse-

quently optimized for further network energy savings.

In all the cellular networks considered in this dissertation, the proposed sleep-mode

strategies have been validated by numerical simulations to yield signi�cant energy

gains.

6.2 Future Works

Future works will be directed towards application of sleep-mode techniques in re-

newable energy powered base stations. Studies will be conducted in the following

areas.
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• Renewable energy powered densely deployed base stations. In practice, there

exist many remote region without access to the power grid. Energy management

with sleep-mode strategy in such application will be investigated.

• Techno-economic analysis of base stations with hybrid energy sources, i.e power

grid and renewable energy sources will be investigated. Energy cost saving

with sleep-mode strategy and net metering in hybrid powered ultra-dense base

stations will be investigated.
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