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ABSTRACT

JAKOB IAN XIAOHOU WEST. Design of a Microstrip Antenna and PCB for use
in an Electrocorticography Biomedical Implant. (Under the direction of DR. RYAN

ADAMS)

An implantable system, that is part of a wireless body area network, is under devel-

opment for a study monitoring of neural activity in rats with epilepsy. The study

will continue over a nine month period to collect data for epilepsy research. This

implantable system is part of a wireless body area network (WBAN) that consists

of the implant, a data link, and a base station. The implant contains an insulation

layer, an antenna, electronic components, and a power supply. A grid of electrodes

implanted into the rat will serve to relay brain signals through the electronics to the

antenna. A microstrip antenna is designed to operate in the unlicensed 2.4GHz ISM

band to facilitate the wireless data link in the WBAN. Because the implanted system

is surrounded by conductive biological tissue, it must be encapsulated in an insulat-

ing layer that shields the subject and the implant from each other. The dielectric

properties of these tissues are modeled over time and frequency by a Cole-Cole model

that is used in simulation software. The specific absorption rate (SAR) of these tis-

sues is investigated, with respect to the input power of the antenna, to determine

if the implant is safe to be used on a live subject. The communication system that

captures the brain signals and digitizes them to be sent wirelessly over the data link

for analysis at the base station is designed with off the shelf components.
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CHAPTER 1: INTRODUCTION

In 1895 it was first discovered that X-ray radiation could be used to create medi-

cal photographs. Since then, electromagnetic (EM) radiation has been continuously

investigated in the field of medicine. New applications such as ingestible bio-capsules

[5], wireless pacemakers [6], implantable antennas [7], etc. have all been possible due

to the increasing research. The advent of EM and radio-frequency (RF) engineering

in the medical field has allowed for better understanding of disease prevention and

diagnosis [8]. One particular disease that needs more research, which can be aided

by an implantable EM device, is epilepsy.

Epilepsy is one of the most common neurological disease affecting approximately 50

million people worldwide. The detection and treatment of neurological diseases has

been enhanced by signal and image processing technologies such as EEG (electroen-

cephalogram), CT (computed tomography), MRI (magnetic resonance imaging), and

PET (positron emission tomography) [9]. During an iEEG (implanted EEG), signals

are recorded from electrodes placed on the brain and analyzed. This is typically done

with a physical connection where the wires are connected to the electrodes and the

data recording machine; although, advancements in RF allow for this to be replaced

with a wireless system so that the patient can be free from the machine. Wireless

capture of the electrical signals from the brain could be achieved with an implantable

antenna connected to the electrodes. An implantable antenna system can be viewed
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as part of a wireless body area network (WBAN) and a sample WBAN is shown in

figure 1.1.

Figure 1.1: Sample WBAN including the implant and base station with data link.

A WBAN typically consists of an implanted device that wirelessly communicates

with a base station where the data can be sent to a system for interpretation. This

thesis deals with the design and simulation of a wireless implant for use with an

iEEG system that will interface with a rat. The implant will remain in the rat over

an extended period of time and wirelessly transmit iEEG data to a base station.

1.1 Notable Aspects of a Wireless Implant System for Data Telemetry

The goal of an implantable antenna is to provide a reliable wireless link to an exter-

nal base station for telemetry. Besides the antenna and the base station the system

includes insulation, electronics, and a power supply. Each stage must be designed or
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carefully selected in order to maximize performance, as well as bio-compatibility.

The base station includes a receiving module, including an antenna, and a system

for data storage and transfer. The characteristics of the receiver (such as sensitivity,

gain, efficiency, and polarization) must be accounted for or designed for a properly

functioning system.

Insulators in the system are added for bio-compatibility as well as shielding the

electronic components from the body. Tissues in the body will need to be character-

ized and understood to design an implant. It will be shown that adding an insulating

layer will enhance the operation of the implanted antenna.

The electronics will interface directly with the designed antenna and will be respon-

sible for signal conditioning. These electronics will compose a traditional RF front

end which typically includes analog to digital converters (ADC), amplifiers, mixers,

etc. These can be off-the-shelf components or custom made components.

The power supply in this system will be assumed to be from [10]. This system,

designed by Stuemke, is a closed loop wireless power transfer circuit that can provide

power from distances of 1cm to 25cm.

1.2 Frequency Bands

Frequency band characteristics include operating frequencies, data rate, and power

limits. The frequency band of interest for this thesis is the 2.4GHz industrial, sci-

entific, and medical (ISM) band. Although, this is an unlicensed band, there are

still emissions standards that devices must adhere to. Since there are many ways to

quantify the emissions from a device there is a standard measurement used by the
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federal communication commission (FCC) known as effective isotropic radiated power

(EIRP). It is defined as

EIRP = 10 log

(
E2 × r2

0.030[V 2]

)
(1.1)

where E is the electric field strength, measured at a distance r, and V is the unit of

volts. Measuring the E field strength alone is a precise value and metric, but from

a design perspective it may not be as useful as EIRP. The EIRP is the power that

would be necessary to provide to an ideal antenna, that radiates in all directions

equally, that would produce the same field strength as the device under test (DUT).

The ideal antenna that was just described is known as an isotropic radiator.

The FCC defines three types of radiators: intentional, unintentional, and inciden-

tal. An intentional radiator is one that is specifically designed to radiate RF power,

such as an antenna. Devices like receivers with an attached local oscillator (LO) are

designed to operate with RF power, but not radiate, defining an unintentional radia-

tor. Incidental radiators are those devices that are not designed to generate RF power

at all, such as a DC motor, but may radiate them unintentionally. Allowable emis-

sions are defined for radiators and they are summarized in table 1.1 for the 2.4GHz

ISM band.

Table 1.1: FCC Limits for the 2.4GHz ISM band [1]

Fundamental Harmonics
Transmission Type E at

3m
EIRP E at 3m EIRP

Digitally Spread +36dBm 20 dB below the peak
in-band emission in any
100-kHz bandwidth

Other 50mV/m -1.23dBm 50µV/m -31.23dBm
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These limits come from FCC sections 15.247 and 15.249. Digitally spread refers

to when the signal is spread over a spectrum using digital modulation at a high data

rate or direct sequence spread spectrum techniques. An important distinction about

the 2.4GHz ISM band is that an averaging detector can be used for higher output

power limits. The peak spontaneous output power is allowed to be 20dB higher

than the average power. The maximum output power must also comply with specific

absorption rate (SAR) limitations of 1.6W/kg per 1g averaging [11].

1.2.1 Data Rate

The analog signal from the electrodes placed in the brain will need to be digitized in

order to process the signal efficiently. The data rate for a certain amount of channels

can be calculated using

Data Rate = N
samples/s
channel

× C channels×M bits
sample

(1.2)

The signals from the brain are on the order of 1Hz to a few hundred hertz. For an

electrode array containing 32 electrodes, a 16-bit ADC, and a 4kHz sample rate, the

maximum data rate would be 2.05Mbits per second. Now, using the Nyquist criteria

for a noiseless channel

C = 2 ·BW · logM (1.3)

where, C is the capacity, BW is the bandwidth, and M is the number of signaling

values in the modulation scheme, the minimum bandwidth needed can be calculated.

For the maximum bit rate of 2.05Mbits per second and a binary modulation scheme,

the minimum bandwidth needed is 1.025MHz (or half the bit rate).
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1.3 Specifications and Scope

This work is a collaboration between the University of North Carolina at Charlotte

and Yale University, the goal of which is to develop an implantable system that can

monitor brain activity in a rat. This system will be implanted over an extended

period of time and record EEG data. Data will be sent through wireless telemetry to

a base station for analysis. Contributions from this work are specifically the antenna

for the implant and the base station. Anything not pertaining to the antenna or the

WBAN, containing the implant and base station, are out of the scope of this thesis.

With the standards and regulations already defined a set of specifications for com-

pletion can be derived. Table 1.2 includes a summary of the specifications required for

the project to be considered complete. The subject will be contained in an enclosure

that is 30.48cm squared with a height of 22.86cm. The implant should fit within 2cm

squared with a height of 8cm. The volume the implant should fit in is defined by

an enclosure that will be constructed from alumina. The relative permittivity (εr) of

alumina is approximately 10, which will play an important role in the design of the

implant. Alumina is also chosen for its high bio-compatibility.
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Table 1.2: The list of measurable specifications for successful completion

Reference Category Min Max Units Description

S01 Purpose – – True/False Should be

implantable in

the skull of a rat

S02 Size 0x0x0 2x2x8 cm3 Allowable

implant

dimensions

S03 Bio-Compatibility 0 1.6 W/kg Should not

exceed the FCC

limit for SAR

S04 Frequency – – True/False Should deliver

data in an ISM

frequency band

S05 Operating Life 9 – Months Should operate

over the time

period without

failure

Since the design in this work is intended for use in an EEG system the antenna

will need to interface with electrodes placed in the brain. An array of electrodes was

designed in [12] and will be used at the reference for the electrodes.



CHAPTER 2: BACKGROUND

2.1 Epilepsy and Neural Recording

In order to design a system that will aid in the detection of a disease it is important

to have an understanding of it. In 2014 the International League Against Epilepsy

(ILAE) reclassified epilepsy from a disorder to a disease and redefined it as:

1. At least two unprovoked (or reflex) seizures occurring >24 h apart

2. One unprovoked (or reflex) seizure and a probability of further seizures similar

to the general recurrence risk (at least 60%) after two unprovoked seizures,

occurring over the next 10 years

3. Diagnosis of an epilepsy syndrome

Being reclassified as a disease emphasizes epilepsy as a lasting ailment[13]. Seizure

activity can be monitored with a continuous electroencephalogram (cEEG) test, where

electrodes are placed on the scalp, and it has been shown to detect seizures in 19%

of patients [14]. Sample data from a cEEG can be seen in figure 2.1.

Similar to an EEG, data from an iEEG (intercranial EEG) is collected through

electrodes placed within the brain. Epilepsy is characterized by abnormal firing of

neurons and the electrodes can capture the signals produced. The monitoring and

capture of the iEEG data is extremely useful because seizures can be detected elec-

trically before they are detected clinically [16]. As shown in figure 2.2 the seizure is
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Figure 2.1: Sample EEG data from a 71-year-old man with seizures [15].

detected electrically 7.5 seconds before it is detected clinically.

Figure 2.2: Sample EEG data that shows the difference in electrical and clinical onset
[16].

2.2 The Near and Far Field

To begin the discussion of radiators and their use as antennas, the effects of the

fields at all distances is investigated. For the purposes of this example an electric

dipole source is used. For a dipole radiator to be an antenna, there must be a current

produced and that current must be time dependant. An electric dipole is defined as
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two equal and opposite charges, Q0, with some sinusoidal time dependence, separated

by a distance ∆l. The electric dipole moment is defined as p = Q0∆lejωtẑ when the

current, I, between the charges is traveling in the z direction. The magnetic vector

potential of an infinitesimal segment of current, some distance r away, is integrated

and the potential is given by

A =
µ0I∆l′

4πr
ẑ (2.1)

The wave equation,

−∇2A = µJ − µε∂
2A

∂t2
, (2.2)

is now solved producing the spherical components of the electric and magnetic field

as:

Er = 2Pe−jβrcosθ

(
1

(jβr)2
+

1

(jβr)3

)
(2.3)

Eθ = Pe−jβrsinθ

(
1

jβr
+

1

(jβr)2
+

1

(jβr)3

)
(2.4)

Hφ = Pe−jβrsinθ

(
1

jβr
+

1

(jβr)2

)
(2.5)

where,

P = −ηI0β
2∆l′

4π
(2.6)

Here, r is the radial distance away from the source, β is the wavenumber defined as

β = 2π/λ, and η is the wave impedance η = β/ωε. These are the equations that

describe the electric and magnetic field at all distances in space away from the electric

dipole. The 1/r dependence in these equations show that there is three distinct regions

of space: the near field (r3), the "transition zone" (r2), and the far field (r). The

"transition zone" plays no real role in the investigation and will be ignored [17].
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2.2.1 Considering The Near Field

The near field is defined as the region of space with the inverse cubic dependence

on the radial distance. Because the wavenumber, k, is constant the first r term

in equations (2.3,2.4,2.5) becomes dominant. When k = 2π/λ then the following

condition must be satisfied

1

kr
� 1

(kr)2
� 1

(kr)3
(2.7)

or in other words

r � λ

2π
(2.8)

Essentially, the near field is that location that is much smaller than a wavelength

away. This dependence simplifies the expressions for the fields as

Hφ =
I0∆l′

4πr2
sinθ (2.9)

Eθ =
Q∆l′

4πεr3
sinθ (2.10)

Er =
Q∆l′

2πεr3
cosθ (2.11)

This produces fields that are identical to an electrostatic dipole, if the dipole moment

is substituted in (p = Q∆l), except that the charge is a phasor. This shows that

propagation does not occur in the near field and the effect is energy storage. The

stored electric field energy is much higher than the stored magnetic field energy in

the near field [17] and this effect becomes prevalent in section 3.3.1.
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2.3 Specific Absorption Rate

When tissues are placed in the proximity of EM radiation a useful metric is SAR

(specific absorption rate). Since all tissue is conductive at some level then some of

the radiated EM energy will be absorbed by the tissue. If the tissue absorbs too much

energy it can damage the biological system. Thus, SAR is the maximum amount of

energy that a specific mass can absorb safely. As stated previously, the maximum

allowable SAR level for human tissue is 1.6W/kg per 1g averaging.

From [18] an accurate definition for SAR in tissue can be derived. The expression

for SAR is typically the ratio of the time rate of EM energy imparted into the mass

of a biological medium. The units of this expression are watts per kilogram, W/kg.

In this section a uniform plane wave travelling in the +z direction is given by,

E = E(z)êx (2.12)

where,

E(z) = E0e
−γz. (2.13)

Here, γ is the propagation constant. The average SAR is expressed by,

SAR =
∆P

ρ∆V
. (2.14)

In (2.14) this equates to the incremental power ∆P , absorbed by a mass ∆m, con-

tained in an incremental volume ∆V of density ρ. The time-averaged Poynting vector,

which represents the instantaneous power due to electric and magnetic fields is rep-
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resented by [19],

S(z) =
1

2
Re{E(z)×H(z)∗}. (2.15)

The amplitudes of the electric and magnetic vectors decrease as they travel in lossy

media. This results in the decrease of the amplitude of the Poynting vector, yielding

S(z) =
|E0|2

2
· e−2αz · Re

{
1

η∗

}
. (2.16)

Here, η is the wave impedance. The incremental volume is the incremental change in

the direction of propagation times the area ∆V = ∆z∆A and is equal to the loss in

power −∆S for the given area. The term ∆z = z1 − z0 and is the thickness of the

medium. Therefore, the expression for incremental power can be rewritten as,

∆P = −∆S∆A. (2.17)

Now, using 2.14,

SAR =
−∆S

ρ∆z
,

=
|E0|2

2ρz
·
[
e−2αz0 − e−2αz1

]
· Re

{
1

η∗

} (2.18)

Using the derivative of 2.16 the general expression for SAR is

SAR(z) =
α|E(z)|2

ρ
· Re

{
1

η∗

}
. (2.19)

Where, α is the real part of γ and is defined as the attenuation constant and given

by

α = ω
√
µε

√√√√1

2

√
s+

(
σ

ωε

)2

− 1

2
. (2.20)

This is a useful general equation for SAR, but it lacks practicality. A simplified
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equation for peak SAR is presented in [20] as

SAR =
σE2

2ρ
(2.21)

where σ is the conductivity, E is the electric field strength, and ρ is the mass density.

From this simple equation it can be seen that SAR is simply a measure of how much

of the electric field is absorbed by the tissue. Because the electric field changes with

radial distance, these are all functions of the distance away from the radiator. The

electric field radiated from the antenna in the implant can be calculated and used

to calculate the SAR in surrounding tissues. This leads to the notion of a spatial

average SAR. The definition of SAR includes mass and volume limitations and from

[11] it is shown that the spatial average SAR is

SAR =
1

mass(V )

ˆ
V

σ(r)|E(r)|2

2
dv (2.22)

Even with these equations, [21] demonstrates that the calculation of SAR, especially

in brain tissue, is no trivial matter. There are multiple methodologies on calculating

SAR and a detailed tissue model is needed to accurately calculate it.

In simulation, SAR is typically measured by inserting a specific anthropomorphic

mannequin (SAM) model into the design and calculating the E-field present in the

model. The SAM model is a conservative representation of a real human head that

aims to simplify the simulation of biological tissue. Because this thesis aims to im-

plant an antenna in a rat’s head, instead of a human’s head, there is not a SAM

model readily available. Therefore, tissues need to be created in the simulation soft-

ware to model those found in the head of a rat. The IEEE SAM model and its
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degree of simplification is discussed in [22] where it is found that it is not always ad-

equate. Designing the tissues with specific cases in mind should prove to be a better

representation of real world effects.

The length of the antenna also affects the SAR, as shown in [23], where a longer

antenna resulted in a lower SAR. The physically longer antenna resulted in a more

even distribution of the electric field across the radiator and thus a lower SAR. The

ground plane size also affects the SAR in that a larger ground plane can influence the

measured SAR significantly. Shown in [24], a larger ground plane (L>0.8λ) results in

a lower SAR in the 1g and 10g models. The ground plane effect also shows that when

the radiator is closer to the tissue than the ground plane that the SAR is increased,

especially when the ground plane is larger.

2.4 Antenna Radiation Pattern

An important parameter to antenna performance is the radiation pattern. The

radiation pattern is defined as a mathematical function or graphical representation in

terms of space coordinates. This is usually done in the far field and can be represented

by the field strength, directivity, or radiation intensity. A convenient coordinate

system to view the radiation pattern is the polar system which is shown in figure 2.3.

The radiation pattern of an antenna will be made of lobes, which represent the

regions of the radiation pattern bounded by very low values. The major lobe is

usually the one of interest and from the major lobe two definitions can be made:

half-power beamwidth (HPBW) and first null beamwidth (FNBW). Figure 2.4 shows

a graphical representation of the two, where HPBW is defined as 3dB down from the
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Figure 2.3: Polar coordinate system for antenna analysis [25].

peak and FNBW is defined as the distance between the first nulls (zeros).

2.5 Directivity

The definition of directivity is "the ratio of the radiation intensity in a given di-

rection from the antenna to the radiation intensity averaged over all directions. The

average radiation intensity is equal to the power radiated by the antenna divided by

4π. If the direction is not specified, the direction of maximum radiation intensity is

implied."[25]. This is relative to an isotropic radiator, which is a theoretical radia-

tor that radiates the same intensity in all directions. Mathematically, the radiation

intensity of an isotropic radiator is

U0 =
Prad
4π

. (2.23)
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Figure 2.4: Radiation pattern of power (in dB) [25].

Here, 4π is the solid unit angle of an entire Euclidean sphere, U(θ, φ) is the radiation

intensity (W/unit solid angle), Prad total radiated power (W), which makes directivity

unitless. Therefore, the intensity is simply the radiated power over 4π steradians

(which is the solid angle for a full sphere). By definition directivity is the ratio of

radiation intensity of a given antenna to that of an isotropic radiator, given by

D(θ, φ) =
U(θ, φ)

U0

=
4πU(θ, φ)

Prad
. (2.24)

The function of radiation intensity, U(θ, φ), is the radiated power per unit angle.

From [26], this does not include losses or reflections and is related to the far field by

U(θ, φ) =
1

2η
[|Eθ(θ, φ)|2 + |Eφ(θ, φ)|2]. (2.25)

Integrating (2.25) the radiated power in a given direction is found by,

U(θ) =

ˆ 2π

0

U(θ, φ)dφ. (2.26)

For this integral the function U(θ, φ) must be known for the entire sphere.
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2.6 Gain

Since directivity does not take the efficiency of the antenna into account, the metric

of gain is also used. From [25] the total efficiency of an antenna is

e0 = ereced (2.27)

where

e0 = total efficiency

er = reflection efficiency = (1− |Γ|2)

ec = conduction efficiency

ed = dielectric efficiency

Γ = voltage reflection coefficient at the input terminal

2.7 Electrically Small Antennas

Because the purpose of the antenna designed in this work is to be implanted into a

host, the need for miniaturization is paramount. Miniaturized antennas, or electrically

small antennas (ESA), are characterized by unique challenges. An in depth look at

the challenges behind designing an ESA is done in [27] where it is shown that gain,

bandwidth, efficiency, and polarization purity are all affected by miniaturization.

High dielectric materials are often used to miniaturize an antenna. The high relative

permittivity of these materials leads to less energy being radiated away and more

energy being trapped under the radiator in the dielectric. This can severely impact

the efficiency of an ESA.

The well known Wheeler-Chu limit [28] was further extended by Harrington [29]
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to include losses. Because ESA feature a high amount of surface current, over more

electrically standard antennas, the resistive loses will be higher.

PIFA antennas are particularly susceptible to low polarization purity because the

current going into the shorting section will be perpendicular to the current of the

radiating edge. This leads to cross polarization and can affect the polarization purity.

Because biological tissues are so lossy and the near field couples strongly to them,

as shown in section 2.2.1, the sphere that encloses the antenna becomes ambiguous.

It has been shown in [4] that nearby body parts and tissues strongly affect the per-

formance of an implanted ESA and it then becomes hard to define what exactly the

antenna is. The body parts themselves could be considered part of the antenna and

would modify the parameters for expressions to calculate the challenges of an ESA

as defined by Wheeler, Chu, Harrington and others [30].



CHAPTER 3: ANTENNAS IN LOSSY MATTER AND BIOLOGICAL TISSUE

3.1 Dielectrics and Polarization

The interaction of materials and electromagnetic energy is typically divided into two

groups: conductors and dielectrics. Dielectric materials are those where the charges

contained in the material are not free to move. Although the charge is not free to

move, the molecules themselves can move, therefore some movement exists. For this

discussion dielectrics will be "perfect", meaning that they have no free charges, but

they are all bound.

3.1.1 Polarization

Molecules in a dielectric may be viewed as positive and negative charges in a charge

neutral configuration. According to Gauss’ law, the external electric field of each of

these molecules is zero; although, the negative electrons and positive nucleus produce

internal fields. If an external electric field is then applied to the dielectric then the field

will apply a force on the positive and negative charges, polarizing the material. The

polarization of the charges results in an electric dipole that, according to Coulomb’s

law, aligns itself with the external field. Each molecule inside the dielectric now

produces a dipole moment and the total moment of the material depends on the

number of moments and the strength of each one. A dipole moment is defined as

the vector that points from the negative charge to the positive charge, which have
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equal and opposite charges. Therefore, the dipole moment is a measure of the overall

polarity of the system and has units of Coulomb-meter (C·m). The internal dipole

moments in the dielectric sum together to create an internal field that is in the

opposite direction of the external field, meaning the internal field has a much lower

magnitude. However, not all of the dipole moments align in the same way in a real

material. The opposition of the internal and external fields results in a results in a

reduced electric field intensity inside the material.

The polarization vector is described by

P = lim
∆v→0

1

∆V

N∑
i=1

pi

[
C
m2

]
(3.1)

While this is a useful expression and puts the previous discussion into context, it is

generally not able to be calculated because it depends on the polarization of individual

molecules. Also, because molecules closer to the surface are more strongly affected

by the external field not all the molecules will have the same polarization. This

leads to the notion that there is surface and volume charge densities present in the

material. These values are also not readily calculable, but if they are assumed to be

known then the electric field anywhere in space. It can be shown that the polarization

vector relates to the electric field by

D = ε0E + P (3.2)

Because the polarization adds to the electric displacement field in the absence of

polarization it is best to view it as a means to decrease the electric field intensity in

the dielectric. Polarization depends on an external electric field and therefore can be
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re-written as

P = ε0χeE (3.3)

The parameter, χe, is electric susceptibility and is a measure of how susceptible a

material is to being polarized. If (3.3) is substituted into (3.2) it is written as

D = (ε0 + ε0χe)E (3.4)

The factor multiplied with the electric field is now re-written as

ε = (ε0 + ε0χe) = ε0(1 + χe) = ε0εr (3.5)

Which, results in the familiar constitutive relation

D = ε0εrE = εE (3.6)

Here, εr is the relative permittivity. This is a much more useful term than suscepti-

bility because the susceptibility is not easy to measure and the relative permittivity

can be directly measured. Now a simple relationship between the displacement field

and the electric field exists with the relative permittivity of a material being the

proportion.

3.1.2 Material Parameters

Materials not only have an electric response, but a magnetic one known as per-

meability µ. The permittivity ε, permeability µ, and conductivity σ of a linear,
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homogeneous, isotropic material are complex quantities given by

ε = ε0(ε′r − jε′′r) (3.7)

µ = µ0(µ′r − jµ′′r) (3.8)

σ = σ′ − jσ′′ (3.9)

Body tissue does not have a magnetic response and the relative permeability is µr

= 1 and µ′′ = 0. Because there is no magnetic response, the real part of the two

equations (3.7) and (3.9) are

ε′e = ε′r −
σ′′

ωε0

(3.10)

σ′e = σ′ + ωε0ε
′′
r (3.11)

Using Maxwell’s equations the complex permittivity εe is defined as

εe = ε0(ε′e − jε′′e) = ε0

(
ε′e − j

σ′e
ωε0

)
(3.12)

The power dissipated in the medium is described by the loss tangent referred to as

tanδ, where δ is the skin depth, shown by

tanδ =
ε′′

ε′
(3.13)

Now, using the constitutive equations shown in this section, expressions for the wave

number ke and the wavelength λe inside the dielectric are

ke = ω
√
µ0ε0

√
ε′e − j

σ′e
ωε0

λe =
2π

ω
√
µ0ε0

Re

{√
ωε0

ωε0ε′e − jσ′e

}
(3.14)
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Because some of these constants require an understanding at the atomic level it is

useful to consider ε′′r and σ′′ to be zero. As well as using the common notation that

σ′e = σ′. In this thesis the work of Gabriel in [31] is used for characterization of tissue

and these equations and considerations align with his work.

3.2 Modeling Equations for Tissue

As was described in previous sections, materials are electrically defined by their

permittivity ε and their permeability µ. To describe the behavior of the permittivity

in certain materials the Cole-Cole equation can be used. The Cole-Cole equation is a

more specific case of the Debye equation. These are relaxation equations that describe

the time change in permittivity due to changes in frequency and field strength. The

purpose of this work is to develop a system that will be implanted into live tissue

and therefore the dielectric properties of the tissues of a rat need to be taken into

consideration. The features of tissues have been reviewed and characterized in [32]

and further parameterized in [31]. The work done by Gabriel in [31] uses the four

parameter Cole-Cole equation, which is considered the most precise way to describe

the relaxation of a dielectric.

Polarization and dielectric relaxation were first described by Debye in [33]. In this

Debye explains the electric dipole moment and the torque applied on it by the ex-

ternal electric field. A brief summary of polarization is found in section 3.1.1. Here,

the mechanisms for bulk polarization of a material are described and parameterized.

An important parameter is the relaxation time τ , which is the time it takes for the

dipole moments in the material to revert back to a random state after the external
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field is removed. The work done by Gabriel characterizes tissue from 10Hz-100GHz

and over that frequency range are relaxation regions. These regions represent dif-

ferent polarization mechanisms that are all functions of the time constant τ . Debye

represents the polarization mechanism in the material by viscous damping and leads

to the expression

ε̂ = ε∞ +
εs − ε∞
1 + jωτ

(3.15)

In this Debye expression the term ε∞ is the permittivity at very high frequencies

and the term εs is the permittivity at very low frequencies. The magnitude of the

dispersion is expressed as ∆ε = εs − ε∞. A more specific case of the Debye model,

which accounts for dispersion of lossy materials, is the Cole-Cole model given by,

ε̂ = ε∞ +
εs − ε∞

1 + (jωτ)1−α +
σ

jωε0

(3.16)

In these expressions for permittivity the term ε∞ is the permittivity at frequencies

where ωτ � 1, εs is the permittivity at ωτ � 1, j2 = −1, σ is a conductivity

term, and ε0 is the permittivity of free space. The complex permittivity is expressed

as ε̂ = ε′ − jε′′, where ε′ is the relative permittivity and ε′′ = σ/ωε0. This means

that the real part of the complex permittivity is the relative permittivity and the

imaginary part can be used to calculate the conductivity.

There are three main relaxation regions α, β, and γ for low, medium, and high

frequencies respectively, as well as δ for minor dispersions. A relaxation in a dielec-

tric refers to the time delay between a change in the electric field and a change in

the polarization. This is analogous to hysteresis in magnetic materials. The low fre-
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quency α region is representative of the ionic diffusion in cell membranes. Over the

hundreds of kilohertz range, the β dispersion is due to the polarization of the cell

membranes. Finally, in the high frequency gigahertz range, the γ dispersion is due to

the polarization of water molecules found in the tissue [34].

Hurt shows in [35] that beyond 5 relaxation regions, for a Debye model, there is

little to be gained. For this reason, Gabriel suggests in [31] that the Cole-Cole model

will accurately describe biological tissue, with addition of the α term (not to be

confused with the relaxation region), which represents a broadening of the dispersion

spectra. These relaxations are functions of the electric field’s frequency ω. The main

focus for this work is the γ relaxation as it extends into the GHz range.

3.2.1 Cole-Cole Parameters for Rat Tissue

From [34] it is shown that the water content of a rat’s tissue changes with age. The

water content directly effects the γ relaxation and therefore the permittivity of the

tissue. Table 3.1 summarizes the Cole-Cole parameters for the tissues in rats as they

age. The ± terms correspond to a 95% confidence interval from the experimental

testing.

These functions of permittivity bring about a challenge in the design of an implant

in that the intrinsic impedance is a function of the relative permittivity. The param-

eters given in the table are used in the Cole-Cole equation, fixed at 2.45GHz, and the

relative permittivity and conductivity for the different tissues are plotted against age

in figure 3.1.

This shows that over the first 70 days of a rat’s life the water content, and therefore
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Table 3.1: Summary of Cole-Cole parameters for rat tissues with respect to age.
Taken at 37°C and with a 95% confidence interval [34]

τrelax ±τrelax σ ±σ
Tissue/age εs ±εs (ps) (ps) α ±α (S m−1) (S m−1)

Brain

New born 65.0 0.3 8.23 0.30 0.11 0.01 0.140 0.002
10 days 60.0 0.3 8.06 0.29 0.10 0.01 0.130 0.002
20 days 49.4 0.4 7.83 0.46 0.18 0.02 0.110 0.003
30 days 49.7 0.4 8.31 0.47 0.18 0.02 0.098 0.003
50 days 45.8 0.5 8.38 0.56 0.19 0.02 0.091 0.003
70 days 44.8 0.3 9.40 0.38 0.12 0.01 0.086 0.002

Skull

New born 39.9 0.2 9.21 0.31 0.17 0.01 0.097 0.001
10 days 32.5 0.3 10.05 0.43 0.24 0.01 0.06 0.001
20 days 30.2 0.5 11.04 1.03 0.25 0.03 0.05 0.003
30 days 27.1 0.6 12.72 1.49 0.28 0.03 0.042 0.003
50 days 27.8 1.0 13.55 2.96 0.32 0.04 0.036 0.005
70 days 18.3 0.3 15.60 1.44 0.22 0.02 0.024 0.001

Skin

New born 58.68 0.23 8.22 0.22 0.15 0.009 0.143 0.002
10 days 40.48 0.17 8.81 0.24 0.12 0.01 0.099 0.001
20 days 36.58 0.46 9.32 0.71 0.21 0.03 0.086 0.003
30 days 36.35 0.59 9.44 0.89 0.24 0.03 0.079 0.003
50 days 31.12 0.30 11.08 0.60 0.15 0.02 0.069 0.002
70 days 31.06 0.19 12.27 0.42 0.11 0.01 0.066 0.001

Muscle

New born 68.81 0.24 8.41 0.20 0.10 0.009 0.182 0.002
10 days 62.63 0.33 9.00 0.31 0.10 0.01 0.154 0.003
20 days 50.70 0.27 8.64 0.28 0.18 0.01 0.136 0.002
30 days 52.33 0.39 10.00 0.41 0.21 0.01 0.119 0.002
50 days 50.24 0.35 10.51 0.42 0.14 0.01 0.12 0.002
70 days 49.64 0.33 12.21 0.41 0.10 0.01 0.109 0.002

.
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(a)

(b)

Figure 3.1: (a) Permittivity and (b) conductivity for different rat tissues versus age
at 2.45GHz

the permittivity, changes by around 30-50%. If the permittivity of the rat’s tissues

are changing with age then the best practice would be to use a rat that is older than
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70 days. Using the Cole-Cole equation and the values provided in table 3.1 the plots

of relative permittivity and conductivity for relevant tissue over frequency are given

in figure 3.2.

Plotting the permittivity over frequency shows that is is constant over the entire

ISM band. This means that to simulate the phantoms that the Cole-Cole model does

not need to be entered, but simply a number. The conductivity does not appear to be

flat over frequency and the change across frequency for the different tissues is shown

in table 3.2.

Table 3.2: Conductivity at the low and high frequencies of the ISM band and the
percent difference across the band for rat tissues.

Tissue σ @2GHz
(
S
m

)
σ @3GHz

(
S
m

)
% Difference

Brain 1.317 1.344 2.03

Skull 0.523 0.541 3.38

Skin 1.029 1.051 2.12

Muscle 1.686 1.722 2.11

3.3 Antennas in Lossy Matter

Because the design in this work is intended to implanted into a biological subject,

the effects of the body on the antenna are one of the main aspects of design. This

section aims to to discuss the modification of antenna properties when embedded in

biological tissue. Using the model discussed in section 3.2 and the resulting dielectric

properties a tissue "phantom" can be constructed in simulation software to investigate

the effects on an antenna.

Biological tissue, and its corresponding dielectric response, have a strong effect on

a radiating element. The, typically, high relative dielectric constant of a tissue results
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(a)

(b)

Figure 3.2: (a) Permittivity and (b) conductivity for 70 day old rat using data from
[34].

in a lower resonant frequency for fixed sized antennas. The antenna will need to

be made larger to keep the resonant frequency constant. This effect is presented in
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Figure 3.3: Antenna proposed in [4] shown inside insulating material and a surround-
ing phantom.

[4], in which a spiral microstrip antenna is constructed and placed in a fluid which

resembles the dielectric properties of human skin. The antenna proposed by Kim in

[4] is shown in figure 3.3. The antenna is inside of a bio-insulating material and then

this is placed inside a lossless skin phantom.

Reflection coefficients, simulated in HFSS, for the antenna surrounded by free space

and the phantom are shown in figure 3.4. The phantom had a relative permittivity

εr = 49.6 and this shows how the dielectric loading effect of the phantom produces

a downward frequency shift of the resonance. Because the phantom is lossless it

presents a simple dielectric loading effect. When losses are applied to the phantom

then the current in the antenna may be altered, resulting in altered radiation per-

formance. This change in the current distribution and the radiation performance

explicitly demonstrates the need for an insulation layer around the antenna. Insulat-
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Figure 3.4: Simulated reflection coefficients of the work done in [4] where the radiator
is placed in free space and a lossless tissue phantom.

ing the antenna makes it less sensitive to placement in the body.

3.3.1 Power and Efficiency in Lossy Media

One of the major effects that lossy media has on a radiator is the amount of power

that it radiates. Consider the expression for the source power in a system

Psource = Prad + Pabs (3.17)

=

˛

Sr

Re{S · r̂}dS +
ω

2

ˆ

V

ε0ε
′′
e |E|2dV,

which is the average power Prad out of a spherical surface Sr of volume V , in which

there is power being absorbed, Pabs, and S is the Poynting vector. This expression

can be broken up into the near field and far field expressions as

Psource =

˛

Sr

Re{S(1/r2) + S(1/rn)} · r̂dS +
ω

2

ˆ

V

ε0ε
′′
e

[
|E|2(1/r2) + |E|2(1/rn)

]
dV

= PradFF + PradNF + PabsFF + PabsNF (3.18)
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The 1/r dependency in this expression indicates the near and far field, where 1/r2

terms indicate the far field (FF) and higher order terms indicate the near field (NF)

components (see section 2.2). In a typical free space scenario, the near field is mostly

reactive and will not strongly affect the radiated or absorbed power. Although, in the

case of small ground planes and lossy (conductive) dielectrics, the near field may well

couple with the nearby material [36]. This indicates that the presence of the tissue

will increase the losses of the radiator. It is because of this that an insulator becomes

mandatory when trying to radiate power out of the body, as in this thesis.

3.4 Insulating Materials

The need for an insulating material surrounding the implant has been demonstrated

and now material parameters are considered. Alumina is widely used to insulate

electrical components because of its high dielectric strength, low thermal conductivity,

and low electrical loss. According to manufacturers [37, 38] the dielectric strength

of 96% alumina is upwards of 175 (volts/mil), the thermal conductivity is as low as

1.15(W/mK), and the electrical loss (tanδ) is on the order of 1E-5 [39]. The company

Coltronics [38] manufactures a potting compound, Durapot 804, which is designed

for small electrical parts.

The implant can be put into a mold with potting compound poured into it. The

effects of the potting compound need to be accounted for in simulation and HFSS

contains a material setting for alumina. In HFSS the relative permittivity of alumina

is ε = 9.4, which is used for this design. Coltronics does not provide specific permit-

tivity values for the potting compound, but alumina is typically close to this value
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especially for high percentage compounds.



CHAPTER 4: ANTENNA DESIGN BACKGROUND

In order to facilitate the creation of a brain implant that fits within the specified

dimensions an antenna topology that is compact must be chosen. In this section

the design and background information of planar antennas will be discussed. Mi-

crostrip antennas are a popular choice when size is an important aspect of antenna

design - notably, cellular handsets typically feature PIFA antennas, which is a vari-

ation of a microstrip patch antenna. Not only is size a concern, but compatibility

with microelectronics that will be present in the implant. Components packaged in

SMD or IC form are usually routed with microstrip or stripline traces when placed

onto a printed circuit board (PCB). Choosing a planar microstrip antenna allows for

maximum compatibility with the electronics that will be part of the implant.

4.1 Embedded Microstrip

The antennas discussed in this section will all be planar structures. A planar

structure on a dielectric can be fed by multiple different feed types such as coax,

microstrip, and stripline. Feeding in all these cases will be done with microstrip,

since this is also a planar structure.

Because there is such a need for an insulation layer in the implant, there will be

a dielectric loading effect on all of the microstrip components. Not only will this

apply to the antenna, but also to the microstrip lines that feed the antenna and the
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components. Microstrip lines will become embedded microstrip lines and this effect

will change the way that the impedance of a microstrip line is calculated. A diagram

of an embedded microstrip line is shown in figure 4.1.

Figure 4.1: Embedded microstrip model with relevant parameters marked.

The calculation is similar to that of a normal microstrip line and is detailed below.

Embedded microstrip impedance may be calculated from the following equations if

the ratio of h1/h > 1.2

εeff = εr ·
(

1− exp
{
− 1.55 · h1

h

})
(4.1)

Z0em =
60
√
εeff
· log

{
5.98 · h

0.8w + t

}
(4.2)

Using these equations, if the insulating layer is alumina (εr = 9.4), then the input

impedance of a 0.3mm (≈ 10mil) line is 49.2Ω. This is the line width that will be

used to feed the antenna.

4.2 Derivation of Microstrip Patch Antenna Model

The microstrip patch has two viable models: the transmission line and cavity

models. The transmission line model offers an easier to visualize approach at the

expense of accuracy. For the sake of ease, the transmission line model will be used
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here. A microstrip transmission line can be thought of as having two dielectrics;

the actual substrate and air. Because of this the field lines do not all reside in the

substrate and there are parts of field lines in the air. This can be seen in figure 4.2 and

demonstrates that the line is electrically larger than it is physically. This gives rise

to the effective dielectric constant εreff . The effective dielectric constant serves to be

the dielectric constant of the single dielectric that would make the line electrically as

big as the desired physical line. For a microstrip line that does have air as the second

dielectric the value for the effective dielectric constant is in the range 1 < εreff < εr.

The effective dielectric constant is represented by

W/h > 1

εreff =
εr + 1

2
+
εr − 1

2

[
1 + 12

h

W

]−1/2

(4.3)

Figure 4.2: (a) A microstrip line on a substrate with relative dielectric constant εr.
(b) Field lines associated with a microstrip line. (c) A buried microstrip line in a
homogeneous dielectric represented by εreff .

This notion that a microstrip transmission line is electrically bigger than the phys-



38

ical line can be directly applied to a microstrip patch antenna. The physical length

of a patch antenna is extended by the fringing fields at the ends of the length by ∆l.

This extra length is a function of the aforementioned relative dielectric constant and

the ratio of the width to height (W/h). This can be seen graphically in figure 4.3 and

the ∆l can be solved for by

∆l

h
= 0.412

(εreff + 0.3)

(
W
h

+ 0.264

)
(εreff − 0.258)

(
W
h

+ 0.8

) . (4.4)

Figure 4.3: (a) Side view of a patch antenna with field lines visible. (b) Top view of
a patch antenna

The extension of the length by ∆l on both sides leads to an effective length of

Leff = L+ 2∆L (4.5)

The resonant frequency of a patch antenna in the dominant TM010 mode is a func-

tion of its length and the material properties of the substrate. The usual expression
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for the frequency does not take the fringing effects into account and is updated by

substituting L with Leff . which is given by

(fr)010 =
1

2Leff
√
εreff
√
µ0ε0

=
1

2(L+ 2∆L)
√
εreff
√
µ0ε0

(4.6)

These equations can be rearranged to be more useful for the design of a patch

antenna. Equations (4.5) and (4.6) are rearranged to be functions of the design

variables (εr , fr , and h) as

W =
1

2fr
√
µ0ε0

√
2

εr
+ 1 (4.7)

L =
1

2fr
√
εreff
√
µ0ε0

− 2∆l (4.8)

This can be used to to design a reference patch antenna. The substrate used

for the antenna is Rogers TMMi 10 which has a relative dielectric constant εr =

9.8.Using equations (4.7) and (4.8) the antenna is designed to have W = 26.33mm

and L = 19.55mm. Simulating the designed antenna in HFSS results in a resonance

at 2.45GHz which is shown in figure 4.4. This is too large for the specifications and

needs to be miniaturized.

4.3 Miniaturization of Antennas

There are many methods to miniaturizing an antenna to make it an ESA. Spirals

can provide physical length in a compact package and allow control of the reactive

portion of the impedance, as in [40, 41]. The PIFA (planar inverted F antenna), adds

a shorting post to a patch antenna and effectively reduces the size by half and is a

popular choice for medical implants and handsets [42, 43]. Additional slots cane be
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Figure 4.4: (a) HFSS model of the designed microstrip patch antenna with W =
26.33mm and L = 19.55mm. (b) Simulated Z parameters

added to a PIFA for dual band operation or impedance control [44]. Many other

techniques may be used, but the topic of interest for this thesis is the PIFA.

High permittivity materials can also be used to make an antenna electrically

smaller. As shown in [45], a high permittivity material can decrease the size needed
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for the antenna, but can increase the losses present. Therefore, there is a sacrifice of

performance for size.

4.3.1 Planar Inverted F Antennas

The transmission line model for the patch antenna is effective in designing and

understanding the simple planar patch antenna. With the addition of the shorting

post and the creation of a PIFA it is useful to investigate the cavity model. The patch

can be modeled as a dielectric loaded cavity. When power is injected into the patch

charge accumulates on the patch and on the ground plane. There are two forces that

in play: an attractive and repulsive force as shown in figure 4.5.

Figure 4.5: Charge distribution and currents in the patch cavity mode

The attractive force is between the charge on the bottom of the patch and the

ground. This force tends to keep the charge accumulated on the bottom of the

patch. The repulsive force exists between like charges on the bottom of the patch and

pushes charge to the top of the patch. Since opposite charges exist on the top and

bottom of the patch there is now a top and bottom current density on the patch, Jt

and Jb respectively. For a typical patch the ratio h/W is very small the attractive

force dominates. This makes the current density Jt very small and allows the four

boundaries, defined by the edges of the patch, to be modeled as PMC surfaces (perfect
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magnetic conductor). The PMC boundaries ensure the normalized field modes under

the patch.

Cavity mode resonance is now derived from [25]. The fields for the cavity mode

must satisfy the following

Ex = −1

ε

∂z
∂y

Ey =
1

ε

∂Fz
∂x

Ez = 0

Hx = −j 1

ωµε

∂2Fz
∂x∂z

Hy = −j 1

ωµε

∂2Fz
∂y∂z

Hz = −j 1

ωµε

(
∂2

∂z2
+ β2

)
Fz

(4.9)

where Fz is a scalar potential function and is the z component of the potential function

F. This potential function must satisfy the scalar wave equation

∇2Fz(x, y, z) + β2Fz(x, y, z) = 0 (4.10)

The boundary conditions on the top and the bottom of a rectangular cavity are

Ex(0 ≤ x ≤ a, y = 0, z) = Ex(0 ≤ x ≤ a, y = b, z) = 0 (4.11)

Ez(0 ≤ x ≤ a, y = 0, z) = Ez(0 ≤ x ≤ a, y = b, z) = 0 (4.12)

on the left and right walls they are

Ey(x = 0, 0 ≤ y ≤ b, z) = Ey(x = a, 0 ≤ y ≤ b, z) = 0 (4.13)

Ez(x = 0, 0 ≤ y ≤ b, z) = Ez(x = a, 0 ≤ y ≤ b, z) = 0 (4.14)

Here, the terms a and b refer to the dimensions of the cavity, where a is the width

and b is the height. The potential function Fz is represented by standing waves and
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is written as

Fz(x, y, z) = Amcos(βxx)cos(βyy)[C3cos(βzz) +D3sin(βzz)] (4.15)

βx =
mπ

a
m = 0, 1, 2, ...

βy =
nπ

b
n = 0, 1, 2, ... (4.16)

m and n not both 0 simultaneously

Because the PIFA is a cavity resonator, there is an additional boundary condition for

the front and back walls given by

Ex(0 ≤ x ≤ a, 0 ≤ y ≤ b, z = 0) = Ex(0 ≤ x ≤ a, 0 ≤ y ≤ b, z = c) = 0 (4.17)

The boundary conditions are now applied and the Ex component is

Ex(x, y, z) = −1

ε

∂Fz
∂y

=
βy
ε
Amncos(βxx)sin(βyy)[C3cos(βzz) +D3sin(βzz)] (4.18)

Applying the boundary condition in (4.17) it is shown that

Ex(0 ≤ x ≤ a, 0 ≤ y ≤ b, z = 0) =
βy
ε
Amncos(βxx)sin(βyy)[C3(1) +D3(0)] = 0

→ C3 = 0 (4.19)

Ex(0 ≤ x ≤ a, 0 ≤ y ≤ b, z = c) =
βy
ε
Amncos(βxx)sin(βyy)D3sin(βzc) = 0

→ sin(βzc) = 0→ βzc = sin−1(0) = pπ

→ βz =
pπ

c
, p = 1, 2, 3, ... (4.20)

This reduces the expression for the potential function to

Fz(x, y, z) = Amnpcos(βxx)cos(βyy)sin(βzz) (4.21)
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where

βx =
mπ

a
, m = 0, 1, 2, ...

βy =
nπ

b
, m = 0, 1, 2, ...

βz =
pπ

c
, m = 0, 1, 2, ... (4.22)

m and n not both 0 simultaneously

All of the electric and magnetic field components can be found in appendix A. Now,

using (4.22) the dispersion relation for the cavity mode can be expressed as

β2
x + β2

y + β2
z = β2

r = (2πfr)
2µε (4.23)

or

(fr)
TE
mnp =

1

2π
√
µε

√(
mπ

a

)2

+

(
nπ

b

)2

+

(
pπ

c

)2

m = 0, 1, 2, ...

n = 0, 1, 2, ...

p = 1, 2, 3, ...

m and n not both 0 simultaneously

(4.24)

The patch antenna can also be viewed as an open circuit stub. This means that

the current at the end of the patch is zero, maximum at the center of the patch, and

ideally zero at the beginning of the patch. The reflection coefficient of an open circuit

is +1 and this means that the voltage is maximum at the edges and minimum at

the center. This demonstrates why the input impedance of the patch is high since

the voltage is maximum and the current is minimum. It also explains why the patch

antenna radiates - the fringing fields on the edges are in the same direction and add
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in phase producing radiation. The currents on the patch and the ground add in phase

but are in opposite directions, so they cancel each other out. Therefore the patch is a

voltage radiator. This is demonstrated in figure 4.6 with an HFSS simulation where

the E-field vector is plotted.

Figure 4.6: The simulated E-field distribution for the cavity mode of a patch antenna
plotted in vector format in HFSS

The shorting post added in the PIFA is a physical short to ground. This replaces

the virtual ground that arises in the half-wave patch antenna. Therefore, the same

field distribution described in the cavity mode of the patch antenna is now valid for

the PIFA. The difference is that the trailing edge (opposite the feed) is a PEC (perfect

electric conductor) since it is a physical via.

The resonant frequency of the dominant mode is approximated by [46]

f0 =
c

4(W + L)
√
εr

(4.25)

This is a very simple equation which relates the area of the antenna to a quarter

wavelength in the dielectric material. It is derived from the monopole antenna, in that

the physical length of the antenna is quarter wavelength. While this equation is not

very comprehensive, it can be used to begin a design. More in depth equations have
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been generated such as in [47], but for a PIFA that is shorted with a through-hole

via it is suggest in [48] that a more realistic approximation is given by

f0 =
c

4 · 0.9 · (W + L− πd)
√
εr

(4.26)

where d is the diameter of the through-hole and the term 0.9 comes from calculated

versus measured results done in [48].

A model of a patch with a shorting post is designed in HFSS and can be seen in

figure 4.7.

The patch was put on the top layer and the feed was placed on the bottom layer

with a ground layer in between. Each dielectric layer is 20mil and each copper layer

is 1oz. The dielectric layers are TMM 10i with a relative permittivity of 9.8. In a

patch with a single shorting post it is typically placed in the corner as to maximize

the current path, as shown in figure 4.8. The feed position is chosen to minimize the

input impedance to better match with the typical 50Ω. Using (4.26), for a frequency

of 2.45GHz the W + L is 10.8mm. This was simulated and through experimentation

it was found that a W + L of 11.3mm resulted in a resonant frequency of 2.45GHz.

The ground plane is 20mm×20mm, which is the maximum size allowable in the

specifications.

Even with the feed pin placed very close to the shorting pin, and thus minimizing

the impedance, there is still a very large impedance presented by the antenna. Getting

a good match with this antenna will be difficult and it is clear that efforts need to be

made to reduce the input impedance. This was shown in [49] where even after trying

to optimize the placement of the feed and the short a suitable input impedance match
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Figure 4.7: (a) HFSS model of a shorted patch with the patch, ground, feed via, short
via, and dielectric visible. (b) Plot of the simulated Z parameters.

was not achievable. Slots were introduced into a regular PIFA to control the input

impedance and achieve a wide reflection coefficient 10dB bandwidth.
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Figure 4.8: Current lines of a shorted patch antenna with a single shorting post in
the corner. This shows the maximum length of the current path.

4.4 PIFA with single open circuit slot

One technique to reduce the input impedance of a PIFA is to introduce a slot into

the patch. There are two types of slots that can be added: inductive and capacitive.

Shown in [50], single or multiple slots can be added in order to more finely control the

input impedance. This concept can also be used to create a dual-band functionality.

A simple model of a PIFA with a single slot is shown in figure 4.9. The slot location

impacts the path of the current and this is what can lead to the inductive or capacitive

load on the input impedance. When a slot is added to the right of the feed, as in

figure 4.10(a), then the current (or magnetic field) is confined to the area near the

feed and inductively loads the input. In figure 4.10(b) the feed is now electrically

further from the ground, raising the resistance, and the current in confined between
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the input and the short, which capacitively loads the input.

Figure 4.9: PIFA with a single slot showing the two paths of current and the dual-
band functionality this creates.

The slot location impacts the path of the current and this is what can lead to the

inductive or capacitive load on the input impedance. When a slot is added to the

right of the feed, as in figure 4.10(a), then the current (or magnetic field) is confined

to the area near the feed and inductively loads the input. In figure 4.10(b) the feed

is now electrically further from the ground, raising the resistance, and the current is

confined between the input and the short, which capacitively loads the input.

Figure 4.10: PIFA with (a) inductive tuning slot and (b) capacitive tuning slot added.
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4.5 PIFA with U-shaped Slot

Similar to the open circuit slot, a U-shaped slot can be added to a PIFA to create

a dual-band functionality, as well as tune the input impedance. Presented in [46, 51,

52, 53], a slot with the length and width of a second resonance is added into the patch

which can be seen in figure 4.11.

Figure 4.11: PIFA with a U-shaped slot that adds dual band functionality.

The parameters L1 and W1 refer to the lengths and widths of the lower resonance

and the parameters L2 andW2 refer to the lengths and widths of the higher resonance.

These are calculated using 4.26 much like a regular PIFA. The difference is that tuning

of the input impedance has more degrees of freedom with the gap width of the slot

and the placement of the slot playing a factor. It was shown in [53] that the outer

dimensions, L1 and W1, only affect the lower resonance and not the upper resonance,

while the opposite is true for the inner dimensions. The width of the U slot affects
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the VSWR bandwidth of both frequencies and moving the placement of the slot can

shift the resonant frequency and the input impedance.

4.6 Effect of High Permittivity Materials on PIFAs

As discussed in section 4.3, high permittivity substrates can be used to miniaturize

an antenna, at the cost of performance. Shown specifically for PIFAs in [54], the use

of high permittivity materials can severely impact the performance of the antenna.

It was shown that on an alumina substrate, with relative permittivity ε = 9.4, a

percent bandwidth of 0.5% is achieved. Another substrate, Roger 3210 (ε = 10.2),

was also used and this was able to achieve a percent bandwidth of 0.2%. Overall, the

bandwidth decreases as the relative permittivity increases. The two materials also

showed a very low gain because of the high loss compared to the other materials used

in the test. When the tanδ was set to 0 very high gain was achieved. Therefore, the

high permittivity can help gain if the material has a very low loss.

4.7 Effect of Ground Plane Size on Radiation Performance

The effect of the size of the antenna compared to the size of the ground plane is

considered in [55]. A patch antenna was designed in HFSS and the length that the

ground plane extended past the patch was varied. It was found that when the length

that the ground extended past the antenna was minimum, that the 3dB bandwidth

of directivity was therefore maximum. A wide beam is desirable in this application

because the specimen is moving around the enclosure. Ergo, a ground plane that

extends as little as possible past the antenna is advantageous.



CHAPTER 5: DESIGN AND SIMULATION OF PROPOSED ANTENNA

The background and theory discussed previously is now implemented to design a

shorted microstrip patch antenna with a single open slot. This antenna is designed

to operate in the ISM 2.4GHz band and is initially designed to operate at a center

frequency of 2.45GHz. The antenna design is truly that of a dual band PIFA, where

the fundamental resonance is at 725MHz and the second resonance is at 2.5GHz. A

slot is inserted into the antenna to reduce and control the impedance at the second

resonance. A single band PIFA that has a fundamental resonance at 2.45GHz would

offer a smaller design, but the larger antenna has its benefits. Because there will

need to be electronics on the design as well, the ground plane will need to remain

relatively large to accompany the SMD components. The larger antenna size, for

a fixed ground plane, helps to widen the beam. A wide beam is necessary for the

implanted antenna because the host is roaming around. Having a wider beam enables

the receive antenna to in the telemetry link to connect to the implant over the area

of the enclosure better. If the ground plane was much larger than the antenna then

it would serve to reflect more energy and reduce the beam width, as shown in section

4.7.
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5.1 Proposed Antenna Design

5.1.1 Material Selection

To begin the design some initial specifications need to be decided. The dielectric

material used in the design will be the Rogers Tmm 10i laminate. This material is

chosen for its very high relative permittivity, it can be made very thin (20mil), it is

designed for microstrip and stripline applications, has very low thermal coefficient of

dielectric constant, and is relatively low loss. The high relative permittivity enables

the design to be electrically small and helps the antenna interface with the insulating

material. The insulation material has a relative permittivity of 9.4 and the dielectric

has a permittivity of 9.8. Although the high dielectric constant will create more

coupling inside the material and reduce the radiation away from the antenna, the

high dielectric constant is necessary to achieve the physical size. The loss tangent in

HFSS is given as 0.002. Material parameters for the the Tmm 10i laminate are given

in table 5.1.

Table 5.1: Material parameters for the Rogers Tmm 10i laminate [2].

Electrical Properties

Dielectric
Constant
(process)

Dielectric
Constant
(design)

Thermal
Coefficient of
Dielectric
Constant

Volume
Resistivity

Electrical
Strength

9.80± 0.245 9.9 -43 (ppm/K) 2× 108

(MΩ·cm)
267 (V/mil)

The dielectric thickness that will be used is 20mil. This thickness is chosen to keep

the microstrip lines small. A thin dielectric is also good for radiation purposes in
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that a broader radiation pattern can be achieved. The conductor is a 1oz copper

(0.035mm) on the dielectric.

The insulation layer is made from alumina, as discussed in section 3.4. Alumina

is chosen for its high bio-compatibility, its excellent heat performance, and its low

electrical conductivity. The insulation layer is necessary to protect the tissue from

the electrical components and to simultaneously protect the electrical components

from the lossy tissues. The choice of alumina will degrade the performance of the

antenna, but the insulation is paramount.

5.1.2 Design Specifications and Parameters

The design begins in the HFSS simulation software and the final design is shown

in figure 5.1.

(a) (b)

Figure 5.1: (a) Top and (b) bottom views of the final PIFA design modeled in HFSS
with relevant measurements marked.

The terms La and Wa refer to the length and width of the insulating layer. The
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height of the insulating layer in the final design is a total of 5.5mm. This leaves

2.17mm above the radiator and 2.24mm below the bottom trace. In order to leave

space for the feed via, a portion of the ground plane is taken out, a circle with diameter

Gapdia. Pads, shorted to ground, were placed on the bottom layer so that an SMA

connector could be soldered onto the design for testing. The width of the feed, which

becomes a buried microstrip line when the antenna is loaded with the insulating layer,

results in an impedance of 49Ω. There is a feed via that connects the bottom trace

to the antenna on the top layer, as well as a shorting via that connects the antenna

to ground, both 0.2mm in radius. The vias are shown in figure 5.2.

Figure 5.2: Vias shown in the final design.

The dimensions marked in figures 5.1 and 5.2 are given in table 5.2. This is the final

design for the purpose of this thesis. For the true final design that will be integrated

with the entire WBAN the SMA pads would not be in the design. Additional layers,

as well as components, would be added on the back layer when the design is integrated

with electronics.
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Table 5.2: Dimensions for the final PIFA design.

Dimension Value (mm)
Lp 21
Wp 12
Lg 22
Wg 22
Ls 18.9
Ws 4.8
Wf 0.3
W1 2.2
La 22.4
Wa 22.4

Gapdia 1.8
L1 9.5
L2 7.75
L3 8

Lpad 3.95
Wpad 2.5
Fx 0.75
Fy 0.5
Sx 0.25
Sy 0.5

5.1.3 Final Design Performance

The implanted radiation performance of the final design is now presented. The

reflection coefficient and the 10dB bandwidth of the design is shown in figure 5.3.

The achieved bandwidth of the device is 10MHz, which is in line with the information

in section 4.6. While this is a meager 0.4% bandwidth, this is preferable because it

reduces the need for extensive filtering when eternal electronics are added. This is

also more than enough bandwidth to send the signals captured from the brain probes,

even at the maximum data rate described in section 1.2.1.

The directivity of the antenna, as well as the beamwidth, is shown in figure 5.4.
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Figure 5.3: Reflection coefficient of the final design as simulated in HFSS.

Directivity is taken at two planes along the antenna: the φ = 0° and the φ = 90°

plane. Beam width is calculated by taking the 3dB width of each of these planes.

Maximum directivity in the 0° and 90° planes is 5.22dBi and 5.16dBi respectively.

The 3dB beamwidth is 119°and 128° in the 0° and 90° planes respectively. It is also

important to note that the directivity in the reverse directions is very low, peaking

around -2dB. The reverse directions are those that point towards the rat’s brain and

it is desirable to have as little energy as possible in those directions.

A comparison of the antenna designed in this work with those designed in other

works is given in table 5.3.
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Figure 5.4: Total directivity of the final design as simulated in HFSS.

Table 5.3: Comparison of performance with selected works.

Reference Antenna
Type

Operating
Fre-

quency

Size
(mm2)

%BW Max di-
rectivity
(dBi)

Beam
width
(de-
grees)

[56] PIFA ISM 54.35 8.1 2.91 124.5

[57] PIFA MICS 156.25 2.2 1.65 97.6

[58] PIFA MICS/ISM 200 13.9/8.2 – –

[59] PIFA MICS 488 1.7 2.61 252

This work PIFA ISM 484 0.4 5.2 128

5.2 PIFA in Tissue Phantoms

5.2.1 Tissue Variations

To account for the tissue that the antenna will be implanted in, tissue phantoms

were created in HFSS using data from section 3.2.1. The values used for the permit-

tivity and conductivity for each tissue are listed in table 5.4.

Because the implant will be in the rat’s skull, the thickness of the skull, skin, and
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Table 5.4: Tissue parameters used in the final design.

Tissue Permittivity
(εr)

Conductivity
(σ)

tanδ

Skin 31 1.04 0.14

Bone 18 0.53 0.12

Brain 45 1.33 0.12

muscle need to be investigated. According to [60, 61] the thickness of the skin ranges

from 0.5mm to around 1mm. The mean thickness of a rat skull was found to be 0.7mm

in [62], but could range from 0.5mm to 1mm as well. Assuming that the implant will

not be in the brain, but can extend all the way through the skull, simulations were

run at the edge cases. The tissue phantoms extended 4.8mm away from the edges of

the insulating layer. Figure 5.5 shows the model setup in HFSS. Thickness of 0.5mm

and 1mm were then used for each layer to understand the effect that the changing

thickness might have on the implant. Each simulation was done with the implant

at full depth, or adjacent to the brain phantom. The brain phantom extends 4mm

below the insulation. Losses were used in the phantoms for these simulations.

As it can be seen in figure 5.6 the implant is invariant to the thickness of the

tissue. The insulation layer, while providing its own dielectric loading effect, shields

the antenna from the more serious effect of the lossy tissue. The tissue thicknesses

are very small and the insulation layer is very thick, which exemplifies the need for

the insulation layer.
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Figure 5.5: HFSS model used for varying the thickness of the skin and bone phantoms.

Figure 5.6: The reflection coefficient seen when varying the thickness of the skin and
the bone phantoms to account of variation in actual rat tissue.

5.2.2 Simulated Specific Absorption Rate

In order to verify if the antenna is safe to implant in biological tissue the SAR

is calculated. The limit for SAR, as mentioned in section 1.2, is 1.6W/kg in a 1g
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averaged mass. HFSS has a built in calculation for SAR that uses IEEE Standard

P 1528.4 to calculate it. The calculation takes into account the mass density of the

material that is defined, the averaging weight (in this case 1g), and a voxel size. The

equation used to calculate the average SAR is shown in (2.21). The program then

divides the tissue into voxels, which is a 3-dimensional object, and calculates the

average SAR in that volume. The mass density of the three tissues used is laid out

in table 5.5. Typical mass densities for organs is around 1(g/cm3), whereas bone is

much more dense.

Table 5.5: Mass density used in HFSS for the tissues present in a rat [3].

Tissue Mass Density (g/cm3)

Skin 1

Bone 1.2

Brain 1.05

The input power to the antenna was then varied to determine when the SAR in the

tissues exceeded the recommended safe limit. It was found that an input power value

of 8.5mW (9.29dBm) produced a peak average SAR of 1.54W/kg in the brain tissue.

The SAR measured in the bone and the skin is lower due to the lower conductivity in

those tissues. The maximum output of the Texas Instruments CC2543 SOC (system

on chip) is 5dBm, which is equivalent to 3.16mW. The simulation was also run with

this input power to calculate the maximum SAR that the antenna would output in

the proposed system. The following figures depict the tissues and their calculated

SAR at the two input power levels.
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(a)

(b)

Figure 5.7: SAR as calculated by HFSS in skin tissue with (a) 8.5mW input power
and (b) 3.16mW input power.



63

(a)

(b)

Figure 5.8: SAR as calculated by HFSS in bone tissue with (a) 8.5mW input power
and (b) 3.16mW input power.
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(a)

(b)

Figure 5.9: SAR as calculated by HFSS in brain tissue with (a) 8.5mW input power
and (b) 3.16mW input power.
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As it was shown in figure 5.9b, the maximum SAR that is calculated is 0.583W/kg

in brain tissue with a 3.16mW input power. Therefore, even with the maximum

output power available from the SOC, the antenna is well within safe limits for the

surrounding tissue.



CHAPTER 6: RF COMMUNICATION SYSTEM

The implant for the WBAN is not complete until there is a communication system

present to interface the electrode grid with the antenna. For this implant the data is

coming from a grid of 32 electrodes placed on the brain similar to the one shown in

[63].

Figure 6.1: Electrode grid placed on the brain to collect the iEEG signals [63].

The voltage signals coming from the electrode grid are random signals that can

vary between 10Hz to 7kHz and have very small amplitudes. These signals will need

to be processed in order to be sent over the wireless telemetry link. In its simplest

form, the communication system will feature a low noise amplifier, a modulator, and

a filter.

Because the amplitudes of the brain signals are so small the amplifier is needed

to take those signals to a usable level for transmission. The mixer would mix the

signals up to the 2.4GHz ISM band for transmit through the antenna, with the high
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Figure 6.2: Block diagram of the communication system for taking the brain signals
to the antenna.

frequency signal coming from a local oscillator (LO). The high pass filter allows the

high frequency signals to pass and blocks any DC biasing for the amplifier and low

frequency noise in the circuit. The signals are then sent over the wireless telemetry

link where, at the base station, the signals can go through a seizure detection algo-

rithm for further study. This is discussed in [64], where a similar system is shown

and a seizure detection algorithm is presented. Because none of the processing needs

to be done on the implant itself, the circuitry can be minimal and all the processing

can take place at the base station.

6.1 Components for Communication System

Off the shelf components may be used to achieve the communication system for a

relatively low cost. While these components may be cost effective, they are usually

not designed for extremely specific applications and may take up extra space. Intan

technologies manufactures the RHD2000 series of integrated circuits that is designed

for neural recording. The RHD2132 is a digital elecrophysiology interface chip that

features 32 input channels with fixed gain amplifiers that feed into an analog multi-

plexer that is then digitized through a single ADC. This chip has fixed gain amplifiers

that produce sufficient gain for the low amplitude brain signals without boosting the
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signals high enough such that the ADC cannot resolve the voltage steps [65]. A

simplified block diagram of the RHD2132 can be seen in figure 6.3.

Figure 6.3: Block diagram of the Intan RHD2132.

The output of the RHD2132 is a low voltage differential signaling (LVDS) serial

peripheral interface (SPI), which interfaces well with other digital chips on the same

board. This means that the chip select, clock, and master-out slave-in (MOSI) pins

are are differential and communicates with a voltage difference between two wires.

Amplifier bandwidth can be easily controlled through programming of on-chip resis-

tors or with off-chip resistors. The ADC in the chip has a maximum sample rate

of 30k samples/s. This can be adjusted lower for a loss of accuracy, but a gain in
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bandwidth. The low frequency signals that this chip is digitizing should only need

sampling on the order of 1k sample/s, so the ADCs in the chip are more than ade-

quate. The total package size of the chip is 8mmx8mm and does not need many off

chip components. While, this chip can take the low voltage signals from the brain,

amplify them, and ultimately digitize them, they are not able to be sent directly to

the antenna for transmission.

The Texas Instruments CC2543 system-on-chip (SoC) is a fully featured single chip

transceiver and micro-controller unit (MCU). This chip has the ability to interface

with SPI, has a programmable frequency output in 1MHz steps, is low power, and

comes in a 5mmx5mm package size. The CC2543 is able to take the digital signals

from the RHD2132 as an input and is able to mix them up to the required frequency

in the 2.4GHz ISM band. Because this is an SoC, it features an MCU with 1KB of

random access memory (RAM) that can be used to store brain signals over time and

send the packet as a burst signal so that the system is not functioning at all times,

saving power and reducing heat. In transmit (Tx) mode, the CC2543 uses a mere

26mA of current at a transmit power of 0dBm (1mW). Because the brain signals are

not constant, and they are so low in bandwidth, they can be stored in RAM for some

time, the power usage and heat generation can be kept at a minimum. The SoC

also features a very intuitive software called SmartRF Studio. This allows the chip

to be programmed easily from a Windows based computer. The maximum data rate

of the SoC is 2Mbps (with GFSK modulaton), which falls just shy of the 2.05Mbps

maximum data rate, but that is with a sample rat of 4kbps. The low frequency signals

could be sampled at a lower rate and the data could still be captured, provided it is
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still sampled above the Nyquist rate. The modulation also allows for the signals to

fit within the 10MHz bandwidth of the antenna - the actual output of the chip is a

1MHz bandwidth signal that can be centered in steps of 1MHz.

The two chips were placed into a schematic with corresponding SMD components

for external matching. The entire schematic of the system is done in Eagle and is

presented in figure 6.4. The bill of materials for the schematic is detailed in appendix

B. The schematic is adapted from the reference designs given by the manufacturers

for both chips. There are 32 pads for soldering the electrodes that will serve as inputs

to the RHD2132. The SPI pins on the RHD2132 are wired to the first port of the

CC2543, which can be programmed and controlled with the MCU. A balun is built

from the the reference design that matches the RF outputs on the CC2543 to a single

ended 50Ω antenna.

Because the designed antenna is a microstrip antenna, the board can be a six layer

PCB where there is three signal layers, two ground layers, and a power layer. The

bottom four layers, which contain the routing for the antenna feed, the power plane,

the ground for the components, and the component routing are detailed in figure 6.5.

The stackup for the board, shown in the design rule check (DRC) is shown in figure

6.6. In this PCB design all the routing is done on the top layer. There is a ground

pour on the top layer and this is shorted to the ground layer to ensure a good ground

connection across the board. The power layer is simply connected to the VDD pins

on the components and there are decoupling capacitors at the pins.
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(a) (b)

(c) (d)

Figure 6.5: The four layers of the designed PCB where (a) is the top, (b) is the
ground, (c) is the power, and (d) is the bottom layer.
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Figure 6.6: Layer stackup for the PCB as shown in the DRC.

This was left with no routing and a power supply can be added, like the one

mentioned in section 1.1. The bottom layer also does not have routing and is in-

tended for the routing to the antenna feed. The overall dimensions of the PCB are

46.7x26.7mm, which is significantly bigger than the dimensions of the designed an-

tenna. The antenna placement would determine the routing needed on the bottom

later. The thickness of the board is 0.74mm, which, along with the thickness of the

components, will add 1.75mm to the overall thickness of the implant.



CHAPTER 7: CONCLUSIONS

7.1 Antenna Performance

In table 1.2 a summary of the specifications needing to be met were laid out for

completion of this work. Starting with the first reference, S01, with the careful

consideration of biological tissue and the phantoms created in simulation, the implant

meets the SAR specifications and bio-compatibility needed to be implantable. The

bio-compatibility of the implant also meets the specifications for S03. The insulation

layer that provides the bio-compatibility also provides an excellent life span and meets

the specification for S05 as well.

The second reference, S02, is where the design falls short of the necessary spec-

ifications. The final size of the implant is 2.2x2.2x5mm2, which is bigger than the

maximum volume. The antenna presented in this work is large because of the use of

the second resonance. While, it was shown that this can improve the beamwidth of

the antenna, a smaller design may be necessary for the design to be implantable.

For S04, the frequency of operation, the designed antenna does operate within the

2.4GHz ISM band and has a bandwidth that supports the maximum data rate of

signals produced by the brain.
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7.2 Future Work

The complete synthesis of the WBAN includes fabrication and miniaturization of

the components discussed in this thesis. Fabrication and testing needs to be performed

in order to optimize design for necessary design tolerances and simulation error. The

antenna, as well as the tissue, and entire PCB, should be fabricated to be tested

against the simulation. Fluid can be made with tuned dielectric parameters that can

emulate those of biological tissue. This will validate the dielectric effects that the

tissue presented in HFSS.

The communication system, while functional, would benefit from being custom

designed rather than off the shelf. The components selected are rather bulky and

may have features or components that are not salient to this application. An all in

one chip with carefully selected features would have a lower power consumption and

parameters specifically tuned for the task at hand. A custom made part, even with

additional SMD components, and solder pads for the electrodes could probably be

made to fit on the bottom plane of the antenna.

The power supply needs to be incorporated into the implant as well. Because

the implant should be battery-free, the wireless power supply needs to be added to

interface with the power plane in the PCB.
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APPENDIX A: FIELD COMPONENTS OF CAVITY MODES

Using (4.9) and (4.21) the rest of the field components may be expressed as

Ex =
βy
ε
Amnpcos(βxx)sin(βyy)sin(βzz) (A.1)

Ey = −βx
ε
Amnpsin(βxx)cos(βyy)sin(βzz) (A.2)

Ez = 0 (A.3)

Hx = j
βxβy
ωµε

Amnpsin(βxx)cos(βyy)cos(βzz) (A.4)

Hy = j
βyβz
ωµε

Amnpcos(βxx)sin(βyy)cos(βzz) (A.5)

Hz = −jAmnp
ωµε

(−β2
z + β2)cos(βxx)cos(βyy)sin(βzz) (A.6)



83

APPENDIX B: BOM FOR SCHEMATIC OF COMMUNICATION SYSTEM

Reference Package Value

R1 0402 0Ω

R2 0402 56kΩ

C1 0402 18pF

C2 0402 18pF

C3 0402 1pF

C4 0402 1pF

C5 0402 1pF

C6 0402 1µF

C7 0402 12pF

C8 0402 12pF

C9 0402 100nF

C10 0402 100nF

C11 0402 100nF

C12 0402 100nF

C13 0402 100nF

C14 0402 100nF

C15 0402 100nF

C16 0402 100nF

L1 0402 2nH
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L2 0402 2nH

L3 0402 1nH

L4 0402 3nH

Q1 FA-128 32MHz crystal

U1 QFN 32pin CC2543

U2 QFN 56pin RHD2132

Table B.1: Bill of materials for the schematic in figure 6.4.


