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ABSTRACT

ABILASH THAKALLAPELLI. Approaches for real-time frequency dependent
reduced order modeling and wide-area control of modern power grid. (Under the

direction of DR. SUKUMAR KAMALASADAN)

In this dissertation, approaches for measurement based real-time wide-area damp-

ing controllers (WADC), are studied for renewable energy integrated power grid. For

this, first, a model-free algorithm for multi-input-multi-output (MIMO) transfer func-

tion identification of the power system is presented. The MIMO identification is based

on actual measurements which can monitor changes in the grid as opposed to con-

ventional methods that are based on the small-signal analysis. An optimal control

loop for WADC is estimated using the identified MIMO system. The WADC design

is based on the discrete linear quadratic regulator (DLQR) and Kalman filtering for

real-time damping of inter-area oscillations. This methodology is then modified by in-

corporating an online coherency properly characterizes real-time changes. The WADC

architecture is then decentralized using the Alternating Direction Method of Multi-

pliers (ADMM). Further, for large-scale power system implementation, Frequency-

Dependent Network Equivalent (FDNE) are designed that can aggregate the power

grid based on the study area and external area classified utilizing the grid prop-

erty of special complexity. The FDNE is used for two applications a) Pitch Control

of Wind Farms and b) Reducing the grid model to implement the proposed WADC.

The architecture is tested and validated on a RTDS/RSCAD and MATLAB real-time

co-simulation platform using two-area and IEEE 39 bus power system models.
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CHAPTER 1: INTRODUCTION

1.1 Modern Power Grid Modeling and Control Challenges

Interconnected power system exhibit oscillatory response after a disturbance in the

system. If the frequency of these oscillations is in the range of 0.1 to 1 Hz, then these

are called inter-area oscillations and have to be estimated and damped e�ectively to

avoid power system reliability issues. The damping of inter-area oscillations can be

achieved using a Wide Area Damping Controller (WADC). The input to the controller

is the most observable signal, and the controller output is sent to the most controllable

generator. Thus designed controller has to be validated before implementing in the

�eld, for this real-time electromagnetic simulation (EMT) based power grid models

are required.

Detailed Electro-Magnetic Transient (EMT), based grid models with dynamic mod-

els of Synchronous Machines and DFIG, are required for the accurate design of power

system dynamic controllers considering grid transient e�ects. Such a model-based

design for large power grid proves to be impractical due to computational complexity.

Earlier, several model order reduction based on linearized models have been devel-

oped, but such models are shown to be e�ective in mitigating only the low-frequency

oscillations. For including wide frequency bands, a possible extension is to develop

EMT based models in which part of the power grid (study area) for which control is
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to be designed is modeled in detail and the remainder of the network (external area)

as an aggregated source. In this type of modeling, the external area is modeled as a

combination of low and high-frequency equivalents to cover a wide range of frequency

spectrum. The generated reduced order model of the power systems can be used for

control of the modern power grid.

1.2 Research Gap and Proposed Work

State-of-the-art research in power system control applications are based on modal

analysis, and thus the designed controllers will operate around a speci�c operating

point. With increased renewable energy penetration, operating point changes contin-

uously, and as a result, o�ine tuned controllers may not work e�ciently. To �ll this

gap, this dissertation also introduces novel methods of designing real-time centralized

and decentralized control which auto-tunes whenever operating point changes.

State-of-the-art research on power grid model reduction techniques are based on

linearized models, but these models are based on o�ine methods such as curve �t-

ting, and the computational e�ort required to achieve the desired accuracy is very

high. In this dissertation, a new approach is proposed for frequency dependent re-

duced order modeling based on online recursive square online identi�cation with less

computational e�ort and increased accuracy. Validation results are compared with

results from earlier methods.

1.3 Wide-Area Control Overview

For reliable operation, electro-mechanical oscillations which arise in large intercon-

nected power systems due to disturbance should be damped promptly. The electro-
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mechanical oscillations of generators with respect to remaining part of the system are

called local modes, whereas groups of generators oscillating together against other

groups are called inter-area modes [5]. The frequency of inter-area oscillations is

between 0.1-1.0 Hz. Higher penetration of renewable energy resources and variable

loads makes the inter-connected power systems to operate close to limits. This con-

dition increases the stress on the power system and can deteriorate the inherent

damping of the system. Thus inter-area oscillation damping is even more critical

and challenging in the modern power grid. Unfortunately, inter-area modes are not

observable/controllable from generator local measurements and the e�ectiveness of

conventional power system stabilizer (PSS) in damping of inter-area modes is thus

limited [114]. The damping of inter-area oscillations can be achieved through wide-

area control architecture. The wide-area control architecture involves the following

steps:

� Inter-area mode estimation

� Coherency group determination

� Identifying optimal wide-area control loop

� Design of WADC

1.3.1 Inter-Area Mode Estimation

The interconnected power system after a disturbance exhibit inter-area oscillations

of frequency in the range 0.1 to 1Hz. The inter-area modes can be estimated using

either modal based or measurement based approaches.



4

1.3.1.1 Model Based Approach

In modal based approach power system is linearized at an operating point and

the corresponding state-space matrices of the system are analyzed for evaluating the

inter-area modes. The state space model of the system is represented as follows:

_x = Ax + Bu (1.1)

y = Cx + Du (1.2)

whereA, B , C, and D are the state, control, output, and feed-forward matrices,x de-

notes state,y denotes output, andu is the input. The state space model given by (2.1)

and (2.2) are formulated after linearizing the system at a particular operating point.

If the system operating point changes then the system have to be linearized again.

Linearizing a sophisticated power system every time as the operating point changes

is tedious and the availability of accurate power system model which represents the

current state is not be guaranteed.

1.3.1.2 Measurement Based Approach

To overcome the disadvantages of the model-based methods, in this approach the

measurement data is used for identi�cation of power system [67, 96, 131{133]. Ref-

erences [131, 133] shows the application of system identi�cation for estimating elec-

tromechanical modes and mode shapes. Subspace state model of the system has also

been designed for di�erent operating conditions of the power system by using sub-

space state-space system identi�cation (N4SID) method [132], or recursive adaptive

stochastic subspace identi�cation (RASSI) method [96]. However, obtaining a sub-
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space state-space model is computationally challenging; also most of these methods

do not consider the e�ect of coupling between di�erent input/output combinations

while estimating the MIMO system.

1.3.2 Coherency Group Determination

The coherent group of generators information is required for e�ective wide-area

control of the power system such that each group will have one WADC. The identi-

�cation of a coherent group of generators can be achieved through two methods: 1)

Modal based and 2) Measurement-based methods.

1.3.2.1 Modal Based Approach

In model-based approaches, [20] proposed a method for coherency grouping based

on weak-link and slow coherency methods. In [55] used relation factors and [16]

Krylov subspace to identify coherent groups of generators. However model-based

methods are based on the linearized power system model at a particular operating

point, and the accuracy of grouping depends on the accuracy of the model.

1.3.2.2 Measurement Based Approach

The model based methods are solely dependent on measurements these methods

are independent of contingencies, accurate network parameters, or detailed dynamic

model. Recently PMU based measurements are used for coherency identi�cation and

the current research methodologies are focusing in this direction [66]. Coherency

identi�cation based on wavelet phase di�erence [11], spectrum analysis [113], graph

theory [90], principal component analysis (PCA) [83], independent component anal-

ysis (ICA) [9], agglomerative hierarchical clustering (HC) [105], Projection Pursuit



6

(PP) [49], Fast Fourier transform [50], Hilbert-Huang transform [97], energy func-

tion based [45], arti�cial neural networks [4], self-organizing maps [83], and k-means

clustering [25] are reported in literature. Since these methods are based on mea-

surements, it automatically considers and adapts to changes in system operating

conditions. However excessive computational burden and bandwidth requirements

limit the success of existing coherency grouping based on measured data.

1.3.3 Identifying Optimal Wide-Area Control Loop

The optimal wide-area control loop identi�cation is required to �nd out which

control loop is more e�ective in damping inter-area mode. Several methodologies

to identify and damp inter-area oscillations considering optimal wide area control

loop (input/output signal selection) are reported in the literature. This include,

residue analysis [53, 57, 62], relative gain array (RGA) [71], combined residue and

RGA method [61], and geometric measure of joint observability/controllability [31,78].

However, these methods are formulated using state-space matrices obtained through

linearizing the system at a particular operating point and analyzing modes at that

point which cannot be implemented in real-life as power system is non-linear and

dynamic.

1.3.4 WADC Design

Conventional damping controllers are designed considering speci�c operating con-

ditions that are typical for the power system [48]. The e�ectiveness of such controllers

decreases when the actual operating conditions of the power system deviate from the

speci�ed conditions used for the design of such damping controllers. With the increase
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in integration of renewable energy to the grid, the operating conditions of power grid

change more frequently especially due to the variability in the power output of these

renewable resources. Under such variable operating conditions, local robust damp-

ing controllers fail to perform well. For example, in [13, 118, 134] a robust damping

controller is designed considering a dominant operating condition with bounded un-

certainty to make the controller e�ective to use under varying operating conditions.

As the design is considering a dominant frequency at one operating condition, the per-

formance of these controllers may not be optimal as the operating condition deviates

from the dominant one.

1.4 Reduced Order Modeling Overview

In electromagnetic (EMT) simulation, the power system is modeled in detail to

know the e�ect of transients arising due to switching, resonance, etc. With the

penetration of renewable energy sources like wind and the photovoltaic system, the

impact of power electronic components should be studied using EMT simulation.

The integration step size of EMT simulation is in� s. In TSA type simulation, only

dynamic components like generators, turbines, and governors are modeled in detail.

With TSA type simulation e�ect of transients on electromagnetic oscillations can

be observed. The integration time step of TSA models is large, which makes TSA

simulation faster than EMT simulation.

Detailed modeling of the large power system for real-time EMT simulation re-

quires large amounts of computational time, and detailed modeling of such large

complex network is impractical. Since advanced real-time simulation run on parallel
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computing, with an increase in the size of network more processors are required for

computation which increases the overall cost. To reduce computational time and the

number of processors needed only part of the network to be studied (study area) in

which transient phenomenon occurs or to investigate the e�ect of power electronic

devices is modeled in detail, and the rest of the network (external area) is reduced

and modeled as an equivalent.

One way to reduce computational e�ort is to model the external area as TSA

type representing the network with simple inductances derived from short circuit

impedances at the terminal buses evaluated at power frequency. However, repre-

senting the network at fundamental frequency will ignore high-frequency transient

phenomenon whose frequency ranges from zero to several kHz. To consider high-

frequency transient phenomenon FDNE must be considered to take care of a wide

range of frequencies.

If the external area is modeled only as FDNE, the e�ect of high-frequency tran-

sients on generator dynamics cannot be observed since all generators are replaced

by voltage sources; hence the electromechanical oscillations are ignored. To cover

both electromechanical (low frequency) and high-frequency behavior, the external

area should be modeled as TSA in parallel with FDNE. The frequency dependent

reduced order modeling involves the following steps:

� Developing low-frequency equivalent (TSA) of the external area

� Developing high-frequency equivalent (FDNE) of the external area
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1.4.1 Low Frequency Equivalent (TSA)

These models are used in transient stability simulation studies. TSA type models

are used when there is limited computing facilities. Currently, with the advent of

fast computers, the full model is simulated. The need for low-frequency equivalent

is still relevant since the e�ect of transients and power electronic devices on electro-

mechanical oscillations is studied using EMT type simulations. In transient stability

simulations, the generators and associated controllers are modeled using nonlinear

di�erential equations whereas, the network is modeled using algebraic equations at

the fundamental frequency. The entire power system is modeled as di�erential and

algebraic equations (DAE) [8]. With the input to thenth generator as terminal voltage

Vn , controller input En and output of the generator is currentI n , generator di�erential

equations can be written in state space form as:

_X n = AX n + Bun (1.3)

I n = CX n + Dun (1.4)

whereun = [ Vn En ]T , X n is state vector associated withnth generator, andA is state

matrix.

The primary objective of low-frequency equivalents is to retain the low frequency

oscillations (electromechanical modes) which are relatively less damped. Aggregat-

ing generators reduce the computational time and reducing buses thus retaining only

modes of interest in the dynamic model. In literature approaches for generator ag-

gregation are classi�ed into three types, 1) Model based, 2) Coherency based, and 3)
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Measurement based.

1.4.1.1 Modal Based

In this method the linearized state-space model of the power system is obtained at

an operating point written as (7.1). Then the state matrix is analyzed to estimate

the frequency and damping factor. The overall response of the system is determined

considering only less damped modes as highly damped modes decay faster [7,24,26,

27,112].

1.4.1.2 Coherency Based

In this approach, �rst generators are grouped based on coherency grouping meth-

ods [32, 76, 116]. Then the generator buses buses, generators and their associated

controllers are aggregated [33]. The �nal step in this method is to reduce the load

buses. A software program DYNRED for dynamic reduction of large power gris is

developed by EPRI [87, 89]. The coherency grouping by analyzing the state matrix

is reported in [123]. In citeint17 and [75] a combination of a modal and coherency

based approach is presented. In [75] weak couplings that exist in the state matrix,

[A] is used to identify weak coupling between machines.

1.4.1.3 Measurement or Simulation Based

In measurement based approach either measurements from the real power system

or from simulations are used to identify the power system model using system identi-

�cation techniques [51,52,104,122]. A least-squares algorithm is used to identify the

system in [122]. Similar approach to identify the power system model is also reported

in [52, 104]. The recorded disturbances are analyzed to estimate the power system
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model is reported in [51].

1.4.2 High Frequency Equivalents

The pioneering work in curve �tting reported in [60] used the non-linear least

squares technique to �t coe�cients of a rational polynomial matrix to the observation

data. Improvements to this technique are presented in [94,102,103,119]. A low order

rational function model is proposed in [69]. The ill-conditioning problems of FDNE

are addressed in [79,80].

The original work in FDNE reported in [29,30,72] used lumped equivalent parame-

ter models to synthesize the frequency dependent admittance of the external network.

Further, time domain approaches like Prony Analysis [47] and digital �ltering tech-

nique [98, 99] are used to formulate the FDNE [8]. The recent FDNE formulations

based on vector �tting technique are reported in [28,40{44].

1.5 Power System Control Applications using Reduced Order Model

The obtained reduced order model of the power systems can be used for power

system control applications like pitch control of grid-connected wind turbines, wide

area control, etc.

1.6 Research Contributions

Following are the research contributions which facilitates new methods for wide-

area control, reduced order modeling of powers systems and power system control:

� A novel method for designing WADC based on a discrete Linear Quadratic

Regulator (DLQR) and Kalman �ltering based state-estimation that can be
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applied for real-time damping of inter-area oscillations of wind integrated power

grid is developed. The main advantages of the proposed architecture are a)

online coherency grouping that accurately characterizes real-time changes in

the power grid b) online wide-area signal selection based on residue method for

proper selection of the WADC signals.

� A novel method for wide-area input-output signal selection based control using

ADMM is developed. In this approach, the interconnected power system is di-

vided into areas and then using measured data, a black-box transfer function

model is estimated locally for each area based on Lagrange multipliers. These

local area controllers communicate with the central controller to estimate a

global transfer function model of the power system. Based on the estimated

global transfer function, the residue corresponding to inter-area mode is calcu-

lated. This provides information of optimal wide area control loop. Residue and

corresponding eigenvalue information is used for wide-area damping controller

design.

� A novel algorithm for developing single and multi-port FDNE based on an on-

line recursive least squares (RLS) identi�cation algorithm is developed, which

identi�es the input admittance matrix in z-domain and also modeling of re-

duced power systems as a combination of TSA and FDNE in real-time digital

simulators. The advantage of this method is the reduced computational burden.

� An algorithm for real-time reduced order model based adaptive pitch controller

for grid interconnected wind turbines is developed. The advantage of the pro-
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posed reduced order model based pitch-control architecture is that the method

minimizes the damage caused by mechanical fatigue of the wind turbine and at

the same time ensures that the grid voltage and power are stable and balanced

at all operating conditions.

� An algorithm for distributed coherency grouping of generators based on spectral

clustering is proposed. In this method initially generators of each area are

clustered locally, and the optimal number of clusters are identi�ed using Elbow

method. The cluster centers corresponding to each group are transmitted to

the global control center and at the global control center these centers from all

local control centers are grouped which gives the indices of global clusters. The

global indices are transmitted to the local area for regrouping based on global

indices.

1.7 Dissertation Organization

This dissertation is organized as follows:

� Chapter 1: This chapter provides overview of the proposed research on central-

ized and decentralized power system control and applications of the reduced

order modeling of the power systems. It summarizes the research contributions

� Chapter 2: This chapter presents an algorithm for model-free MIMO identi�-

cation, also discusses the wide-area damping controller design based on DLQR

and Kalman �ltering.

� Chapter 3: The centralized algorithm for wide-area control is further improved
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by incorporating online-coherency grouping into the routine and implementing

on wind integrated power grid.

� Chapter 4: In this chapter the centralized MIMO identi�cation is decentralized

based on Alternating Direction Method of Multipliers (ADMM).

� Chapter 5: This chapter discusses the algorithm and methodology for reduced

order modeling of the power system and validation test cases.

� Chapter 6: This chapter discusses a novel method for pitch angle control of

variable-speed WTG connected to a reduced order model of large power grid

based on adaptive Self Tuning Regulator (STR) control.

� Chapter 7: This chapter discusses the application of reduced order model for

wide-area control.

� Chapter 8: This chapter discusses the methodology for distributed coherency

grouping of generators.

� Chapter 9: This chapter concludes dissertation and discusses about future re-

search work

In Chapter 2 model-free wide-area damping of inter-area oscillations based on

MIMO identi�cation is proposed.



CHAPTER 2: MODEL-FREE WIDE AREA DAMPING OF INTER-AREA
OSCILLATIONS BASED ON MIMO IDENTIFICATION

Interconnected power system exhibit oscillatory response after a disturbance in the

system. If the frequency of these oscillations is in the range of 0.1 to 1 Hz, then these

are called inter-area oscillations and have to be estimated and damped e�ectively to

avoid power system reliability issues. The damping of inter-area oscillations can be

achieved using a Wide Area Damping Controller (WADC), the input to the controller

is the most observable signal, and the controller output is sent to the most controllable

generator. To this e�ect, this chapter presents a model-free novel algorithm for multi-

input-multi-output (MIMO) transfer function identi�cation of the power system to

estimate the frequency of the oscillations. Based on the MIMO transfer function the

optimal control loop for WADC is estimated. The WADC design is based on the dis-

crete linear quadratic regulator (DLQR) and Kalman �ltering for real-time damping

of inter-area oscillations. The MIMO identi�cation is based on actual measurements

so the proposed method can accurately monitor changes in the power grid whereas

the conventional methods are based on small-signal analysis of a linearized model

of a complex system which does not consider changing operating conditions of the

grid. The overall algorithm is implemented and validated on a RTDS/RSCADR
 and

MATLAB R
 real-time co-simulation platform using two-area and IEEE 39 bus power

system models.
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2.1 Introduction

The increase in the penetration of renewable energy sources and deregulation made

the power system to operate near its rated operating limits. Under these circum-

stances, if there is a disturbance in the system, this could a�ect the power system

reliability and security. The oscillatory response which arises due to such disturbances

have to be damped e�ectively, and these oscillations are of two types 1) Local oscil-

lations, and 2) Inter-area oscillations. The local oscillations have frequencies higher

than 1 Hz, and inter-area oscillations frequency lies in the range of 0.1 to 1 Hz [56].

In the case of inter-area oscillations the generators in one coherent area swing to-

gether against other area generators [20]. The inter-area oscillations limit the power

transfer capability across the tie-lines and may destabilize the power system [84] if

not damped e�ectively.

In literature, as discussed in Sections 1.3.1.1 and 1.3.3 several methodologies for

inter-area mode estimation and control-loop selection are based on linearizing the

system at an operating point and analyzing the state space matrices obtained after

that. If the system operating point changes then the control-loop obtained at a

di�erent operating point may not be valid, and a new control-loop is to be estimated

based on the current operating point. However, linearizing the complex power system

model every time as the operating point changes is tedious and an accurate model of

the power system for the current operating point may not always be readily available.

To overcome the drawbacks of linearization based methods, the measurement based

methods are adapted. Using the measurements directly the MIMO model of the power
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system is estimated without the need for a detailed model of the power system. Since

the changing dynamics/operating points of the system are captured in the measure-

ment data, the MIMO model thus obtained can be used for mode and control loop

estimation. The measurement-based methodologies gained interest with the advent

of phasor measurement unit (PMUs), communication infrastructure. Several mea-

surement based methods are discussed in Section 1.3.1.2, but some of these methods

did not consider the mutual coupling between di�erent control loops and estimating

optimal wide-area control loop is not addressed.

To this e�ect, a novel model-free MIMO system identi�cation technique for wide-

area control considering mutual coupling between di�erent control loops is presented

this chapter, the identi�ed MIMO system is used for 1) inter-area frequency estima-

tion, 2) optimal control loop estimation, and 3) design of wide area controller. In

this initially, the power system is divided into areas based on coherency grouping

such that each area has one WADC to damp inter-area oscillations [83]. Then MIMO

identi�cation is performed to estimate an optimal control loop to damp the inter-

area mode of interest. Finally, WADC is designed based on the model-free discrete

linear quadratic regulator (DLQR) and Kalman �ltering (KF) techniques. The ef-

�cacy of the proposed architecture is veri�ed by implementing on a RTDS/RSCAD

and MATLAB real-time testbed using two-area and IEEE 39 bus [46] power system

models.

To summarize, the major contributions in this chapter are:

� Developed a real-time co-simulation test bed for model-free MIMO considering
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mutual coupling between di�erent control loops.

� Performing residue analysis on the identi�ed MIMO transfer function to esti-

mate the optimal control loop for wide-area control.

� Designed a WADC based on DLQR and KF techniques which use the extracted

state space matrices from identi�ed MIMO system.

The rest of the chapter is organized as follows: In Section 2.2 dividing power system

based on coherency is discussed. In Section 2.3, model-free MIMO identi�cation is

discussed and Section 2.4 discusses about real-time implementation of MIMO identi-

�cation. Section 2.5 discusses about optimal wide area control loop selection. Section

2.6 discusses model-free DLQR and Kalman �lter design. Section 2.7 discusses sim-

ulation results and Section 2.8 summarizes the chapter.

2.2 Dividing Power System Based on Coherency

In reality, power system comprises of di�erent physical areas and are interconnected

though tie-lines, to realize this the power system test models under consideration are

divided into areas based on slow coherency grouping of generators which is based

on linearized power system model. The division of the power system into areas are

required to assign WADC to each of the control areas. The details regarding slow

coherency grouping of generators are reported in [95] so further details are not dis-

cussed here. This algorithm is implemented on two-area power system (Fig. 1(a)) as

well as IEEE 39 bus (Fig. 2.4) power system models. Fig. 2.1 shows the architecture

of the proposed WADC.
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2.2.1 Coherency grouping of two-area system model

On applying the slow coherency grouping method to the two-area power system

model, it is found that generators 1 and 2 are in one area and the remaining generators

are in other areas. To validate this grouping from the actual response of the system

a 3-ph fault is created at 4s for a duration of 0.05s on bus-8 and generators inter-area

dynamics are observed. Fig. 2.3 shows the speed deviation of generators from its

rated speed (i.e., 2�f , where f is the fundamental frequency in Hz) and it can be

seen that generators 1,2 swing against generators 3 and 4. Based on this grouping

the test model is divided into two areas (groups) as shown in Fig .1(a) and Table 2.1.

Fig. 2.1. Architecture for proposed WADC

2.2.2 Coherency grouping of IEEE 39 bus system

Further to divide the IEEE 39 bus system (Fig. 2.4) into realistic areas, the slow

coherency grouping technique is used here, and the coherent groups of generators
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Fig. 2.2. Two-area power system model

Table 2.1
Coherency grouping of power system models

Test System Slow Coherency

Two Area Group-1: 1,2

Group-2: 3,4

IEEE 39-BUS Group-1: 4,5,6,7

Group-2: 1,8,9

Group-3: 2,3

Group-4: 10

obtained are as shown in Table 2.1. To show the grouping of generators from generator

dynamics, a 3-ph fault is created on Bus-14 at 4s for a duration of 0.1s. Fig. 4.3,

Fig. 2.6, and Fig. 4.4 shows the speed deviations of generators in groups-1, 2, and 3

respectively.

2.3 Model-free MIMO Identi�cation

Most of the physical world systems are MIMO, and the dynamics of these systems

traditionally are analyzed using linearized model at an operating point and estimat-

ing modes and mode shapes from the state space matrices thus obtained after lin-

earization. However, linearizing a complex system requires an accurate model which
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Fig. 2.3. Speed deviation (rad/s) (two-area system)

represents the current operating point of the system and achieving the exact model

may not always be possible. To overcome this, the MIMO identi�cation should be

model-free without loss of accuracy in identi�ed models. This can be achieved using

measured data, and while formulating MIMO system transfer functions the e�ects

between di�erent input/output combinations should be considered. The need for

considering mutual coupling e�ect is as shown using a physical example in Section

2.3.1.

2.3.1 MIMO transfer function from state space matrices

Consider a system with two inputs,u1 and u2, and two outputs, y1 and y2 and the

system is represented by di�erential equation [1] as follows:

y
00

1 + a1 + y
0

1 + a0(y1 + y2) = u1(t) (2.1)
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Fig. 2.4. 39-bus power system model

Fig. 2.5. Speed Deviation (Group-1)
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Fig. 2.6. Speed Deviation (Group-2)

Fig. 2.7. Speed Deviation (Group-3)

y
0

2 + a2(y2 � y1) = u2(t) (2.2)

where superscriptsy
0

and y
00

indicates �rst and second order di�erential equations

respectively. Now formulating state space matrices from (2.1) and (2.2) gives:

x1 = y1 (2.3)
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x4 = y2 = x
0

3 (2.4)

x
0

1 = y
0

1 = x2 (2.5)

x
0

2 = � a1x2 � a0(x1 + x4) + u1(t) (2.6)

x
0

4 = � a2(x4 � x1) + u2(t) (2.7)

Now rearranging (2.3) to (2.7) to get state space equations.

x
0
=

2

6
6
6
6
6
6
6
6
6
6
4

0 1 0 0

� a0 � a1 0 � a0

0 0 0 1

a2 0 0 � a2

3

7
7
7
7
7
7
7
7
7
7
5

| {z }
A

x +

2

6
6
6
6
6
6
6
6
6
6
4

0 0

1 0

0 0

0 1

3

7
7
7
7
7
7
7
7
7
7
5

| {z }
B

2

6
6
4

u1

u2

3

7
7
5 (2.8)

2

6
6
4

y1

y2

3

7
7
5 =

2

6
6
4

1 0 0 0

0 0 0 1

3

7
7
5

| {z }
C

x
(2.9)

Converting (2.8) and (2.9) into transfer function format yields:

G(s) = C(sI � A )� 1B =

2

6
6
4

G11(s) G12(s)

G21(s) G22(s)

3

7
7
5 (2.10)
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whereI is the identity matrix and

G11(s) =
s + a2

s3 + ( a1 + a2)s2 + ( a0 + a1a2)s + 2a0a2

G12(s) =
� a0

s3 + ( a1 + a2)s2 + ( a0 + a1a2)s + 2a0a2

G21(s) =
a2

s3 + ( a1 + a2)s2 + ( a0 + a1a2)s + 2a0a2

G22(s) =
s2 + a1s + a0

s3 + ( a1 + a2)s2 + ( a0 + a1a2)s + 2a0a2

Equation (2.10) can be represented in discrete time domain by replacings with

2(1� z� 1 )
Ts (1+ z� 1 ) (tustin approximation), where Ts is the sampling time.

G(z� 1) =

2

6
6
4

G11(z� 1) G12(z� 1)

G21(z� 1) G22(z� 1)

3

7
7
5 (2.11)

The objective here is to identify the MIMO transfer function as shown in (2.10) and

(2.11) using the measurement data without the information of the model. One way

to determine the MIMO is to identify di�erent input/output combinations separately,

but this approach does not include mutual coupling between loops. If we observe the

individual transfer function of (2.10) all the transfer functions have same denominator

coe�cients (i.e., eigenvalues of the system) while numerator coe�cients di�er this is

to ensure mutual coupling between loops in MIMO system. So our objective is to

formulate a MIMO identi�cation which uses input/output measurement data and

have the same denominator coe�cients but di�erent numerator coe�cients.
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2.3.2 Model-free MIMO identi�cation considering mutual coupling

For model-free MIMO identi�cation of the system, the available parameters are the

input and output measurements. In the power system perspective, the input dataup

is the voltage reference to the exciter of the synchronous machine, and the output is

the speed deviation, � ! m . The input/output measurement channel is as illustrated

in Fig. 4.9. The EMT based real-time simulator is in discrete-domain the MIMO

formulation of the power system is also in the discrete time domain withp inputs

and m outputs is given by (2.12). The individual transfer function corresponding

to each input/output loop is estimated using the proposed methodology for MIMO

identi�cation considering the mutual coupling between di�erent loops.

Fig. 2.8. Input and output measurements

� ! (z� 1) = G(z� 1)U(z� 1) (2.12)
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where

� ! (z� 1) =

2
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6
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6
4
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; U(z� 1) =
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u1(z� 1)

:

:

up(z� 1)

3

7
7
7
7
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5

G(z� 1) =

2

6
6
6
6
6
6
6
6
6
6
4

G11(z� 1) : : G1p(z� 1)

: : : :

: : : :

Gm1(z� 1) : : Gmp(z� 1)

3

7
7
7
7
7
7
7
7
7
7
5

The individual transfer functions of the MIMO system can be represented as shown

in (2.13).

Gmp(z� 1) =
� ! m (z� 1)

up(z� 1)
=

bh
0 + bh

1z� 1 + ::: + bh
k z� k

1 + a1z� 1 + a2z� 2 + ::: + akz� k
(2.13)

where up and � ! m are the input and output signal data, h is the element number

in the matrix, and k is the order of transfer function. The (2.13) is formulated in a

way such that can be seen that for all transfer functions the denominator coe�cients

are same but numerator coe�cients di�er, this is to ensure that mutual coupling

is ensured while identifying the MIMO system. The MIMO system is identi�ed as

shown in the following steps:

2.3.2.1 Step-1

The equation (2.12) is rewritten for N observation window length as shown in

(2.14).
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X h
His = X h

Num + X h
Den (2.14)

where

X h
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2.3.2.2 Step-2

For all input/output loops, concatenate X h
His and is represented as (2.15)
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2.3.2.3 Step-3

Calculate denominator coe�cients and numerator coe�cients iteratively. For this,

in the �rst iteration numerator coe�cients are initialized. Then the denominator co-

e�cients ( a1; a2:::ak) are calculated by applying the least squares technique to (2.16).

Further the numerator coe�cients ( bh
0; bh

1:::bh
k ) are calculated again as shown in (2.17)
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The numerator and denominator are calculated iteratively until the desired tolerance

is achieved such thatjj
�
[X h

His � (X h
Num + X h

Den )])
�
� j � 0:0001. The MIMO identi�-

cation 
ow is shown in Algorithm 2.1.
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Algorithm 2.1 MIMO Identi�cation-Algorithm

1) Initialize numerator coe�cients ( bh
0; bh

1:::bh
k ) of (9)

while tol � 0:0001do
a) Calculate denominator coe�cients (a1; a2:::ak) (12)
b) Using denominator coe�cients obtained in previous step, calculate numerator
coe�cients (13)
c) tol = norm([X h

His � (X h
Num + X h

Den )])
end while

2.4 Real-time implementation of MIMO identi�cation

The proposed MIMO identi�cation of the power system is implemented on a

RTDS/RSCAD and MATLAB co-simulation test bed as shown in Fig. 8(a). The

power system is modeled in RTDS/RSCAD, and the MIMO identi�cation algorithm

is implemented in MATLAB. The RTDS/RSCAD sends the measurement data to

MATLAB for processing through GTNET-Socket connection [2]. The data received

on MATLAB end is processed for MIMO identi�cation, apart from MIMO identi�-

cation MATLAB also uses the identi�ed transfer functions to estimate an optimal

control loop and send the control signal back to the power system model is RTDS.

Since this approach is implemented using RTDS, the real-life time scenario is em-

ulated and the designed controllers can be tested using this co-simulation platform

before implementing in the �eld.

2.4.1 MIMO Identi�cation two-area system

The two-area power system model (Fig. 1(a)) is initially identi�ed to validate

the proposed algorithm. The measurement dataum and � ! m of all generators are

transmitted to MATLAB with a sampling time of 0.0064s. Then further to reduce

the computational e�ort the data available is down-sampled by a factor 10 so that
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