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ABSTRACT

ABILASH THAKALLAPELLI. Approaches for real-time frequency dependent
reduced order modeling and wide-area control of modern power grid. (Under the

direction of DR. SUKUMAR KAMALASADAN)

In this dissertation, approaches for measurement based real-time wide-area damp-

ing controllers (WADC), are studied for renewable energy integrated power grid. For

this, first, a model-free algorithm for multi-input-multi-output (MIMO) transfer func-

tion identification of the power system is presented. The MIMO identification is based

on actual measurements which can monitor changes in the grid as opposed to con-

ventional methods that are based on the small-signal analysis. An optimal control

loop for WADC is estimated using the identified MIMO system. The WADC design

is based on the discrete linear quadratic regulator (DLQR) and Kalman filtering for

real-time damping of inter-area oscillations. This methodology is then modified by in-

corporating an online coherency properly characterizes real-time changes. The WADC

architecture is then decentralized using the Alternating Direction Method of Multi-

pliers (ADMM). Further, for large-scale power system implementation, Frequency-

Dependent Network Equivalent (FDNE) are designed that can aggregate the power

grid based on the study area and external area classified utilizing the grid prop-

erty of special complexity. The FDNE is used for two applications a) Pitch Control

of Wind Farms and b) Reducing the grid model to implement the proposed WADC.

The architecture is tested and validated on a RTDS/RSCAD and MATLAB real-time

co-simulation platform using two-area and IEEE 39 bus power system models.
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CHAPTER 1: INTRODUCTION

1.1 Modern Power Grid Modeling and Control Challenges

Interconnected power system exhibit oscillatory response after a disturbance in the

system. If the frequency of these oscillations is in the range of 0.1 to 1 Hz, then these

are called inter-area oscillations and have to be estimated and damped effectively to

avoid power system reliability issues. The damping of inter-area oscillations can be

achieved using a Wide Area Damping Controller (WADC). The input to the controller

is the most observable signal, and the controller output is sent to the most controllable

generator. Thus designed controller has to be validated before implementing in the

field, for this real-time electromagnetic simulation (EMT) based power grid models

are required.

Detailed Electro-Magnetic Transient (EMT), based grid models with dynamic mod-

els of Synchronous Machines and DFIG, are required for the accurate design of power

system dynamic controllers considering grid transient effects. Such a model-based

design for large power grid proves to be impractical due to computational complexity.

Earlier, several model order reduction based on linearized models have been devel-

oped, but such models are shown to be effective in mitigating only the low-frequency

oscillations. For including wide frequency bands, a possible extension is to develop

EMT based models in which part of the power grid (study area) for which control is
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to be designed is modeled in detail and the remainder of the network (external area)

as an aggregated source. In this type of modeling, the external area is modeled as a

combination of low and high-frequency equivalents to cover a wide range of frequency

spectrum. The generated reduced order model of the power systems can be used for

control of the modern power grid.

1.2 Research Gap and Proposed Work

State-of-the-art research in power system control applications are based on modal

analysis, and thus the designed controllers will operate around a specific operating

point. With increased renewable energy penetration, operating point changes contin-

uously, and as a result, offline tuned controllers may not work efficiently. To fill this

gap, this dissertation also introduces novel methods of designing real-time centralized

and decentralized control which auto-tunes whenever operating point changes.

State-of-the-art research on power grid model reduction techniques are based on

linearized models, but these models are based on offline methods such as curve fit-

ting, and the computational effort required to achieve the desired accuracy is very

high. In this dissertation, a new approach is proposed for frequency dependent re-

duced order modeling based on online recursive square online identification with less

computational effort and increased accuracy. Validation results are compared with

results from earlier methods.

1.3 Wide-Area Control Overview

For reliable operation, electro-mechanical oscillations which arise in large intercon-

nected power systems due to disturbance should be damped promptly. The electro-
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mechanical oscillations of generators with respect to remaining part of the system are

called local modes, whereas groups of generators oscillating together against other

groups are called inter-area modes [5]. The frequency of inter-area oscillations is

between 0.1-1.0 Hz. Higher penetration of renewable energy resources and variable

loads makes the inter-connected power systems to operate close to limits. This con-

dition increases the stress on the power system and can deteriorate the inherent

damping of the system. Thus inter-area oscillation damping is even more critical

and challenging in the modern power grid. Unfortunately, inter-area modes are not

observable/controllable from generator local measurements and the effectiveness of

conventional power system stabilizer (PSS) in damping of inter-area modes is thus

limited [114]. The damping of inter-area oscillations can be achieved through wide-

area control architecture. The wide-area control architecture involves the following

steps:

• Inter-area mode estimation

• Coherency group determination

• Identifying optimal wide-area control loop

• Design of WADC

1.3.1 Inter-Area Mode Estimation

The interconnected power system after a disturbance exhibit inter-area oscillations

of frequency in the range 0.1 to 1Hz. The inter-area modes can be estimated using

either modal based or measurement based approaches.
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1.3.1.1 Model Based Approach

In modal based approach power system is linearized at an operating point and

the corresponding state-space matrices of the system are analyzed for evaluating the

inter-area modes. The state space model of the system is represented as follows:

ẋ = Ax+Bu (1.1)

y = Cx+Du (1.2)

where A, B, C, and D are the state, control, output, and feed-forward matrices, x de-

notes state, y denotes output, and u is the input. The state space model given by (2.1)

and (2.2) are formulated after linearizing the system at a particular operating point.

If the system operating point changes then the system have to be linearized again.

Linearizing a sophisticated power system every time as the operating point changes

is tedious and the availability of accurate power system model which represents the

current state is not be guaranteed.

1.3.1.2 Measurement Based Approach

To overcome the disadvantages of the model-based methods, in this approach the

measurement data is used for identification of power system [67, 96, 131–133]. Ref-

erences [131, 133] shows the application of system identification for estimating elec-

tromechanical modes and mode shapes. Subspace state model of the system has also

been designed for different operating conditions of the power system by using sub-

space state-space system identification (N4SID) method [132], or recursive adaptive

stochastic subspace identification (RASSI) method [96]. However, obtaining a sub-



5

space state-space model is computationally challenging; also most of these methods

do not consider the effect of coupling between different input/output combinations

while estimating the MIMO system.

1.3.2 Coherency Group Determination

The coherent group of generators information is required for effective wide-area

control of the power system such that each group will have one WADC. The identi-

fication of a coherent group of generators can be achieved through two methods: 1)

Modal based and 2) Measurement-based methods.

1.3.2.1 Modal Based Approach

In model-based approaches, [20] proposed a method for coherency grouping based

on weak-link and slow coherency methods. In [55] used relation factors and [16]

Krylov subspace to identify coherent groups of generators. However model-based

methods are based on the linearized power system model at a particular operating

point, and the accuracy of grouping depends on the accuracy of the model.

1.3.2.2 Measurement Based Approach

The model based methods are solely dependent on measurements these methods

are independent of contingencies, accurate network parameters, or detailed dynamic

model. Recently PMU based measurements are used for coherency identification and

the current research methodologies are focusing in this direction [66]. Coherency

identification based on wavelet phase difference [11], spectrum analysis [113], graph

theory [90], principal component analysis (PCA) [83], independent component anal-

ysis (ICA) [9], agglomerative hierarchical clustering (HC) [105], Projection Pursuit
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(PP) [49], Fast Fourier transform [50], Hilbert-Huang transform [97], energy func-

tion based [45], artificial neural networks [4], self-organizing maps [83], and k-means

clustering [25] are reported in literature. Since these methods are based on mea-

surements, it automatically considers and adapts to changes in system operating

conditions. However excessive computational burden and bandwidth requirements

limit the success of existing coherency grouping based on measured data.

1.3.3 Identifying Optimal Wide-Area Control Loop

The optimal wide-area control loop identification is required to find out which

control loop is more effective in damping inter-area mode. Several methodologies

to identify and damp inter-area oscillations considering optimal wide area control

loop (input/output signal selection) are reported in the literature. This include,

residue analysis [53, 57, 62], relative gain array (RGA) [71], combined residue and

RGA method [61], and geometric measure of joint observability/controllability [31,78].

However, these methods are formulated using state-space matrices obtained through

linearizing the system at a particular operating point and analyzing modes at that

point which cannot be implemented in real-life as power system is non-linear and

dynamic.

1.3.4 WADC Design

Conventional damping controllers are designed considering specific operating con-

ditions that are typical for the power system [48]. The effectiveness of such controllers

decreases when the actual operating conditions of the power system deviate from the

specified conditions used for the design of such damping controllers. With the increase
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in integration of renewable energy to the grid, the operating conditions of power grid

change more frequently especially due to the variability in the power output of these

renewable resources. Under such variable operating conditions, local robust damp-

ing controllers fail to perform well. For example, in [13, 118, 134] a robust damping

controller is designed considering a dominant operating condition with bounded un-

certainty to make the controller effective to use under varying operating conditions.

As the design is considering a dominant frequency at one operating condition, the per-

formance of these controllers may not be optimal as the operating condition deviates

from the dominant one.

1.4 Reduced Order Modeling Overview

In electromagnetic (EMT) simulation, the power system is modeled in detail to

know the effect of transients arising due to switching, resonance, etc. With the

penetration of renewable energy sources like wind and the photovoltaic system, the

impact of power electronic components should be studied using EMT simulation.

The integration step size of EMT simulation is in µs. In TSA type simulation, only

dynamic components like generators, turbines, and governors are modeled in detail.

With TSA type simulation effect of transients on electromagnetic oscillations can

be observed. The integration time step of TSA models is large, which makes TSA

simulation faster than EMT simulation.

Detailed modeling of the large power system for real-time EMT simulation re-

quires large amounts of computational time, and detailed modeling of such large

complex network is impractical. Since advanced real-time simulation run on parallel
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computing, with an increase in the size of network more processors are required for

computation which increases the overall cost. To reduce computational time and the

number of processors needed only part of the network to be studied (study area) in

which transient phenomenon occurs or to investigate the effect of power electronic

devices is modeled in detail, and the rest of the network (external area) is reduced

and modeled as an equivalent.

One way to reduce computational effort is to model the external area as TSA

type representing the network with simple inductances derived from short circuit

impedances at the terminal buses evaluated at power frequency. However, repre-

senting the network at fundamental frequency will ignore high-frequency transient

phenomenon whose frequency ranges from zero to several kHz. To consider high-

frequency transient phenomenon FDNE must be considered to take care of a wide

range of frequencies.

If the external area is modeled only as FDNE, the effect of high-frequency tran-

sients on generator dynamics cannot be observed since all generators are replaced

by voltage sources; hence the electromechanical oscillations are ignored. To cover

both electromechanical (low frequency) and high-frequency behavior, the external

area should be modeled as TSA in parallel with FDNE. The frequency dependent

reduced order modeling involves the following steps:

• Developing low-frequency equivalent (TSA) of the external area

• Developing high-frequency equivalent (FDNE) of the external area
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1.4.1 Low Frequency Equivalent (TSA)

These models are used in transient stability simulation studies. TSA type models

are used when there is limited computing facilities. Currently, with the advent of

fast computers, the full model is simulated. The need for low-frequency equivalent

is still relevant since the effect of transients and power electronic devices on electro-

mechanical oscillations is studied using EMT type simulations. In transient stability

simulations, the generators and associated controllers are modeled using nonlinear

differential equations whereas, the network is modeled using algebraic equations at

the fundamental frequency. The entire power system is modeled as differential and

algebraic equations (DAE) [8]. With the input to the nth generator as terminal voltage

Vn, controller input En and output of the generator is current In, generator differential

equations can be written in state space form as:

Ẋn = AXn +Bun (1.3)

In = CXn +Dun (1.4)

where un = [Vn En]T , Xn is state vector associated with nth generator, and A is state

matrix.

The primary objective of low-frequency equivalents is to retain the low frequency

oscillations (electromechanical modes) which are relatively less damped. Aggregat-

ing generators reduce the computational time and reducing buses thus retaining only

modes of interest in the dynamic model. In literature approaches for generator ag-

gregation are classified into three types, 1) Model based, 2) Coherency based, and 3)
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Measurement based.

1.4.1.1 Modal Based

In this method the linearized state-space model of the power system is obtained at

an operating point written as (7.1). Then the state matrix is analyzed to estimate

the frequency and damping factor. The overall response of the system is determined

considering only less damped modes as highly damped modes decay faster [7, 24, 26,

27,112].

1.4.1.2 Coherency Based

In this approach, first generators are grouped based on coherency grouping meth-

ods [32, 76, 116]. Then the generator buses buses, generators and their associated

controllers are aggregated [33]. The final step in this method is to reduce the load

buses. A software program DYNRED for dynamic reduction of large power gris is

developed by EPRI [87, 89]. The coherency grouping by analyzing the state matrix

is reported in [123]. In citeint17 and [75] a combination of a modal and coherency

based approach is presented. In [75] weak couplings that exist in the state matrix,

[A] is used to identify weak coupling between machines.

1.4.1.3 Measurement or Simulation Based

In measurement based approach either measurements from the real power system

or from simulations are used to identify the power system model using system identi-

fication techniques [51,52,104,122]. A least-squares algorithm is used to identify the

system in [122]. Similar approach to identify the power system model is also reported

in [52, 104]. The recorded disturbances are analyzed to estimate the power system
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model is reported in [51].

1.4.2 High Frequency Equivalents

The pioneering work in curve fitting reported in [60] used the non-linear least

squares technique to fit coefficients of a rational polynomial matrix to the observation

data. Improvements to this technique are presented in [94,102,103,119]. A low order

rational function model is proposed in [69]. The ill-conditioning problems of FDNE

are addressed in [79,80].

The original work in FDNE reported in [29,30,72] used lumped equivalent parame-

ter models to synthesize the frequency dependent admittance of the external network.

Further, time domain approaches like Prony Analysis [47] and digital filtering tech-

nique [98, 99] are used to formulate the FDNE [8]. The recent FDNE formulations

based on vector fitting technique are reported in [28,40–44].

1.5 Power System Control Applications using Reduced Order Model

The obtained reduced order model of the power systems can be used for power

system control applications like pitch control of grid-connected wind turbines, wide

area control, etc.

1.6 Research Contributions

Following are the research contributions which facilitates new methods for wide-

area control, reduced order modeling of powers systems and power system control:

• A novel method for designing WADC based on a discrete Linear Quadratic

Regulator (DLQR) and Kalman filtering based state-estimation that can be
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applied for real-time damping of inter-area oscillations of wind integrated power

grid is developed. The main advantages of the proposed architecture are a)

online coherency grouping that accurately characterizes real-time changes in

the power grid b) online wide-area signal selection based on residue method for

proper selection of the WADC signals.

• A novel method for wide-area input-output signal selection based control using

ADMM is developed. In this approach, the interconnected power system is di-

vided into areas and then using measured data, a black-box transfer function

model is estimated locally for each area based on Lagrange multipliers. These

local area controllers communicate with the central controller to estimate a

global transfer function model of the power system. Based on the estimated

global transfer function, the residue corresponding to inter-area mode is calcu-

lated. This provides information of optimal wide area control loop. Residue and

corresponding eigenvalue information is used for wide-area damping controller

design.

• A novel algorithm for developing single and multi-port FDNE based on an on-

line recursive least squares (RLS) identification algorithm is developed, which

identifies the input admittance matrix in z-domain and also modeling of re-

duced power systems as a combination of TSA and FDNE in real-time digital

simulators. The advantage of this method is the reduced computational burden.

• An algorithm for real-time reduced order model based adaptive pitch controller

for grid interconnected wind turbines is developed. The advantage of the pro-
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posed reduced order model based pitch-control architecture is that the method

minimizes the damage caused by mechanical fatigue of the wind turbine and at

the same time ensures that the grid voltage and power are stable and balanced

at all operating conditions.

• An algorithm for distributed coherency grouping of generators based on spectral

clustering is proposed. In this method initially generators of each area are

clustered locally, and the optimal number of clusters are identified using Elbow

method. The cluster centers corresponding to each group are transmitted to

the global control center and at the global control center these centers from all

local control centers are grouped which gives the indices of global clusters. The

global indices are transmitted to the local area for regrouping based on global

indices.

1.7 Dissertation Organization

This dissertation is organized as follows:

• Chapter 1: This chapter provides overview of the proposed research on central-

ized and decentralized power system control and applications of the reduced

order modeling of the power systems. It summarizes the research contributions

• Chapter 2: This chapter presents an algorithm for model-free MIMO identifi-

cation, also discusses the wide-area damping controller design based on DLQR

and Kalman filtering.

• Chapter 3: The centralized algorithm for wide-area control is further improved
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by incorporating online-coherency grouping into the routine and implementing

on wind integrated power grid.

• Chapter 4: In this chapter the centralized MIMO identification is decentralized

based on Alternating Direction Method of Multipliers (ADMM).

• Chapter 5: This chapter discusses the algorithm and methodology for reduced

order modeling of the power system and validation test cases.

• Chapter 6: This chapter discusses a novel method for pitch angle control of

variable-speed WTG connected to a reduced order model of large power grid

based on adaptive Self Tuning Regulator (STR) control.

• Chapter 7: This chapter discusses the application of reduced order model for

wide-area control.

• Chapter 8: This chapter discusses the methodology for distributed coherency

grouping of generators.

• Chapter 9: This chapter concludes dissertation and discusses about future re-

search work

In Chapter 2 model-free wide-area damping of inter-area oscillations based on

MIMO identification is proposed.



CHAPTER 2: MODEL-FREE WIDE AREA DAMPING OF INTER-AREA
OSCILLATIONS BASED ON MIMO IDENTIFICATION

Interconnected power system exhibit oscillatory response after a disturbance in the

system. If the frequency of these oscillations is in the range of 0.1 to 1 Hz, then these

are called inter-area oscillations and have to be estimated and damped effectively to

avoid power system reliability issues. The damping of inter-area oscillations can be

achieved using a Wide Area Damping Controller (WADC), the input to the controller

is the most observable signal, and the controller output is sent to the most controllable

generator. To this effect, this chapter presents a model-free novel algorithm for multi-

input-multi-output (MIMO) transfer function identification of the power system to

estimate the frequency of the oscillations. Based on the MIMO transfer function the

optimal control loop for WADC is estimated. The WADC design is based on the dis-

crete linear quadratic regulator (DLQR) and Kalman filtering for real-time damping

of inter-area oscillations. The MIMO identification is based on actual measurements

so the proposed method can accurately monitor changes in the power grid whereas

the conventional methods are based on small-signal analysis of a linearized model

of a complex system which does not consider changing operating conditions of the

grid. The overall algorithm is implemented and validated on a RTDS/RSCADR© and

MATLABR© real-time co-simulation platform using two-area and IEEE 39 bus power

system models.
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2.1 Introduction

The increase in the penetration of renewable energy sources and deregulation made

the power system to operate near its rated operating limits. Under these circum-

stances, if there is a disturbance in the system, this could affect the power system

reliability and security. The oscillatory response which arises due to such disturbances

have to be damped effectively, and these oscillations are of two types 1) Local oscil-

lations, and 2) Inter-area oscillations. The local oscillations have frequencies higher

than 1 Hz, and inter-area oscillations frequency lies in the range of 0.1 to 1 Hz [56].

In the case of inter-area oscillations the generators in one coherent area swing to-

gether against other area generators [20]. The inter-area oscillations limit the power

transfer capability across the tie-lines and may destabilize the power system [84] if

not damped effectively.

In literature, as discussed in Sections 1.3.1.1 and 1.3.3 several methodologies for

inter-area mode estimation and control-loop selection are based on linearizing the

system at an operating point and analyzing the state space matrices obtained after

that. If the system operating point changes then the control-loop obtained at a

different operating point may not be valid, and a new control-loop is to be estimated

based on the current operating point. However, linearizing the complex power system

model every time as the operating point changes is tedious and an accurate model of

the power system for the current operating point may not always be readily available.

To overcome the drawbacks of linearization based methods, the measurement based

methods are adapted. Using the measurements directly the MIMO model of the power
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system is estimated without the need for a detailed model of the power system. Since

the changing dynamics/operating points of the system are captured in the measure-

ment data, the MIMO model thus obtained can be used for mode and control loop

estimation. The measurement-based methodologies gained interest with the advent

of phasor measurement unit (PMUs), communication infrastructure. Several mea-

surement based methods are discussed in Section 1.3.1.2, but some of these methods

did not consider the mutual coupling between different control loops and estimating

optimal wide-area control loop is not addressed.

To this effect, a novel model-free MIMO system identification technique for wide-

area control considering mutual coupling between different control loops is presented

this chapter, the identified MIMO system is used for 1) inter-area frequency estima-

tion, 2) optimal control loop estimation, and 3) design of wide area controller. In

this initially, the power system is divided into areas based on coherency grouping

such that each area has one WADC to damp inter-area oscillations [83]. Then MIMO

identification is performed to estimate an optimal control loop to damp the inter-

area mode of interest. Finally, WADC is designed based on the model-free discrete

linear quadratic regulator (DLQR) and Kalman filtering (KF) techniques. The ef-

ficacy of the proposed architecture is verified by implementing on a RTDS/RSCAD

and MATLAB real-time testbed using two-area and IEEE 39 bus [46] power system

models.

To summarize, the major contributions in this chapter are:

• Developed a real-time co-simulation test bed for model-free MIMO considering
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mutual coupling between different control loops.

• Performing residue analysis on the identified MIMO transfer function to esti-

mate the optimal control loop for wide-area control.

• Designed a WADC based on DLQR and KF techniques which use the extracted

state space matrices from identified MIMO system.

The rest of the chapter is organized as follows: In Section 2.2 dividing power system

based on coherency is discussed. In Section 2.3, model-free MIMO identification is

discussed and Section 2.4 discusses about real-time implementation of MIMO identi-

fication. Section 2.5 discusses about optimal wide area control loop selection. Section

2.6 discusses model-free DLQR and Kalman filter design. Section 2.7 discusses sim-

ulation results and Section 2.8 summarizes the chapter.

2.2 Dividing Power System Based on Coherency

In reality, power system comprises of different physical areas and are interconnected

though tie-lines, to realize this the power system test models under consideration are

divided into areas based on slow coherency grouping of generators which is based

on linearized power system model. The division of the power system into areas are

required to assign WADC to each of the control areas. The details regarding slow

coherency grouping of generators are reported in [95] so further details are not dis-

cussed here. This algorithm is implemented on two-area power system (Fig. 1(a)) as

well as IEEE 39 bus (Fig. 2.4) power system models. Fig. 2.1 shows the architecture

of the proposed WADC.
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2.2.1 Coherency grouping of two-area system model

On applying the slow coherency grouping method to the two-area power system

model, it is found that generators 1 and 2 are in one area and the remaining generators

are in other areas. To validate this grouping from the actual response of the system

a 3-ph fault is created at 4s for a duration of 0.05s on bus-8 and generators inter-area

dynamics are observed. Fig. 2.3 shows the speed deviation of generators from its

rated speed (i.e., 2πf , where f is the fundamental frequency in Hz) and it can be

seen that generators 1,2 swing against generators 3 and 4. Based on this grouping

the test model is divided into two areas (groups) as shown in Fig .1(a) and Table 2.1.

MIMO 
Identification
(Section 2.3)

G1 G2

G3

Signal Selection
(Section 2.5)

Controller Design 
and Adaptation

(Section 2.6)

Offline Coherency 
Grouping

(Section 2.2)

u1

u3

u2
w1

w2

w3

 u=input
 w=output

Control Signal

Control Signal

Control Signal

Fig. 2.1. Architecture for proposed WADC

2.2.2 Coherency grouping of IEEE 39 bus system

Further to divide the IEEE 39 bus system (Fig. 2.4) into realistic areas, the slow

coherency grouping technique is used here, and the coherent groups of generators
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Fig. 2.2. Two-area power system model

Table 2.1
Coherency grouping of power system models

Test System Slow Coherency

Two Area Group-1: 1,2

Group-2: 3,4

IEEE 39-BUS Group-1: 4,5,6,7

Group-2: 1,8,9

Group-3: 2,3

Group-4: 10

obtained are as shown in Table 2.1. To show the grouping of generators from generator

dynamics, a 3-ph fault is created on Bus-14 at 4s for a duration of 0.1s. Fig. 4.3,

Fig. 2.6, and Fig. 4.4 shows the speed deviations of generators in groups-1, 2, and 3

respectively.

2.3 Model-free MIMO Identification

Most of the physical world systems are MIMO, and the dynamics of these systems

traditionally are analyzed using linearized model at an operating point and estimat-

ing modes and mode shapes from the state space matrices thus obtained after lin-

earization. However, linearizing a complex system requires an accurate model which
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represents the current operating point of the system and achieving the exact model

may not always be possible. To overcome this, the MIMO identification should be

model-free without loss of accuracy in identified models. This can be achieved using

measured data, and while formulating MIMO system transfer functions the effects

between different input/output combinations should be considered. The need for

considering mutual coupling effect is as shown using a physical example in Section

2.3.1.

2.3.1 MIMO transfer function from state space matrices

Consider a system with two inputs, u1 and u2, and two outputs, y1 and y2 and the

system is represented by differential equation [1] as follows:

y
′′

1 + a1 + y
′

1 + a0(y1 + y2) = u1(t) (2.1)
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y
′

2 + a2(y2 − y1) = u2(t) (2.2)

where superscripts y
′

and y
′′

indicates first and second order differential equations

respectively. Now formulating state space matrices from (2.1) and (2.2) gives:

x1 = y1 (2.3)
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x4 = y2 = x
′

3 (2.4)

x
′

1 = y
′

1 = x2 (2.5)

x
′

2 = −a1x2 − a0(x1 + x4) + u1(t) (2.6)

x
′

4 = −a2(x4 − x1) + u2(t) (2.7)

Now rearranging (2.3) to (2.7) to get state space equations.

x
′
=



0 1 0 0

−a0 −a1 0 −a0

0 0 0 1

a2 0 0 −a2


︸ ︷︷ ︸

A

x+



0 0

1 0

0 0

0 1


︸ ︷︷ ︸

B

 u1

u2

 (2.8)

 y1

y2

 =

 1 0 0 0

0 0 0 1


︸ ︷︷ ︸

C

x
(2.9)

Converting (2.8) and (2.9) into transfer function format yields:

G(s) = C(sI−A)−1B =

 G11(s) G12(s)

G21(s) G22(s)

 (2.10)
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where I is the identity matrix and

G11(s) =
s+ a2

s3 + (a1 + a2)s2 + (a0 + a1a2)s+ 2a0a2

G12(s) =
−a0

s3 + (a1 + a2)s2 + (a0 + a1a2)s+ 2a0a2

G21(s) =
a2

s3 + (a1 + a2)s2 + (a0 + a1a2)s+ 2a0a2

G22(s) =
s2 + a1s+ a0

s3 + (a1 + a2)s2 + (a0 + a1a2)s+ 2a0a2

Equation (2.10) can be represented in discrete time domain by replacing s with

2(1−z−1)
Ts(1+z−1)

(tustin approximation), where Ts is the sampling time.

G(z−1) =

 G11(z−1) G12(z−1)

G21(z−1) G22(z−1)

 (2.11)

The objective here is to identify the MIMO transfer function as shown in (2.10) and

(2.11) using the measurement data without the information of the model. One way

to determine the MIMO is to identify different input/output combinations separately,

but this approach does not include mutual coupling between loops. If we observe the

individual transfer function of (2.10) all the transfer functions have same denominator

coefficients (i.e., eigenvalues of the system) while numerator coefficients differ this is

to ensure mutual coupling between loops in MIMO system. So our objective is to

formulate a MIMO identification which uses input/output measurement data and

have the same denominator coefficients but different numerator coefficients.
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2.3.2 Model-free MIMO identification considering mutual coupling

For model-free MIMO identification of the system, the available parameters are the

input and output measurements. In the power system perspective, the input data up

is the voltage reference to the exciter of the synchronous machine, and the output is

the speed deviation, ∆ωm. The input/output measurement channel is as illustrated

in Fig. 4.9. The EMT based real-time simulator is in discrete-domain the MIMO

formulation of the power system is also in the discrete time domain with p inputs

and m outputs is given by (2.12). The individual transfer function corresponding

to each input/output loop is estimated using the proposed methodology for MIMO

identification considering the mutual coupling between different loops.

Generator
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Fig. 2.8. Input and output measurements

∆ω(z−1) = G(z−1)U(z−1) (2.12)
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where

∆ω(z−1) =



∆ω1(z−1)

.

.

∆ωm(z−1)


, U(z−1) =



u1(z−1)

.

.

up(z
−1)



G(z−1) =



G11(z−1) . . G1p(z
−1)

. . . .

. . . .

Gm1(z−1) . . Gmp(z
−1)


The individual transfer functions of the MIMO system can be represented as shown

in (2.13).

Gmp(z
−1) =

∆ωm(z−1)

up(z−1)
=

bh0 + bh1z
−1 + ...+ bhkz

−k

1 + a1z−1 + a2z−2 + ...+ akz−k
(2.13)

where up and ∆ωm are the input and output signal data, h is the element number

in the matrix, and k is the order of transfer function. The (2.13) is formulated in a

way such that can be seen that for all transfer functions the denominator coefficients

are same but numerator coefficients differ, this is to ensure that mutual coupling

is ensured while identifying the MIMO system. The MIMO system is identified as

shown in the following steps:

2.3.2.1 Step-1

The equation (2.12) is rewritten for N observation window length as shown in

(2.14).
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Xh
His = Xh

Num +Xh
Den (2.14)

where

Xh
His =



∆ωm(z)

.

.

∆ωm(z −N + 1)



Xh
Num =



up(z − 1) . up(z − k)

. . .

. . .

up(z −N) . up(z −N + 1− k)





bh0

.

.

bhk



Xh
Den =



∆ωm(z − 1) . ∆ωm(z − k)

. . .

. . .

∆ωm(z −N) . ∆ωm(z −N + 1− k)





a1

.

.

ak


2.3.2.2 Step-2

For all input/output loops, concatenate Xh
His and is represented as (2.15)
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X1
His

X2
His

.

Xh
His


=



X1
Num

X2
Num

.

Xh
Num


+



X1
∆ω

X2
∆ω

.

Xh
∆ω





a1

.

.

ak


(2.15)

2.3.2.3 Step-3

Calculate denominator coefficients and numerator coefficients iteratively. For this,

in the first iteration numerator coefficients are initialized. Then the denominator co-

efficients (a1, a2...ak) are calculated by applying the least squares technique to (2.16).

Further the numerator coefficients (bh0 , b
h
1 ...b

h
k) are calculated again as shown in (2.17)

X1
∆ω

X2
∆ω

.

Xh
∆ω





a1

.

.

ak


=



X1
His

X2
His

.

Xh
His


−



X1
Num

X2
Num

.

Xh
Num


(2.16)

[
Xh

up

]


bh0

.

.

bhk


=

[
Xh

His

]
−
[

Xh
∆ω

]


a1

.

.

ak


(2.17)

The numerator and denominator are calculated iteratively until the desired tolerance

is achieved such that ||
(
[Xh

His − (Xh
Num + Xh

Den)])
∣∣ | ≤ 0.0001. The MIMO identifi-

cation flow is shown in Algorithm 2.1.
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Algorithm 2.1 MIMO Identification-Algorithm

1) Initialize numerator coefficients (bh0 , b
h
1 ...b

h
k) of (9)

while tol ≤ 0.0001 do
a) Calculate denominator coefficients (a1, a2...ak) (12)
b) Using denominator coefficients obtained in previous step, calculate numerator
coefficients (13)
c) tol = norm([Xh

His − (Xh
Num + Xh

Den)])
end while

2.4 Real-time implementation of MIMO identification

The proposed MIMO identification of the power system is implemented on a

RTDS/RSCAD and MATLAB co-simulation test bed as shown in Fig. 8(a). The

power system is modeled in RTDS/RSCAD, and the MIMO identification algorithm

is implemented in MATLAB. The RTDS/RSCAD sends the measurement data to

MATLAB for processing through GTNET-Socket connection [2]. The data received

on MATLAB end is processed for MIMO identification, apart from MIMO identifi-

cation MATLAB also uses the identified transfer functions to estimate an optimal

control loop and send the control signal back to the power system model is RTDS.

Since this approach is implemented using RTDS, the real-life time scenario is em-

ulated and the designed controllers can be tested using this co-simulation platform

before implementing in the field.

2.4.1 MIMO Identification two-area system

The two-area power system model (Fig. 1(a)) is initially identified to validate

the proposed algorithm. The measurement data um and ∆ωm of all generators are

transmitted to MATLAB with a sampling time of 0.0064s. Then further to reduce

the computational effort the data available is down-sampled by a factor 10 so that
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Fig. 2.9. Real-time experimental setup

the new sampling time will be 0.064s. The new sampling time after down-sampling is

used in the conversion of discrete to continuous time domain as well as estimation of

inter-area modes. To validate the effectiveness of the proposed MIMO identification

algorithm in estimating the inter-area modes, a 3-ph fault is created on Bus-8 at 4s for
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a duration of 0.05s. The speed deviation after the fault is shown in Fig. 2.10. From

Fig. 2.10 the approximate frequency of oscillations from visual inspection is 0.6803Hz

and from application of Fast Fourier Transform (FFT) algorithm on ∆ω1 data, the

inter-area frequency is 0.6793Hz (see Fig. 2.11). The frequency obtained from the

proposed algorithm considering mutual coupling is 0.6619Hz. Table 2.2 shows the

inter-area mode comparison.
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Fig. 2.10. Speed deviation of generators(rad/s)

Table 2.2
Inter-area mode comparison

Test System MIMO Identification FFT

Two Area 0.6694Hz 0.6793Hz

IEEE 39-BUS Case-1: 0.6077Hz Case-1: 0.5919Hz

Case-2: 0.6631Hz Case-2: 0.6658Hz
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2.4.2 MIMO Identification of 39-bus system

Further to validate the MIMO identification of IEEE 39 bus system is used. Two

subsequent disturbance cases at different locations as shown in Fig. 2.12 are simu-

lated.

2.4.2.1 Case:1

In this case, a 3-ph fault is created at 14s for a duration of 0.1s on bus-14. In

this case, also the data sampling time is 0.0064s and transmitted to MATLAB. Af-

ter receiving at the MATLAB end, the data is down-sampled by 10 to reduce the

computation time and burden. From Table 2.2 it can be seen that from proposed

method the estimated inter-area frequency is 0.6077Hz whereas from FFT analysis

of generator-5 speed(∆ω5) data the inter-area frequency obtained is 0.5919Hz (Fig.

4.13).



34

0 10 20 30 40 50 60 70time (s)
-1

-0.5

0

0.5

1

1.5

2

2.5

S
p

e
e
d

 D
e
v
ia

ti
o
n

 (
)

1

2

3

4

5

6

7

8

9

1
0

Case:2

Frequency: 0.6631Hz

MIMO Order: 7

Case:1

Frequency: 0.6077Hz

MIMO Order: 7

Fig. 2.12. 39 bus speed deviation (rad/s)

0 1 2 3 4 5 6

Frequency

0

0.1

0.2

0.3

A
m

p
li

tu
d

e

X: 0.5919

Y: 0.1357

X: 0.07398

Y: 0.3454

Fig. 2.13. FFT analysis of ∆ω5 (Case:1)

2.4.2.2 Case:2

Further, in this case, a 3-ph fault is created at 39.5s for a duration of 0.1s on bus-19.

In this case, also the data sampling time is 0.0064s and transmitted to MATLAB.

After receiving at the MATLAB end, the data is down-sampled by 10 to reduce the
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computation time and burden. From Table 2.2 it can be seen that from proposed

method the estimated inter-area frequency is 0.6631Hz whereas from FFT analysis

of generator-5 speed(∆ω5) data the inter-area frequency obtained is 0.6658Hz (Fig.

2.14).
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Fig. 2.14. FFT analysis of ∆ω5 (Case:2)

2.5 Optimal Wide Area Control Loop Selection

After estimating the inter-area mode, the objective is to damp that oscillation using

WADC. However, in the MIMO power system model, there are different input/output

control loop combinations, it is inevitable to estimate the most optimal control loop

with which we can damp inter-area oscillations. This can be achieved by analyzing

residues of the identified MIMO transfer functions corresponding to inter-area modes

of interest [109]. For this (2.13) is converted to continuous time domain format and

rewritten in partial fraction expansion form as shown in (2.18).
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Gmp(s) =
∆ωm(s)

up(s)
=

rmp(1)

s− p1

+
rmp(2)

s− p2

+ ..+
rmp(j)

s− pj

+ kmp(s) (2.18)

where p and rmp are the poles and residues of the transfer function Gmp(s). The

residue (rmp(j)) corresponding to inter-area mode (pj) gives the information of the

optimal control loop. For a mode pj, the value of residue gives how controllable is

the output ∆ωm and how observable is the input up, overall how strong is the control

loop to damp oscillations. From this then it can be concluded that the control loop

which has larger residue is optimal.

2.5.1 Identifying the optimal control loop for two-area system

From Table 2.2 dominant inter-area mode for two-area power system model is

0.6694Hz. The residue analysis corresponding to the inter-area mode of frequency

0.6694Hz is shown in Table 2.3. From Table 2.3 it can be seen that for Area-1 the

maximum value of residue is for ∆ω3 → u2 loop and in Area-2 the maximum values

of residue is for ∆ω3 → u4 loop. From this, for Area-1 which consists of generators 1

and 2, the generator-2 is the most controllable and the speed deviation of generator-3

is the most observable and this combination is an optimal control loop for Area-1.

Likewise, for Area-2 the generator-4 is the most controllable and speed deviation of

generator-3 is the most observable and this combination is an optimal control loop

for Area-2.
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Table 2.3
Optimal wide-area control loop based on normalized residue analysis

output/input u1 u2 u3 u4

∆ω1 0.7695 0.4274 0.0188 0.5275

∆ω2 0.2838 0.5255 0.7124 0.3025

∆ω3 0.5568 0.8274 0.0159 1.0

∆ω4 0.1534 0.1404 0.2492 0.4395

2.5.2 Identifying the optimal control loop for 39 bus system

In the case of 39 bus system different cases are analyzed as discussed in Section

7.5.1.1 and 7.5.1.2 to illustrate how changes in operating conditions affect the inter-

area modes and corresponding optimal control loops.

2.5.2.1 Case: 1

From Table 2.2 dominant inter-area mode for 39 bus system, case-1 is 0.6077Hz.

The residue analysis corresponding to the inter-area mode of frequency 0.6077Hz is

shown in Table 2.4. From Table 2.4 it can be seen that for Group-1 the generator-4

is the most controllable and the speed deviation of generator-9 is the most observ-

able. For Group-2 the generator-9 is the most controllable and the speed deviation

of generator-10 is the most observable. For Group-3 the generator-3 is the most

controllable, and the speed deviation of generator-2 is the most observable, and fi-

nally, for Group-4 the generator-10 is the most controllable and the speed deviation

of generator-6 is the most observable and this makes an optimal control for this case.
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Table 2.4
Optimal control loop for IEEE 39-bus (fault on bus-14)

Control Loop Residue

Group− 1 ∆ω9 to u4 0.7160

Group− 2 ∆ω10 to u9 0.7302

Group− 3 ∆ω2 to u3 0.3950

Group− 4 ∆ω6 to u10 1.0

2.5.2.2 Case: 2

From Table 2.2 dominant inter-area mode for 39 bus system, case-2 is 0.6631Hz.

The residue analysis corresponding to the inter-area mode of frequency 0.6077Hz is

shown in Table 2.5. From Table 2.5 it can be seen that for Group-1 the generator-7

is the most controllable and the speed deviation of generator-1 is the most observ-

able. For Group-2 the generator-8 is the most controllable and the speed deviation

of generator-4 is the most observable. For Group-3 the generator-3 is the most con-

trollable, and the speed deviation of generator-9 is the most observable, and finally,

for Group-4 the generator-10 is the most controllable and the speed deviation of

generator-4 is the most observable and this makes an optimal control for this case.

Table 2.5
Optimal control loop for IEEE 39-bus (fault on bus-19)

Control Loop Residue

Group− 1 ∆ω1 to u7 0.7911

Group− 2 ∆ω4 to u8 0.6864

Group− 3 ∆ω9 to u3 0.3465

Group− 4 ∆ω4 to u10 1.0
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2.6 Model-free DLQR and Kalman filter design

The WADC design is based on DLQR and KF. The WADC design architecture is

as shown in Fig. 2.15.

2.6.1 Discrete-time linear quadratic regulator

The DLQR based controller uses state-space matrices corresponding to the optimal

control loop for calculating the control gain. For this the discrete state space model

is extracted from the MIMO transfer functions (2.13) and represented as follows:

xk+1 = Akxk +Bkuk

yk = Ckxk +Dkuk

(2.19)

where A, B, C, and D are the state, input, output, and feedforward matrices respec-

tively. The objective of the DLQR is to minimize the cost of the objective function
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represented as (2.20), where R = ρI(ρ > 0), Q = CT
k Ck are the weight matrices

and N is the number of samples. The cost function can be minimized by calculating

optimal control gain K by solving (2.22)-(2.23). The P in (2.22) is the solution of the

discrete algebraic Ricatti equations represented as (2.23). The optimal control signal

is represented as (2.21) [127]. The optimal control signal is sent to most controllable

generator estimated from residue analysis.

J =
N∑
k=0

(xTkQxk + uTkRuk) (2.20)

uk = −Kkxk (2.21)

Kk = (R +BT
k Pk+1Bk)

−1BT
k Pk+1Ak (2.22)

Pk−1 = Q+ ATkPkAk − ATkPkBk(R +BT
k PkBk)

−1BT
k PkAk (2.23)

Table 2.6
Estimated LQR gains (K) for two-area system

Control Loop Gain (K)

∆ω3 to u2 [-0.0077 0.0379 -0.0022 0.0570 -0.1733 0.0416 0.0933]

∆ω3 to u4 [0.1897 -0.0656 -0.1852 0.0454 -0.0402 -0.0300 0.1810]

For a 7th order control loops, Table 2.6 shows the estimated optimal control gains

for two-area system. Table 2.7 and Table 2.8 shows the optimal control gains for

39-bus system Case 1 and 2 respectively.
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Table 2.7
Estimated LQR gains (K) for IEEE 39 bus system (Case:1)

Control Loop Gain (K)

∆ω9 to u4 [0.0041 -0.0065 -0.0029 0.0295 -0.0407 0.0233 -0.0190]

∆ω10 to u9 [-0.0467 0.1225 -0.2635 0.2954 -0.1783 0.0519 -0.0188]

∆ω2 to u3 [0.3510 -0.4969 0.4490 0.0186 -0.2645 0.1415 -0.0743]

∆ω6 to u10 [-0.0296 0.0884 -0.2031 0.2372 -0.1477 0.0448 -0.0188]

Table 2.8
Estimated LQR gains (K) for IEEE 39 bus system (Case:2)

Control Loop Gain (K)

∆ω1 to u7 [-0.1659 0.6799 -0.8777 0.5350 -0.3312 0.1834 -0.0405]

∆ω4 to u8 [-0.0919 0.3275 -0.4145 0.2566 -0.1636 0.0935 -0.0207]

∆ω9 to u3 [-0.0858 0.3297 -0.4227 0.2606 -0.1645 0.0931 -0.0207]

∆ω4 to u10 [-0.0445 0.1546 -0.1984 0.1249 -0.0807 0.0465 -0.0104]

2.6.2 Kalman filtering based state estimation

The optimal control signal in (2.21) is the product of the optimal control gain and

states of the system corresponding to the optimal control loop. Here, KF technique

is adapted to estimate the states of the system. The state space model as shown in

(2.19) is used to estimate the states. The predictor step and co-variance calculation

is given by (2.24) and (2.25) respectively.

xk+1 = Akxk +Bkuk (2.24)

Lk = AkLk−1A
T
k +Qk (2.25)
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where Q and L are co-variance of noise and state vector estimate respectively. The

the Kalman gain factor (G) is estimated as shown in (2.26)

Gk = LkH
T
k (HkLkH

T
k +Rk)

−1 (2.26)

where R and H are co-variance of measurement noise and and the observation matrix

respectively. Finally, the corrector step is represented as shown in (2.27) and (2.28).

xk = xk+1 +Gk(z −Hxk + 1) (2.27)

Lk = Lk+1 −KkHkLk+1 (2.28)

Further details of kalman filtering based state estimation are reported in [126].

2.7 Simulation Results

The output of WADC is sent to the most controllable generator as shown in Fig.

2.15. The overall architecture is implemented to damp inter-area oscillations in two-

area and IEEE 39 bus system models during various disturbances.

2.7.1 Simulation results of two-area system

The wide area control loop for the two-area system is as shown in Fig. 2.16. Fig.

2.17 shows the speed deviation of generator 2 with and without WADC. Fig. 2.18

shows the speed deviation of generator 4 with and without WADC. Fig. 2.19 shows

the WADC output sent to generator 2 and 4. From the above figures, it can be

observed that the with the proposed approach the oscillations are damped effectively.

Table 2.9 shows the comparison of performance metrics with and without WADC.
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The speed deviation value for generator-2 without WADC at 11s after disturbance is

0.01773 whereas with WADC the value is 0.0038. This indicates that there is 78.68%

reduction in oscillation magnitude. In the same way for generator-4 there is 72.60%

reduction in oscillation magnitude. Further area under the curve for the absolute

value of oscillations is analyzed as shown in Table 2.10 and found that for generator-2

the area under the curve is 66% less with WADC and for generator-4 it is 56% less.

Table 2.9
Performance metrics for two-area system

Variable Without WADC With WADC

Peak ∆ω2 at 15s (Fig. 2.17) 0.01773 0.0038

Peak ∆ω4 at 14.25s (Fig. 2.18) 0.0413 0.0113

Table 2.10
Area under the curve for two-area system

Variable Without WADC With WADC

∆ω2 (Fig. 2.17) 0.4817 0.1638

∆ω4 (Fig. 2.18) 0.6959 0.3012

WADCWADC

Fig. 2.16. Optimal control loop for two-area system
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2.7.2 Simulation results of 39 bus system

For this system two cases are analyzed for different disturbances.

2.7.3 Case:1

For the same disturbance scenario as discussed in Section 7.5.1.1, Fig. 2.20, Fig.

2.21, Fig. 2.22, and Fig. 2.23 shows the speed deviations of generator 3, 4, 9, and

10 with and without WADC respectively. Fig. 2.23 shows the WADC output sent

to the most controllable generator. From the above figures, it can be seen that the

with the proposed approach the oscillations are damped effectively. The area under

the curve for the absolute value of speed deviations are analyzed as shown in Table

2.11 and it is found that the area under the curve is reduced by 56%, 59%, 54%, and

60.56% with WADC for generators 3, 4, 9, and 10 respectively.
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Table 2.11
Area under the curve metric (39 bus system case:1)

Variable Without WADC With WADC

∆ω3 (Fig. 2.20) 6.4002 2.5803

∆ω4 (Fig. 2.21) 6.3374 2.7498

∆ω9 (Fig. 2.22) 6.4669 2.9669

∆ω10 (Fig. 2.23) 6.3081 2.4878
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Fig. 2.20. Generator-3 speed deviation (rad/s)

2.7.4 Case:2

For the same disturbance scenario as discussed in Section 7.5.1.2, Fig. 2.25, Fig.

2.26, Fig. 2.27, and Fig. 2.28 shows the speed deviations of generator 3, 7, 8, and

10 with and without WADC respectively. Fig. 2.29 shows the WADC output sent

to the most controllable generator. From the above figures, it can be seen that the

with the proposed approach the oscillations are damped effectively. The area under
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the curve for the absolute value of speed deviations are analyzed as shown in Table

2.12 and it is found that the area under the curve is reduced by 55%, 54%, 60%, and

56% with WADC for generators 3, 7, 8, and 10 respectively.

Table 2.12
Area under the curve metric (39 bus system case:2)

Variable Without WADC With WADC

∆ω3 (Fig. 2.25) 3.477 1.5355

∆ω7 (Fig. 2.26) 3.746 1.7233

∆ω8 (Fig. 2.27) 3.3801 1.3258

∆ω10 (Fig. 2.28) 3.5383 1.5359
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2.8 Summary

The proposed method for model-free wide-area damping of inter-area oscillations

based on MIMO identification overcome the drawbacks of earlier linearization based
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methods reported in the literature. In this approach, initially MIMO system transfer

functions are identified, then the inter-area modes are estimated using the MIMO

transfer functions. The optimal control loop required for WADC is estimated through

residues corresponding to the inter-area mode of interest. Finally, the WADC is design

based on a combination of DLQR and Kalman filtering algorithms. The efficacy of

the proposed architecture is verified by implementing on two-area, and IEEE 39 bus

power system models on RTDS/RSCAD and MATLAB based real-time co-simulation

platform. In the next chapter, coherency and online signal selection based wide-area

control of wind integrated power grid is proposed.



CHAPTER 3: COHERENCY AND ONLINE SIGNAL SELECTION BASED
WIDE AREA CONTROL OF WIND INTEGRATED POWER GRID

This chapter extends the design of WAC based on a discrete Linear Quadratic

Regulator (DLQR) and Kalman filtering based state-estimation that can be applied

for real-time damping of inter-area oscillations of wind integrated power grid. The

main advantages of the proposed architecture are a) online coherency grouping that

accurately characterizes real-time changes in the power grid, and b) online wide-area

signal selection based on residue method for proper selection of the WAC signals.

The proposed architecture can thus accurately monitors changes in the power grid

and select the appropriate control signal for more effectively damping the inter-area

oscillation when compared to the conventional local signal based Power System Sta-

bilizers (PSS) or offline based WAC designs. The architecture is tested on a wind

integrated two-area system and IEEE 39 bus system to show the capability of the

proposed method.

3.1 Introduction

Interconnected power systems exhibit dominant inter-area oscillations with the fre-

quency of oscillation between 0.1-0.8 Hz [56]. During inter-area oscillations, coherent

generators tend to swing together in groups against other groups based on changes

in system conditions [20]. Inter-area oscillations pose significant problems in the op-

eration of the power system as it limits the power transfer capability of tie-lines and
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also deteriorates power system security [84]. To suppress the inter-area oscillations,

power system stabilizers (PSS) have been designed. PSS provides supplementary

damping through synchronous generator exciters [91], high-voltage direct current

(HVDC) links [12], and flexible alternating current transmission systems (FACTS)

devices [121].

Conventional damping controllers are designed considering specific operating con-

ditions that are typical for the power system [48]. The effectiveness of such controllers

decreases when the actual operating conditions of the power system deviate from the

specified conditions used for the design of such damping controllers. With the increase

in integration of renewable energy to the grid, the operating conditions of power grid

change more frequently especially due to the variability in the power output of these

renewable resources. Under such variable operating conditions, local robust damping

controllers fail to perform well. The conventional damping controllers reported in the

literature are discussed in Section 1.3.4.

Due to the recent developments in wide-area measurement system (WAMS), adap-

tive damping controller design has drawn a lot of attention. Work performed in [68],

[130] and development of algorithms for applying system identification techniques in

power system [86] are critical in these aspect. However, most of the research till now

is focused on the tuning of local adaptive controllers while the issue of coordination

among all the controller is not addressed well yet. It is worth noting that both the

adaptive design of local individual controller and the coordination between different

controllers can be achieved simultaneously through a properly designed WAC.

There are two significant challenges in designing an effective real-time WAC. First,
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there should be a robust method for obtaining a fast online model of the power sys-

tem that can capture all low-frequency oscillation modes, and second, there should be

an online method for selecting most observable and controllable signals for the con-

trol loop. For successfully managing these challenges, an online coherency grouping

method is required, as such grouping reduces the number of signals to be monitored

for the design of WAC [67]. The reduction in the number of signals decreases compu-

tation burden and at the same time facilitates online design and implementation of

the WAC. The coherency grouping based on modal and measurement based methods

are discussed in Section 1.3.2.1 and 1.3.2.2. Significant advances on applications of

system identification on power system are also discussed in Section 1.3.1.2.

In this chapter [110], three major novel contributions are proposed. First, an

online computationally robust coherency grouping of machines is performed based

on spectral clustering which uses measurement signals for grouping. This method

considers the current system operating condition. To overcome the computational

burden and to reduce the execution time, only the slow eigenvalues of the Laplacian

matrix are used for clustering. Second, the control/loop for WAC is selected based on

residue analysis of gain matrix formulated online using MIMO identification which

considers the changes in operating conditions of the system. Third, a novel controller

is designed based on discrete LQR and state estimation using Kalman filtering. The

efficacy of the proposed method is verified by evaluating the performance of the

architecture to damp the inter-area oscillations on a WTG successfully integrated

two-area and IEEE 39 bus system models in real-time using RSCAD/RTDS real-

time digital simulator. To summarize, the major contributions of this work are:
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• A new coherency grouping method based on online spectral clustering.

• A new method for online selection of wide-area control loop using MIMO iden-

tification.

• A novel method for WAC based on discrete LQR and state estimation using

Kalman filtering.

The rest of the chapter is organized as follows: In Section 3.2 the proposed frame-

work for the online WAC design is discussed. In Section 3.3, the results on a power

grid using two-area test system and IEEE 39-bus system are discussed and Section

3.4 summarizes the chapter.

3.2 Proposed Framework for the Online Wide Area Controller

The proposed framework for the online WAC design involves the following steps:

a) coherency grouping algorithm, b) signal selection algorithm for WAC based on

residue approach and, c) WAC design algorithm. The architecture for the proposed

framework is as shown in Fig. 3.5

MIMO 
Identification
(Section 2.3)

G1 G2

G3

Signal Selection
(Section 2.5)

Controller Design 
and Adaptation

(Section 2.6)

Online Coherency 
Grouping

(Section 3.2.1)

u1

u3

u2
w1

w2

w3

 u=input
 w=output

Control Signal 3

Control Signal 1

Control Signal 2

Order Reduction
(Section 3.2.3)

w1

w2

w3

Fig. 3.1. The architecture of proposed framework
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3.2.1 Proposed coherency grouping algorithm

In this approach coherency grouping of generators is performed based on spectral

clustering using measured data points which is the speed of the generators. Data

points x1, x2, ...xn for a window length of n are considered for clustering. Further,

using the data points a similarity matrix S ⊆ Rmn is formulated, where Sij gives

the relation between xi and xj. The similarity matrix information is used to group

x1, x2, ...xn into k clusters. The similarity matrix is a based on a Gaussian function

represented as in (7.1)

Sij = e

(
−
‖xi−xj‖

2σ2

)
(3.1)

where σ is a scaling factor. Here S is dense and is of the order n × n. The size of

S increases with increase in the number of data points under consideration, but this

slows the simulation speed. To increase the online clustering speed Nystrom method

is used which uses sub-matrix of the dense matrix S. Let a sub-matrix A of the dense

matrix S can be represented as an l × l matrix (where l << n), sub-matrix B as

l× (n− l) matrix, and C as (n− l)× (n− l) matrix. Upon rearranging the columns

and rows S can be represented as

S =

 A B

BT C

 ,W =

 A

BT

 (3.2)
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where A ⊆ Rl×l, B ⊆ Rl×(n−l) , and C ⊆ R(n−l)×(n−l). S is approximated by Nystrom

method using A and B. The approximation S is given in (7.3)

S ≈ S̄ =

 A B

BT BTA−1B

 (3.3)

The normalized laplacian matrix using the approximated similarity matrix S can

then be represented as (7.4)

L̄ = I−D−
1
2 S̄D−

1
2 (3.4)

where D =
∑n

j=1 S̄ij is a diagonal matrix. The decomposition of L̄ gives the eigen-

values and corresponding eigenvectors according to (7.5).

L̄ = V̄Σ̄V̄
T

(3.5)

where Σ̄ contains eigenvalues, and V̄ are the corresponding eigenvectors. If j slow

eigenvalues are considered, then the eigenvectors corresponding to j eigenvalues, writ-

ten as an Rn×j matrix can be formulated as in (7.6)

V̄ = [~v1, ~v2, ...., ~vn] (3.6)

where ~vi ⊆ Rn, i = 1.....j and j is the number of eigenvectors. The normalized

eigenvector matrix can then be written as

Uim =
V̄im√∑k
r=1 V̄2

ir

, i = 1, ..., n and m = 1, ..., j (3.7)

The n rows of U can easily be clustered into groups using the k-means method (see

Algorithm 1). In Algorithm-1 the inner-loop repeatedly assigns each set of entities
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ui to the closest cluster center µj, and recalculate the new cluster center (µj) based

on the statistical mean of the data points assigned to it. More details of k-means

method can be found in [19,77].

Algorithm 3.1 K-means Algorithm

1) Given U = {u1, u2, ..., un} (set of entities to be clustered)
2) Select k initial cluster centers µ1, µ2,..., µk ∈ R.
repeat

a) For every i, set ci = argmin
j
‖ui − µj‖2

b) For every j, set µj =
∑n
i=1 1{ci=j}ui∑n
i=1 1{ci=j}

until converged

Construct Similarity 
Matrix (   ) (Eqns 3.1-3.3)

Power System 
( n  generators)

Compute normalized 
laplacian matrix (   ) 

(Eqn.3.4)

Eigendecomposition 
of  (Eqn 3.5)

Compute 
frequency 
from the 

eigen values 

Calculate V as 
the  j  eigen 

vectors of (Eqn 
3.6)

Compute the 
columns (j) of 
eigen  vectors 
corresponding 

to  j  slow 
eigen values

Compute the 
normalized 
matrix U of 
V(Eqn 3.7)

Clustering n rows 
of  U into k groups 

using k-means 
(Algorithm 3.1)

YesNo Is     a null 
matrix ?

Null Matrix 
indicates no 
disturbance 

in the system

 k  Generator 
groups

Fig. 3.2. Flow chart of the proposed coherency grouping algorithm.

Fig. 3.2 shows the flowchart of the proposed algorithm. The efficacy of the proposed

algorithm is verified by implementing the architecture on Kundur two area (Fig. 3.3)
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Fig. 3.3. Two-area study system model.

Table 3.1
Comparison of coherency grouping methods

Test System Slow Coherency Spectral Clustering

Two Area Group-1:1,2 Group-1:1,2

Group-2:3,4 Group-2:3,4

t = 0.4826s t = 0.021s

IEEE 39-BUS Group-1:4,5,6,7 Group-1:4,5,6,7,9

Group-2:1,8,9 Group-2:1,8

Group-3:2,3 Group-3:2,3

Group-4:10 Group-4:10

t = 0.8138s t = 0.0423s

*t = Computational Time

and IEEE-39 bus power system models (Fig. 3.4), and then comparing the method

with state-of-the-art offline, slow coherency based grouping. For the two-area system,

a 3-ph fault is created on bus-9 for 0.1 sec. The coherent groups obtained based on
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WAC

WACWAC

Fig. 3.4. IEEE-39 bus test system model (Fault on Bus-14).

the proposed algorithm and comparisons are shown in Table 3.1. It can be seen that

the proposed online method provides the same grouping as an offline method but with

lower computational time. Also, for IEEE 39 bus system, group 1 is different with

generator 9 included in group 1. This is wrongly interpreted in the slow coherency

method. Fig. 3.5 to Fig. 3.8 shows the comparison of coherency grouping for a fault

on bus-14.
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Further to validate the algorithm for changing operating conditions in real-life, a

sequence of disturbances are studied at various locations of the IEEE-39 bus system.

For this, 3-ph faults are created for 0.1 sec at bus-14, bus-19, and bus-6 at 5, 31 and 61

sec respectively. Tables 3.2, 3.3, and 3.4 shows the coherency grouping comparison
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of 39-bus system for various operating conditions. Fig. 3.9 shows the coherency

grouping for various operating conditions for the IEEE-39 bus system. It can be

observed that with the proposed coherency grouping method the generators can be

grouped based on current operating condition whereas in offline methods like slow
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coherency the generator grouping does not change irrespective of changing operating

conditions. The dynamics observed at different operating conditions in Fig. 3.9

supports this statement. It is also worth noting that the computational time required

for the proposed online coherency grouping method is much less confirming that the

algorithm is feasible to implement on a real-life system.
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Fig. 3.9. Coherency grouping for different operating conditions.

Table 3.2
Coherency grouping of IEEE-39 bus system (spectral clustering) fault on bus-14

No of Clusters (k) Groups

4 Computational Time = 0.0423s

Group-1:4,5,6,7,9

Group-2:1,8

Group-3:2,3

Group-4:10

3.2.2 MIMO Identification

The MIMO identification and signal selection are discussed in Section 2.3 and 2.5

respectively.
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Table 3.3
Coherency grouping of IEEE-39 bus system (spectral clustering) fault on bus-19

No of Clusters (k) Groups

4 Computational Time = 0.0303s

Group-1:6,7,9

Group-2:1,2,3,8

Group-3:4,5

Group-4:10

Table 3.4
Coherency grouping of IEEE-39 bus system (spectral clustering) fault on bus-6

No of Clusters (k) Groups

4 Computational Time = 0.0696s

Group-1:5,9

Group-2:4,6,7,8

Group-3:2,3

Group-4:10

Table 3.5
Control loop based on residue approach

Type Residue analysis using MIMO identification Residue analysis of state space matrices

Coherent groups Group 1 Group 2 Group 1 Group 2

Speed/Field voltage u1 u2 u3 u4 u1 u2 u3 u4

∆ω1 0.5640 0.5280 0.6398 0.6323 0.4973 0.6081 0.5263 0.6537

∆ω2 0.4323 0.6571 1.0000 0.6385 0.3551 0.4342 0.3758 0.4668

∆ω3 0.8758 0.7143 0.7366 0.9602 0.7608 0.9303 0.8051 1.0000

∆ω4 0.7093 0.6609 0.8584 0.7826 0.6733 0.8232 0.7125 0.8850

Computational Time (Signal Selection) = 1.28s Computational Time (Signal Selection) = 0.078s

Computational Time (WAC Output Signal) = 0.0116s

3.2.3 Order reduction

In general, the order k is not known a priori, so k is assumed to be a large number

which is limited by the number of samples l and computational burden. Then, modes

with negligible residues are discarded [74] and new order p is identified (i.e the order

of (2.13) is reduced from k to p).
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3.2.4 Signal selection

The validity of the proposed algorithm for signal selection is verified by imple-

menting this approach on a wind integrated two-area power system model. For this,

a dominant mode of 0.6038 Hz is observed. Table 3.5 shows the comparison of pro-

posed signal selection algorithm with the residue analysis [54] of state space matrices

corresponding to the dominant mode. Since there are two coherent groups in the

two-area system, two WAC are required; one in each group. Generators 1 and 2 are

in one coherent group, and the remaining generators are in a second coherent group.

It is worth noting that, as the value of residue gets larger, the stronger is the control

loop to damp oscillations.

The control loop required to damp the observed mode can be derived from Table

3.5 as follows. In coherent group-1 the residue value is largest between the speed

of generator-3 (∆ω3) and the input signal of generator-1 (u1 ), so generator-1 is the

most controllable machine. Likewise, in coherent group-2 the most observable signal

is ∆ω2, and generator 4 is the most controllable machine. Table 4.3 shows the WAC

control loop for the case of the IEEE-39 bus system with a fault on bus-14 and with

four clusters. In group-1, generator 8 is the most controllable machine and the most

observable signal is ∆ω7, in group-2, generator 10 is the most controllable machine,

and the most observable signal is ∆ω1, in group-3, generator 2 is the most controllable

machine and the most observable signal is ∆ω6, and in group-4, generator 7 is the

most controllable machine and the most observable signal is ∆ω10. However, the

residue of the control loop for group-2 is very low, which can be verified from the fact
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that the inertia of generator-10 is very high compared to other generators and so it

is the less controllable machine. Hence the controller for group-2 is ignored.

3.2.5 WAC design architecture

The proposed WAC algorithm has three parts 1) identification of control loop

transfer function, 2) Discrete-time Linear Quadratic Regulator (DLQR), and 3) state

estimation using Kalman filtering. The details are discussed in Section 2.6. Fig. 2.15

shows the architecture of the proposed WAC design.

3.3 Simulation Results

The proposed controller is implemented on the two-area (Fig. 1) and IEEE 39-bus

(Fig. 2) system interconnected with a 150MW WTG [85] with each WTG is rated at

2MW. The experimental test-bed is as shown in Fig. 3.10.

3.3.1 Implementation test results using two-area system

Based on coherency grouping as shown in Table 3.1, it can be seen that generators

1 and 2 are in one group and generators 3 and 4 are in the other group, so two

WACs are required which are to be placed one in each group. The signal selection

for WAC control loop is discussed in section II. The simulation results with the

proposed architecture are compared with the results from a system with both Exciter

and PSS, and with Exciter only. Fig. 3.11 shows the wind speed profile used for

simulations. Fig. 3.12 shows the active power. It is seen that (see Fig. 3.12) injection

of the variable active power of WTG into the grid changes operating condition of the

power system, which initiates synchronous generators to oscillate. At this time, a

disturbance is created by initiating a fault on bus-8 at 13 sec for 0.1 sec, and another
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Fig. 3.10. Experimental test bed.

disturbance is created at 33 sec by dropping load connected to bus-9 for 0.1 sec. Fig.

3.13 shows the relative speed of generator 2 w.r.t generator 3, Fig. 3.14 show the

speed of generator 1 w.r.t generator 4, Fig. 3.15 shows the relative speed of generator

2 w.r.t generator 4, and Fig. 3.16 shows the WAC controlling signal to generator 1

and generator 3.

From the above results, with the WAC controlling signal (Fig. 3.16) to generator

1 and generators 3, it is observed that the oscillations are effectively damped (Fig.

3.13 to Fig. 3.15). From Fig. 3.13, it is seen that the frequency of inter-area oscilla-

tion is 0.6135Hz (approx.). Since the control loop is selected for inter-area oscillation
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Fig. 3.12. WTG Active Power.

(0.6038Hz), the inter-area oscillations are damped out effectively. From these re-

sults, it can be concluded that the proposed algorithm based on the online coherency

grouping performs very effective when compared to PSS working alone, and can be

implemented online.
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3.3.2 Implementation test results on IEEE 39-bus system

Based on coherency grouping as shown in Table 3.1, generators 4, 5, 6, 7, and

9 are in one group (group-4), generators 1, and 8 are in group-1, generators 2, 3
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Fig. 3.16. WAC input signal to generator 1 and 3.

are in group-3, so three WAC controllers are required which are to be placed one in

each group. The signal selection for WAC control loop is shown in Table 4.3. The

simulation results with the proposed controller are compared with the results from

a system with both Exciter and PSS, and with Exciter only. Fig. 3.17 shows the
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Table 3.6
IEEE 39-bus control loop

(fault on bus-14)

Control Loop Residue

Group-1 ∆ω10 → u7 0.678

Group-2 ∆ω7 → u8 0.49

Group-3 ∆ω6 → u2 1

Group-4 ∆ω1 → u10 0.027

Computational Time (Signal Selection) = 3.16s

Computational Time (WAC Output Signal) = 0.0192s

wind speed profile used for simulations. Fig. 3.18 shows active power. It is seen that

(see Fig. 3.18), injection of the variable active power of WTG into the grid changes

the operating condition of the power system initiating oscillations in synchronous

generators. At this time, a disturbance is created by initiating a fault on bus-14

at 5 sec for 0.1 sec, and another disturbance is created at 41 sec by dropping load

connected to bus 26 for 0.1 sec. Fig. 3.19 shows the relative speed of generator 5

w.r.t generator 2, Fig. 3.20 show the speed of generator 7 w.r.t generator 2, Fig.

3.21 shows the relative speed of generator 8 w.r.t generator 2, and Fig. 3.22 shows

the WAC controlling signal to generator 2, 7, and 8. From Fig. 3.19 to Fig. 3.21, it

can be seen that after 17sec the oscillations are damped effectively hence the WAC

output is dropped.

From the above results, with the WAC controlling signal (Fig. 3.22) to generator 2,

7, and 8, it is observed that the oscillations are effectively damped (Fig. 3.19 to Fig.

3.21). From Fig. 3.19 it is seen that the frequency of inter-area oscillation is 0.683Hz

(approx.). Since the control loop is selected for inter-area oscillation (0.6038Hz), the

inter-area oscillations are damped out effectively. Hence it can be concluded that the
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Fig. 3.18. WTG Active Power.

proposed algorithm based on the online coherency grouping performs very effectively

when compared to PSS working alone, and can be implemented online.
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3.4 Summary

In this chapter, an online coherency based WAC is proposed. The proposed WAC

algorithm is an efficient way of damping inter-area modes. The location of WAC is
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Fig. 3.22. WAC input signal to generator 2, 7, and 8

decided based on online coherency grouping, and signal selection is based on online

residue analysis. The spectral clustering and residue using MIMO system identi-

fication are computed during the simulation, so any changes in system operating

conditions especially due to renewable energy sources are taken into consideration.
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The WAC gains calculation and state estimation are performed online; hence the

controller parameters are updated based on system conditions. The efficacy of the

proposed architecture is verified by testing it on WTG integrated two-area and IEEE

39-bus power system, models. The proof of concept illustrates that with the pro-

posed WAC, inter-area modes can be damped much effectively. In the next chapter,

Alternating Direction Method of Multipliers (ADMM) based approach for wide-area

control is proposed.



CHAPTER 4: ALTERNATING DIRECTION METHOD OF MULTIPLIERS
(ADMM) BASED DISTRIBUTED APPROACH FOR WIDE-AREA CONTROL

In this chapter, a novel distributed wide-area control architecture based on ADMM

is proposed for damping the inter-area oscillations. For this, first, an interconnected

power system is divided into areas based on coherency grouping. Second, on each

area, local processors are assigned that estimates a black-box transfer function model

based on Lagrange multipliers using measurements. For consensus, the local area

processors communicate with a global processor to estimate a global transfer function

model of the power system from which a residue corresponding to the inter-area

mode of interest is derived, after convergence. This residue provides information

regarding optimal wide area control loop. Finally, a wide-area damping controller

is designed based on this information. The efficacy of the controller is validated

using two area and IEEE-39 bus test systems on RTDS/RSCAD and MATLAB co-

simulation platform.

4.1 Introduction

For reliable operation, electro-mechanical oscillations which arise in large inter-

connected power systems due to disturbance should be damped in a timely manner.

The electro-mechanical oscillations of generators with respect to remaining part of

the system are called local modes, whereas groups of generators oscillating together

against other groups are called inter-area modes [5]. The frequency of inter-area os-



78

cillations is between 0.1-1.0 Hz. Higher penetration of renewable energy resources

and variable loads makes the inter-connected power systems to operate close to lim-

its. This condition increases the stress on the power system and can deteriorate the

inherent damping of the system. Thus inter-area oscillation damping is even more

critical and difficult in the modern power grid. Unfortunately, inter-area modes are

not observable/controllable from generator local measurements and the effectiveness

of conventional power system stabilizer (PSS) in damping of inter-area modes is thus

limited [114].

Several methodologies to identify and damp inter-area oscillations considering op-

timal wide area control loop (input/output signal selection) are reported in Section

1.3.3. However, these methods are formulated using state-space matrices obtained

through linearizing the system at a particular operating point and analyzing modes

at that point which cannot be implemented in real-life as power system is non-linear

and dynamic. Thus, the control loop identified by linearizing at an operating point

as formulated in these methods may not be effective in damping inter-area modes.

To overcome drawbacks of linearization based signal selection, measurement-based

methods have been designed. In these methods, measurement data is analyzed with

a centralized controller to identify the optimal control loop. Since measurements

are updated as the system operating condition changes, these methods keep track of

changing operating conditions while identifying optimal control loop. Several central-

ized methods using measurements as discussed in Section 1.3.1.2 address only power

system identification but not identifying the optimal control loop. In chapter 2 and

3, the measurement-based approach for optimal control loop selection is discussed.
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However, for the large-scale network, the centralized approach for wide area signal

selection may not be feasible due to various factors like data volume, data transfer

capability, computational time, etc.

Considering these factors and to overcome the drawbacks of earlier methods re-

ported in the literature, this chapter [15] introduces a novel method to identify

optimal wide area control loop for wide area damping controller (WADC) using

ADMM [15] based distributed algorithms. For the proposed study, initially the

interconnected power system is divided into areas based on coherency grouping of

generators, then each local area processor designed is used to estimate multi-input-

multi-output (MIMO) black-box transfer function model based on Lagrange multipli-

ers method using measurements. The local area processors then communicate with

the global processor to estimate a global transfer function model of the power system.

Upon convergence, the residue corresponding to inter-area mode of interest provides

information of optimal wide area control loop obtained from the estimated global

transfer function. Further, knowledge of residue and corresponding eigenvalue is also

used for WADC design. The effectiveness of the proposed optimal control loop se-

lection methodology and wide area controller design is validated using two area and

IEEE-39 bus test systems on RTDS/RSCAD and MATLAB co-simulation platform.

To summarize, the major contributions of this work are:

• Developed a novel experimental test-bed for power system wide-area monitoring

techniques using distributed algorithms.

• Developed an algorithm to solve power system MIMO transfer functions using



80

ADMM.

• Developed a new method for online selection of optimal wide-area control loop

using ADMM techniques.

• Validated the applicability of distributed techniques for power system control ap-

plication.

The rest of the chapter is organized as follows: In Section 4.2 discusses the proposed

approach and problem formulation. In Section 4.3, experimental setup for implement-

ing the proposed signal selection method is discussed. In Section 4.4, implementation

test results are illustrated and Section 4.5 summarizes the chapter.

4.2 Proposed Approach and Problem Formulation

The proposed methodology involves three steps: a) Divide large-scale network into

areas, b) Select the appropriate signal for control, and c) Design a wide-area damping

controller. The proposed distributed architecture is shown in Fig. 7.1. The flowchart

is shown in Fig. 4.2.

4.2.1 Dividing Large Scale Network into Areas

Most of the present techniques for wide-area control are based on linearizing the

power system model at an operating point and then calculating the eigenvalues and

vectors to identify the optimal wide-area control loop. However getting a linearized

system for large-scale utility network is complex and impractical. Also as the operat-

ing condition of the grid changes, the linearized system changes and thus calculating

the linear system model for every time-step is impractical. To overcome this model-
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Fig. 4.2. Flowchart of overall methodology.

ing difficulty, in this chapter, a measurement based identification of wide-area control

loop is proposed. However analyzing measurements data using centralized data pro-

cessing framework may not be possible due to data transfer capability, data volume,

as well as the availability of communication infrastructure. Also, in reality, different

utilities (areas) are combined to a more extensive power system, so for centralized

processing, detailed information of other areas may not be readily available at the cen-
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tral control center (global processor). To overcome this, the power system is divided

into areas based on coherency grouping of generators where each area has one local

processor. The local processors estimate a local transfer function of the grid model

and communicate with the global processor to estimate a global transfer function.

For the division of the network into areas, an online coherency grouping based on

spectral clustering methodology considering the speeds of the generator is used where

tie lines connect the areas. Let the speed data points ω1, ω2, ...ωn for a window length

of n are considered for clustering. Using these data points a similarity matrix S is

formulated, where Sij gives the relation between ωi and ωj. The information from

similarity matrix is used to group ω1, ω2, ...ωn into k clusters. The similarity matrix

is based on a Gaussian function represented as in (4.1)

Sij = e(−
‖ωi−ωj‖

2σ2 ) (4.1)

where σ is a scaling factor. Here S is dense and is of the order n × n. The size of

S increases with an increase in the number of data points under consideration, but

this slows the simulation speed. To increase the online coherency grouping speed,

Nystrom method is used which uses sub-matrix of the dense matrix S [19]. The

details regarding online coherency grouping methodology are discussed in [109].

4.2.2 Proposed Architecture for Signal Selection

The proposed architecture for optimal wide-area signal selection involves the follow-

ing steps: a) Model development, and b) ADMM based distributive signal selection.
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4.2.2.1 Model Development

First, the power system is divided into areas. It is assumed that each area has a

local processor which communicates with the global processor as the local processor

of one area may not have complete information of other areas for determining optimal

wide area control loop. The inter-area oscillations (0.1 to 1 Hz) are between two-areas

connected through tie-lines. Since the tie-line information is common to multiple areas

and local processors use tie-line power flow to reach a consensus, this information

is used for reaching controller convergence. For this, a local transfer function is

estimated with an input signal (un) as shown in Fig. 4.3 and output signal as tie-line

power flow as output.
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Fig. 4.3. Input signal for transfer function estimation.

For example, if there are m tie lines and n generators in the system, then the



84

MIMO transfer function of the power system can be written as

P1(z)

.

.

Pm(z)


=



G11(z) . . . G1n(z)

. . . . .

. . . . .

Gm1(z) . . . Gmn(z)





u1(z)

.

.

un(z)


(4.2)

and generalized as

P (z) = G(z)U(z) (4.3)

where un is the input signal (see Fig. 4.3) and Pm is the tie-line power flow. Based

on the MIMO transfer function of the power system, (7.1)-(7.2) can be represented

as Gmn(z) [106,111]

Gmn(z) =
Pm(z)

un(z)
=
bh0 + bh1z

−1 + · · ·+ bhkz
−k

1 + a1z−1 + · · ·+ akz−k
(4.4)

where h is the element number in the matrix, and k is the order of transfer function.

It can be seen from (7.3) that, for capturing inter-area modes in the power system, the

denominator coefficients need to be the same however numerator coefficients should

be different. This gives information regarding inter-area modes in the system as

seen from different inputs but their corresponding residues differ. For j samples and

N observation window length, (7.3) can be rewritten as shown in (4.5). The least


Pm(j)

Pm(j − 1)

.

.

.
Pm(j −N + 1)

 =


Pm(j − 1) .. Pm(j − k) un(j) .. un(j − k)
Pm(j − 2) .. Pm(j − k − 1) un(j − 1) .. un(j − k − 1)

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
Pm(j −N) .. Pm(j −N + 1− k) un(j −N + 1) .. un(j −N + 1− k)





a1

.

.

.
ak
bn0
bn1
.
.
.
bnk


(4.5)
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squares technique is used to estimate (7.3) in discrete time-domain. G(z) in (7.2)

is formulated after estimating the entire system with different inputs and outputs.

Now, (7.3) can be transformed into partial fraction expansion and can be written as

(7.4).

Gmn(z) =
Pm(z)

un(z)
=

R(mn)k

z − p(mn)k

+ · · ·+
R(mn)2

z − p(mn)2

+

R(mn)1

z − p(mn)1

+ k(z)

(4.6)

where k(z) is a polynomial in z and R(mn)k is the residue of corresponding to the

pole p(mn)k. The residue R(mn)k provides information about how the mode p(mn)k is

affected by input un and how observable is it from Pm. This shows that residue is

a measure of joint controllability and observability index, where larger the value of

residue, the stronger is the optimal control loop. However, solving (7.1) using central-

ized techniques may not be possible because of computational burden, data volume,

etc. For example, if there are 20 tie-lines and 200 generators, using a centralized

method the processor must solve 4000 transfer functions which may not be feasible

in real-time. On the other hand, the power system is divided into areas either based

on geographical location (utilities) or coherency grouping, and each area has its local

processor which reports to global processor. Thus local processor of one area (utility)

may not have complete information of other areas for wide area control. In the pro-

posed distributed architecture, a distributed consensus-based approach using ADMM

can be used to overcome this problem by solving (7.1) in a distributed architecture.

In this approach, using Lagrange multipliers method a black-box transfer function

model is estimated locally for each area, and then a local processor is used to share
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information with the global processor so that a global transfer function of the power

system can be estimated. The eigenvalue and corresponding residue information ob-

tained from the global transfer function is used in identifying the wide-area control

loop and controller design.

4.2.2.2 ADMM Based Distributive Signal Selection

Large power system comprises of different areas, so (7.1) can be divided into parts

and then solved using ADMM. The distributed algorithm is proposed here using an

example for simplicity and ease of understanding. Suppose there are four generators

(n = 4) divided into two areas such that generators 1 and 2 are in one area and

generators 3 and 4 are in the other area, both these areas are connected by two

tie-lines (m = 2). Then (7.1) can be written as follows:

 P1(z)

P2(z)

 =

 G11(z) · · · G14(z)

G21(z) · · · G24(z)





u1(z)

u2(z)

u3(z)

u4(z)


(4.7)

The centralized equation (7.5) can be distributed and reformulated as follows:

Step-1: Divide the above MIMO transfer function into two areas:

• For Area-1

 P1(z)

P2(z)

 =

 G11(z) G12(z)

G21(z) G22(z)


 u1(z)

u2(z)

 (4.8)
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Further G11(z), G12(z), G21(z), and G22(z) can be written as follows:

G11(z) =
P1(z)

u1(z)
=
b1

0 + b1
1z
−1 + · · ·+ b1

kz
−k

1 + a1z−1 + · · ·+ akz−k

G12(z) =
P1(z)

u2(z)
=
b2

0 + b2
1z
−1 + · · ·+ b2

kz
−k

1 + a1z−1 + · · ·+ akz−k

G21(z) =
P2(z)

u1(z)
=
b3

0 + b3
1z
−1 + · · ·+ b3

kz
−k

1 + a1z−1 + · · ·+ akz−k

G22(z) =
P2(z)

u2(z)
=
b4

0 + b4
1z
−1 + · · ·+ b4

kz
−k

1 + a1z−1 + · · ·+ akz−k

(4.9)

where bh0 , bh1 , · · · , bhk are numerator coefficients which are different for each transfer

function, a1, a2, · · · , ak are the denominator coefficients which are equal for all the

transfer functions in the power system and h = 1, · · · , 4.

• For Area-2  P1(z)

P2(z)

 =

 G13(z) G14(z)

G23(z) G24(z)


 u3(z)

u4(z)

 (4.10)

Further G13(z), G14(z), G23(z), and G24(z) can be written as follows:

G13(z) =
P1(z)

u3(z)
=
b5

0 + b5
1z
−1 + · · ·+ b5

kz
−k

1 + a1z−1 + · · ·+ akz−k

G14(z) =
P1(z)

u4(z)
=
b6

0 + b6
1z
−1 + · · ·+ b6

kz
−k

1 + a1z−1 + · · ·+ akz−k

G23(z) =
P2(z)

u3(z)
=
b7

0 + b7
1z
−1 + · · ·+ b7

kz
−k

1 + a1z−1 + · · ·+ akz−k

G24(z) =
P2(z)

u4(z)
=
b8

0 + b8
1z
−1 + · · ·+ b8

kz
−k

1 + a1z−1 + · · ·+ akz−k

(4.11)

where bh0 , bh1 , · · · , bhk are numerator coefficients which are different for each transfer

function, a1, a2, · · · , ak are the denominator coefficients which are equal for all the

transfer functions in the power system and h = 5, · · · , 8.

Step-2: Writing the (7.7) and (6.8) in least squares format
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• For Area-1

[
L1 M1

] a1

b1

 = [B11]

[
L1 M2

] a2

b2

 = [B12]

[
L2 M1

] a3

b3

 = [B21]

[
L2 M2

] a4

b4

 = [B22]

(4.12)

• For Area-2

[
L1 M3

] a5

b5

 = [B13]

[
L1 M4

] a6

b6

 = [B14]

[
L2 M3

] a7

b7

 = [B23]

[
L2 M4

] a8

b8

 = [B24]

(4.13)

where a is vector of denominator coefficients, b is vector of numerator coefficients, L is

matrix of previous samples of Pm, and Mn is matrix of current and previous samples

of un.
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Step-3: The objective here is to make a1 = a2 = · · · = a8 = z for a global con-

sensus problem so that with the given initial conditions numerator and denominator

coefficients can be calculated iteratively until objective is achieved.

• For Area-1 and Area-2 (Calculating a using b)

[L1]
[
a1
]

= [B11]− [M1]
[
b1
]

[L1]
[
a2
]

= [B12]− [M2]
[
b2
]

[L2]
[
a3
]

= [B21]− [M1]
[
b3
]

[L2]
[
a4
]

= [B22]− [M2]
[
b4
]

[L1]
[
a5
]

= [B13]− [M3]
[
b5
]

[L1]
[
a6
]

= [B14]− [M4]
[
b6
]

[L2]
[
a7
]

= [B23]− [M3]
[
b7
]

[L2]
[
a8
]

= [B24]− [M4]
[
b8
]

(4.14)

Algorithm 4.1 ADMM-Algorithm

1: Each local processor (q) initializes aq0, bq0 using (6.9) and (6.10). z0 and wq0 are
also initialized

2: At iteration j:
3: Local processors updates aq as aqj+1 = argmin

aq
Lρ

4: Local processor transmits aqj+1 to the global processor

5: Global processor calculates zj+1 = 1
2

∑2
q=1 a

q
j+1

6: Global processor transmits zj+1 to all local processors.
7: Local processor updates wq as wqj+1 = wqj + ρ(aqj+1 − zk+1)
8: Local processor updates bqj+1 using (6.12)

• For Area-1 and Area-2 (Calculating b using a)
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[M1]
[
b1
]

= [B11]− [L1]
[
a1
]

[M2]
[
b2
]

= [B12]− [L1]
[
a2
]

[M1]
[
b3
]

= [B21]− [L2]
[
a3
]

[M2]
[
b4
]

= [B22]− [L2]
[
a4
]

[M3]
[
b5
]

= [B13]− [L1]
[
a5
]

[M4]
[
b6
]

= [B14]− [L1]
[
a6
]

[M3]
[
b7
]

= [B23]− [L2]
[
a7
]

[M4]
[
b8
]

= [B24]− [L2]
[
a8
]

(4.15)

More generically (6.11) and (6.12) can be rewritten as follows:

[Lq] [aq] = [Bq]− [M q] [bq] (4.16)

[M q] [bq] = [Bq]− [Lq] [aq] (4.17)

Where q is area number.

Step-4: Global consensus optimization problem is formulated using equations (6.13)

and (6.14) as follows:

min
a1,··· ,aq ,z

2∑
q=1

1

2
‖[Lq] [aq]− [Bq] + [M q] [bq]‖2

subject to aq − z = 0, for q = 1, 2

(4.18)

z is the global consensus solution, that is obtained when the local estimates of all

local processors denoted by aq, q = 1, 2 reach the same value.

It can be seen that the ADMM estimation method uses Lagrange multiplier ap-

proach in an iterative distributed methodology. The augmented Lagrange is computed
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as follows [74]

Lρ =
2∑
q=1

1

2
‖[Lq] [aq]− [Bq] + [M q] [bq]‖+

wTq (aq − z) +
ρ

2
‖aq − z‖2

(4.19)

where a and z are the vectors of the primal variables, w is the vector of the dual

variables or the Lagrange multipliers associated with (6.15), and ρ > 0 denotes a

penalty factor. ADMM implementation to solve distributed MIMO system is shown

in below algorithm.

Algorithm 4.2 ADMM-Algorithm

1: Each local processor (q) initializes aq0, bq0 using (6.9) and (6.10). z0 and wq0 are
also initialized

2: At iteration j:
3: Local processors updates aq as aqj+1 = argmin

aq
Lρ

4: Local processor transmits aqj+1 to the global processor

5: Global processor calculates zj+1 = 1
2

∑2
q=1 a

q
j+1

6: Global processor transmits zj+1 to all local processors.
7: Local processor updates wq as wqj+1 = wqj + ρ(aqj+1 − zk+1)
8: Local processor updates bqj+1 using (6.12)

4.2.3 Wide Area Damping Controller Design

To provide increased damping of inter-area oscillations supplementary control is re-

quired. The supplementary control is to be applied to the controllable generator, and

it should work in parallel with other local controls of the generator. This supplemen-

tary control is called wide-area damping control. The input-output signal selection

methodology for wide area damping controller is as discussed in Section-4.2.2. In the

literature various wide area control are reported, however in this chapter wide-area

damping controller design based on residue as reported in [5,92] is adapted since the

primary focus of this chapter is to study distributed approach for signal selection.



92

Fig. 4.4 shows the block diagram of the closed loop system with PSS and wide area

Generator
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H(s)

+ ++
-

AVR+EXC
Vref

Vt (Terminal Voltage)

Ptie (p.u)

Δω 

WADC

upss

uwadc

Fig. 4.4. Wide area control implementation.

controller H(s). H(s) is represented as in (6.18).

H(s) = KWADC
sTw

1 + sTw

[
1 + sTlead
1 + sTlag

]m
(4.20)

where KWADC is the wide area controller gain, Tw is the washout time constant

(usually 5 - 10 sec), Tlag and Tlead are the lead and lag time constant respectively, and

m is the number of compensating blocks. Fig. 4.5 shows the flowchart for WADC

design. The methodology of designing parameters for WADC is discussed in [5, 92],

so further details are not presented here.

4.3 Experimental Setup for Implementing the Proposed Signal Selection Method

The proposed algorithm for signal selection and damping controller is implemented

using RTDS/RSCAD and MATLAB co-simulation platform [107]. The power system

is modeled and simulated in RTDS/RSCAD whereas MATLAB sessions act as local
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to optimal 
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Design

(Eqn 4.20)

Fig. 4.5. Flowchart for WADC design.

and global processors. Both the MATLAB and RTDS communicate with each other

using GTNET-SKT hardware interface. Each area sends the required generator input

(un) and tie-line power flow data to the local processors through the GTNET-SKT

connection. Local processors will process the data, estimate a local transfer function,

and then communicates with the global processor to obtain a consensus-based global

transfer function. Based on the global transfer function the wide area control loop

and design of WADC are updated. Using the updated WADC design, the local areas

will send control actions to the generators. The simulation time step in RTDS in 50µs

(20000 samples/sec) but for the small signal stability analysis simulation time step of

20ms (50 samples/sec) is sufficient to preserve inter-area modes (0.1Hz to 1Hz). To

reduce the data processing and computational time the data is down-sampled from

20000/sec to 50 samples/sec such that inter-area modes are preserved for small signal

stability analysis. The experimental testbed is as shown in Fig. 4.6.

4.4 Implementation Test Results

The proposed algorithm is initially implemented on the two-area power system

model which consists of four generators each 900 MVA. Then to further validate the
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algorithm on a larger system, IEEE 39 bus system which consists of 39 buses, 10

generators is used. The first step in implementing the algorithm is to identify/divide

the system into areas based on coherency grouping or based on the real physical

geography of the larger power system. Using the online coherency grouping technique

two-area (Fig. 4.7) and IEEE 39 bus system (Fig. 4.8) are divided into groups as

shown in Table. 6.1.

Table 4.1
Coherency grouping of generators

Test System Grouping

Two Area Group-1: 1,2

Group-2: 3,4

IEEE 39-BUS Group-1: 4,5,6,7,9

Group-2: 1,8

Group-3: 2,3

Group-4: 10

4.4.1 Implementation test results using two-area system

In this case, the two-area system as shown in Fig. 4.7 is used. With an input signal

as shown in Fig. 4.3 and tie line power flow as the output, MIMO transfer function

is estimated locally for each area, and then local processor communicates with the

global processor to arrive at a global solution. To validate the algorithm during an

inter-area oscillation, a fault is created on bus 8 at 0.25sec and cleared at 0.45sec. In

this case, residue analysis is performed by solving the global consensus problem. With

estimation based on global consensus, it is found that the frequency of oscillation is

0.6667 Hz which is in consensus with the tie-line power oscillation frequency as shown

in Fig. 4.9. The frequency and residue (magnitude and angle) information give the
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optimal wide area control loop, and this information is also critical for damping

controller design. From Table. 5.2 it can be seen that the control loop between Ptie1

and Gen-3 has the highest value of residue for the inter-area mode of 0.6548 Hz.

Based on this it can be concluded that Generator-3 is most controllable and tie-line

(Bus7-Bus8-Bus9) power flow is the most observable signal. This means input to

WADC should be the tie-line power flow and output should be fed to Generator-3.

To study the effectiveness of the proposed algorithm, the performance is tested

with the presence of different generator controllers like:

• With exciter

• With exciter and PSS

• With exciter and WADC

• With exciter, PSS, and WADC

Table 4.2
Residue analysis of two-area system

Residue Frequency (Hz)

Ptie1 Ptie2 Ptie1 Ptie2

Gen-1 1.4649 1.3823 0.6563 0.6562

Gen-2 0.7893 0.7463 0.6572 0.6571

Gen-3 14.4958 13.3761 0.6548 0.6548

Gen-4 4.16 3.9402 0.6577 0.6578

Fig. 4.10 and Fig. 4.11 shows the relative speeds of generators-1 and generator-3

with respect to generator-2 (swing) respectively. Fig. 4.12 shows the active power

flow deviation through tie-lines and Fig. 4.13 shows the wide area controller action.
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Table 4.3
IEEE 39-bus control loop

(fault on bus-14)

Observable Controllable Residue

High

Line (Bus15-Bus14) Gen-6 5.5871

Line (Bus9-Bus39) Gen-3 4.6915

Line (Bus1-Bus39) Gen-1 2.4572

Low

Line (Bus26-Bus25) Gen-5 0.2753

Line (Bus4-Bus3) Gen-3 0.1512

Line (Bus3-Bus4) Gen-1 0.1175

Based on the above results it can be seen that WADC is effective in damping inter-

area oscillations using the optimal wide area control loop. It can be seen that the

proposed approach provides better damping of oscillations.

4.4.2 Implementation test results using 39-bus system

To further validate the proposed algorithm on the larger system and to test the

algorithm for various fault scenarios IEEE 39-bus system is used. Further, the effect of

selecting a wrong control loop is also analyzed here. Here WADC (Strong) represents

a strong wide-area control loop, and WADC (Weak) represents weak wide-area control

loop.

4.4.2.1 Scenario:1 Fault on Bus-14

A three-phase fault is created on Bus-14 for 0.1 sec at 2 sec. Table. 4.3 shows the

three control loops for each area with high and low residues. Using this information

the effect of strong and weaker control loops are analyzed. Fig. 4.14 shows the strong

and weak control loops for the fault on bus-14.

Fig. 4.15 and Fig. 4.16 shows the active power deviation of the lines connected
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Table 4.4
Controller performance comparison

(fault on bus-14)

Controller

Active Power
Deviation (MW)

at 4.3s (Fig. 4.15)

Relative Speed
(rad/s)

at 3.9s (Fig. 4.17)

Exciter -187.54 -1.4952

Exciter+PSS -132.1754 -1.1272

Exciter+WADC (Strong) -46.044 -0.6330

Excite+PSS+WADC (Strong) -68.37 -0.4670

Exciter+WADC (Weak) -171.7852 -1.4570

Exciter+PSS+WADC (Weak) -129.5395 -1.1267

between Bus17-Bus18 and Bus1-Bus39 respectively. Fig. 4.17 and Fig. 4.18 shows

the relative speed between generator 4 and generator 6 w.r.t swing generator-2 re-

spectively. Fig. 4.19 shows the wide area control output for the case with PSS. Table.

4.4 shows the active power deviation and relative speed at a sample point (trough

of oscillation here). From the Table. 4.4 it can be seen that when compared to Ex-

citer only case, addition of a PSS reduced oscillations by 29.52%, addition of WADC

(Strong) reduce the oscillation by 63.54%, addition of PSS and WADC (Strong) re-

duce the oscillation by 75.45%, with the addition of WADC (Weak) the oscillations

reduce by 8.4%, and with the addition of PSS and WADC (Weak) the oscillations

reduce by 30.93%. Whereas the relative speed oscillations with PSS, WADC (Strong),

PSS and WADC (Strong), WADC (Weak), PSS and WADC (Weak) are reduced by

24.61%, 57.66%, 68.77%, 2.55%, and 24.65% respectively. It can be concluded that

with WADC the oscillations are damped much more effectively; however, it can also

be seen that with WADC the oscillations are damped effectively if the optimal control

loop is strong.
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Table 4.5
IEEE 39-bus control loop

(fault on bus-25)

Observable Controllable Residue

High

Line (Bus39-Bus1) Gen-10 7.8621

Line (Bus39-Bus9) Gen-10 6.9582

Line (Bus1-Bus39) Gen-8 4.1673

Low

Line (Bus15-Bus14) Gen-5 0.5836

Line (Bus26-Bus25) Gen-9 0.3949

Line (Bus4-Bus3) Gen-2 0.3936

4.4.2.2 Scenario:2 Fault on Bus-25

Similarly, in this scenario, a three-phase fault is created on Bus-25 for 0.1 sec at 2

sec. Table. 4.5 shows the three control loops for each area with high and low residues.

Using this information the effect of strong and weaker control loops are analyzed.

Fig. 4.20 and Fig. 4.21 shows the active power deviation of the lines connected

between Bus17-Bus18 and Bus1-Bus39 respectively. Fig. 4.22 and Fig. 4.23 shows

the relative speed between generator 4 and generator 6 w.r.t swing generator-2 re-

spectively. Fig. 4.24 shows the wide area control output for the case with PSS. Table.

4.6 shows the active power deviation and relative speed at a sample point (trough

of oscillation here). From the Table. 4.4 it can be seen that when compared to Ex-

citer only case, addition of a PSS reduced oscillations by 19.68%, addition of WADC

(Strong) only reduce the oscillation by 63.27%, addition of PSS and WADC (Strong)

reduce the oscillation by 74.04%, with the addition of WADC (Weak) the oscillations

reduce by 3.4%, and with the addition of PSS and WADC (Weak) the oscillations

reduce by 28.62%. Whereas the relative speed oscillations with PSS, WADC (Strong),
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Table 4.6
Controller performance comparison

(fault on bus-25)

Controller

Active Power
Deviation (MW)

at 4.3s (Fig. 4.20)

Relative Speed
(rad/s)

at 3.9s (Fig. 4.22)

Exciter -192.39 -1.52

Exciter+PSS -154.52 -1.26

Exciter+WADC (Strong) -70.67 -0.73

Excite+PSS+WADC (Strong) -49.95 -0.57

Exciter+WADC (Weak) -185.78 -1.4894

Exciter+PSS+WADC (Weak) -137.3218 -1.2321

PSS and WADC (Strong), WADC (Weak), PSS and WADC (Weak) are reduced by

17.11%, 51.97%, 62.50%, 2.01%, and 18.94% respectively. It can be concluded that

with WADC the oscillations are damped much more effectively; however, it can also

be seen that with WADC the oscillations are damped effectively if the optimal control

loop is strong.

Further to compare the effectiveness of the proposed algorithm, the norms of dif-

ferent oscillation cases are compared with exciter only case. The relative error metric

is given by (5.7).

relative error =
‖yexc − yact‖2

‖yexc‖2

(4.21)

where yexc is the data with exciter only, yact is the data with other cases as shown in

Table. 4.7, and ‖ ‖ is the 2-norm of a vector. Using the relative error metric, it can

be observed that the larger the error between with exciter only case and other cases

with supplementary controls like PSS and WADC, more effective is the damping.
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Table 4.7
Relative error comparison

Variable Case-1 Case-2 Case-3 Case-4 Case-5

Fig. 4.17 0.7146 0.6732 0.4107 0.4230 0.3137

Fig. 4.18 0.7587 0.6667 0.4232 0.4403 0.3

Fig. 4.15 0.6831 0.6014 0.3773 0.3704 0.2327

Fig. 4.16 0.6552 0.5687 0.3388 0.3368 0.1733

Fig. 4.22 0.6228 0.5519 0.2061 0.2543 0.1013

Fig. 4.23 0.6254 0.5391 0.1998 0.2545 0.1021

Fig. 4.20 0.6093 0.54061 0.1938 0.2728 0.1003

Fig. 4.21 0.6004 0.5367 0.1906 0.2125 0.1320

Case1: Exciter+PSS+WADC (Strong), Case2: Exciter+WADC (Strong)

Case3: Exciter+PSS, Case4: Exciter+WADC (Weak)

Case5: Exciter+PSS+WADC (Weak)

4.5 Summary

The proposed method for selection of optimal control loop for wide area control

using ADMM based distributed algorithms overcome the drawbacks of earlier meth-

ods reported in the literature. In this approach, the interconnected power system is

divided into areas, and then using measurements a multi-input-multi-output (MIMO)

black-box transfer function model is estimated locally for each area based on the La-

grange multipliers method. The local area processors will then communicate with

the global processor to estimate a global transfer function model of the power sys-

tem. The information of residue corresponding to inter-area mode pole obtained from

global transfer function is used for selecting an optimal wide area control loop and to

design WADC. The efficacy of the proposed distributed approach is validated using

two-area and IEEE 39 bus power system models on RTDS/RSCAD and MATLAB
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co-simulation platform. From the simulation results, it is found that the proposed

distributive method applicability in damping inter-area oscillations effectively. In the

next chapter, frequency-based reduced order modeling is introduced.
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Fig. 4.6. Experimental test bed.
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Fig. 4.7. Two area test system.
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CHAPTER 5: DEVELOPMENT AND APPLICABILITY OF ONLINE
PASSIVITY ENFORCED WIDE-BAND MULTI-PORT EQUIVALENTS FOR

HYBRID TRANSIENT SIMULATION

This chapter presents a method for developing single and multi-port Frequency

Dependent Network Equivalent (FDNE) based on a passivity enforced online recursive

least squares (RLS) identification algorithm which identifies the input admittance

matrix in z-domain. Further, with the proposed architecture, a real-time hybrid

model of the reduced power system is developed that integrate Transient Stability

Analysis (TSA) and FDNE. Main advantages of the proposed architecture are, it

identifies the FDNE even with unknown network parameters in the frequency range

of interest, and yet can be implemented directly due to discrete formulation while

maintaining desired accuracy, stability and passivity conditions. The accuracy and

characteristics of the proposed method are verified by implementing on two area and

IEEE 39-bus power system models.

5.1 Introduction

Real-time electromagnetic (EMT) simulation requires detailed modeling of trans-

mission systems to understand the effect of transients and harmonics arising due to

varying operating conditions and disturbances in power grid. Effect of power elec-

tronic components associated with renewable energy sources on the power grid and

performance of different controllers can be analyzed using EMT simulations. Typi-
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cally, integration time step of EMT simulation is in microseconds (µs). This makes

modeling of a large transmission system for EMT studies impractical as detail mod-

eling increases complexity and computational burden. One solution is to model the

transmission system as TSA type simulations with larger integration time as TSA

simulations can run faster than EMT. However, in TSA type, due to large integra-

tion time, the high-frequency behavior of the system is not preserved making this

approach not very accurate.

Another approach is to model the large transmission network as frequency depen-

dent reduced order systems that can represent the power grid under any operating

condition. One way to reduce large power grid is to model part of the network which

is of interest (study area) in detail and the remainder of the system (external area) by

an efficient equivalent such as FDNE. In this process, initially, the network is divided

into study and external area based on the coherency grouping of generators such that

all coherent generators are present in the external area. The boundary between the

study and external area is divided considering the fact that interconnecting points

should have the least minimum number of ports. Generally, in TSA type equivalent,

the network admittance is evaluated only at the fundamental frequency; hence this

representation ignores high-frequency oscillations. The high-frequency behavior of the

external area can be preserved by using FDNE; however, FDNE ignores electrome-

chanical oscillations. To cover both electromechanical and high-frequency response,

the external area should be modeled as a combination of TSA equivalent and FDNE.

FDNEs are generally formulated as frequency-dependent black-box terminal equiv-

alents based on rational functions. The methodologies reported in the literature are
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discussed in Section 1.4.

However, state-of-the-art algorithms formulate FDNE with continuous domain

transfer function which makes it very complicated to implement in the real-time simu-

lator (EMT based). Also, in many of these methods FDNE formulation is dependent

on the availability of admittance data over a wide range of frequency; however, the

availability of data is not guaranteed. Further, off-line calculation of admittance over

a wide frequency range, and storing and retrieving of the data for curve fitting is

tedious and time-consuming. For example, if the frequency range of interest is from

0 to 5000 Hz with a step size of 0.1 Hz, one should construct 50001 admittance ma-

trices at each frequency sample which is extremely complicated to compute. This

complexity increases with the sample size of frequencies, the number of ports, and

the size of the network under consideration.

This chapter introduces a novel method for formulating FDNEs based on the online

recursive least square identification. In this method, the external area is energized

with constant voltage source at the boundary buses after all the voltage sources, and

current sources in the network are short-circuited and open circuited respectively.

Subsequently, by tracking input voltage and output current, FDNE is formulated.

The proposed method simplifies FDNE formulation which is independent of the avail-

ability of network parameters over a wide frequency range and reduces complexity

in implementing FDNE by formulating it in discrete domain directly. Also by using

Kron’s node elimination method external area network size is reduced and all gener-

ators are aggregated for further reduction in computational burden. The advantages

of the proposed architecture are:
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• FDNE formulation is independent of the availability of network parameters over

a wide frequency range.

• The architecture formulates FDNE in discrete domain, which reduces complex-

ity in interfacing FDNE with the real-time simulator.

• The architecture formulates coherency based network equivalents of complex

networks with the less computational burden and desired accuracy.

• The methodology enforces stability and passivity conditions to ensure stable

EMT simulations.

• The methodology can be directly implemented for real-time control [108].

The rest of the chapter is organized as follows: In Section 5.2 overall architecture

is discussed. In Section 5.3 implementation test on the interconnected power grid is

discussed and Section 5.5 summarizes the chapter.

5.2 Proposed Methodology

In large power grids, it has been frequently observed that after disturbances the

generators swing together in groups, meaning units near a disturbance respond faster

and together, whereas distant machines show relatively damped oscillatory behavior.

This physical property is known as coherency and a group of machines with similar

responses are termed coherent generators. In our work, the generators are coherently

grouped based on a localness index. Further, the power system model order reduction

is performed by dividing the original system into a study area and an external area.

The proposed method further divides the external area into two parts. The first one
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is a low-frequency equivalent (TSA) and the second one is high-frequency equivalent

(FDNE). The reduced order modeling of power system involves the following steps:

5.2.1 Aggregation of External Area for TSA type modeling and Real-time

Integration

For retaining the electromechanical behavior of the system under consideration

aggregated TSA model is used. Fig. 7.2 shows the flowchart for TSA type modeling.
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5.2.1.1 Coherency Based Classification of Study and External Area

For coherency grouping of the power system under study, initially the small signal

stability study of the power grid model is performed, and the generator electromechan-

ical modes of oscillation are evaluated. Further, based on the participation factors of

all the generators, a localness index is calculated as follows:

Lindex =
n∑
i=1

(1− Pki)n (5.1)

where n is a number of synchronous generators connected in the system and, Pki is

the normalized participation factor of the kth machine in the ith mode. For example,

Table. 6.1 shows the coherency grouping of generators for IEEE 39 bus system based

on the localness index. More details of the localness index are discussed in [36].

Table 5.1
Coherency grouping of generators for IEEE 39 bus system

Group I II III IV

Generators 4,5,6,7,9 1,10,8 3 2

5.2.1.2 Network Aggregation

For aggregating the external area network, the admittance matrix (Yn×n) of the

external area is formulated using the bus and line data (at 60Hz). For example, if

there are n number of buses in the external area and we want to retain m buses (i.e.

m = i+j , where j be the number of boundary buses and i is the number of generator

buses) and eliminate the remaining n−m buses in the external area, then using Kron
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node elimination method [3], reduced admittance matrix (Yred) can be obtained as:

Yred(m×m) =
[
Ym×m − Ym×nY −1

n×nYn×m
]

(5.2)

 Ib(j×1)

Ig(i×1)

 = Yred(m×m)

 Vb(j×1)

Vg(i×1)

 (5.3)

where subscript b and g represents the boundary and generator buses respectively.

5.2.1.3 Generator and Associated Controller Aggregation

After network aggregation and generators are left intact, the reduced admittance

matrix is of the size m × m (m = i + j, i.e. there are j boundary buses and i

generator buses). To further reduce computational burden and to reduce complexity

in modeling, generators and associated controllers can be aggregated. With generator

aggregation, the reduced admittance matrix is of the size (m − i + 1) × (m − i + 1)

(m = i+ j, i.e. i coherent generators can be aggregated into one generator). Method

of generator and controller aggregation is discussed in [21]. Thus additional details

are not explained in the chapter.

5.2.1.4 Interfacing TSA type modeling with real-time simulator

In this step, voltages at the boundary buses is the input to the TSA block, where

output currents from the TSA block is injected back to the boundary buses. Here,

the generators are modeled in detail to observe the electromechanical behavior. Con-

version of boundary bus voltage from time domain to phasor domain is then per-

formed using discrete sequence analyzer [124]. The result gives magnitude |Vb| and,

phase angle ∠Vb. Also, phase angle of Vb with reference to Ib can be determined as
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θb = ∠δb − ∠Vb, where ∠δb is the angle of Ib. Then, using (7.4) the generator bus

voltage is calculated.

Vg∠θg = (Ig∠δg − YbbVb∠θb)Y −1
gg (5.4)

where, Ig is the generator current injection, ∠δg is the angle of generator current, Vb

is the boundary bus voltage, Vg is the generator bus voltage and, ∠θg is the angle of

generator bus voltage. Generator voltage Vg is calculated recursively every time step.

From calculated Vg and boundary bus voltage Vb, boundary bus current injection Iinj

is calculated as shown in (7.5)-(7.6).

Ib∠δb = YbbVb∠θb + YbgVg∠θg (5.5)

Iinj∠βb = Ib∠δb (5.6)

After calculating boundary bus current Iinj∠βb in phasor form, it is converted into

the time domain and injected into the boundary bus. The overall implementation is

shown in Fig. 7.2.

5.2.2 Study and analysis of TSA type equivalent modeling

For study and preliminary analysis, the TSA type equivalent is implemented on

two area power system model as shown in Fig. 6.4. In this test system, area-1 consists

of generators G1, G2, and area-2 consists of generators G3, G4 [106]. For analysis

purpose, area-2 is considered as the external area with boundary bus as bus 10. Two

cases are considered for the study. In the first case, the external area is modeled as

TSA type equivalent with only network aggregation (EMT+TSA Based Model), and

in the second case external area is modeled as TSA type equivalent with network and
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GND4

GND5

Fig. 5.2. Proposed dynamic equivalent of two area system

generator aggregation (EMT+TSA Based Model (AGG)). For both cases, the study

area is modeled as full EMT. For benchmarking, both the test cases are compared

with the full EMT model of external and study area (EMT Based Model).

Fig. 6.3 shows the comparison of the relative speed of Gen. 2 with respect to

(w.r.t) gen. 1, and Fig. 6.6 shows the comparison of active power flow from bus 10

to bus 9. From Fig. 6.3, it can be observed that TSA type equivalent can preserve

electro-mechanical oscillations, but high-frequency oscillations are not preserved as it

can be seen from Fig. 6.6.

For quantitative analysis, relative error between the two cases and full EMT type

model is calculated using (5.7). The results are tabulated in Table. 5.2.

relative error =
‖yref − yact‖2

‖yref‖2

(5.7)

where yref represents the output from full EMT model (EMT Based Model) and yact
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Fig. 5.3. The relative speed of Gen.2 w.r.t Gen.1

represents the output obtained in each case (EMT+TSA Based Model (AGG) and

(EMT+TSA Based Model) respectively)

Table 5.2
Comparison of reduced (EMT+TSA) and original (EMT) models

EMT+TSA(AGG) EMT+TSA

Fig. 6.3 0.3589 0.2998

Fig. 6.6 0.0356 0.0351

It can be seen that the aggregated model has a significant error. This motivates

the use of FDNE representations.

5.2.3 FDNE Formulation and Real-time simulator Integration

For retaining the high frequency behavior of the system under consideration, FDNE

is formulated. Fig. 6.7 shows the FDNE modeling flowchart. In this method, the

external area is energized with constant voltage source with varying frequency in steps

(from few Hz to kHz) after short circuiting all voltage sources, and open circuiting
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Fig. 5.4. Active power flow from bus 10 to bus 9

all current sources. By tracking input voltage and output current, FDNE is then

formulated in z-domain using RLS. The basic principle is as follows. If VF is the

voltage input to the boundary bus and IF is the current output from the boundary

bus, then frequency dependent admittance (Yfit) can be written as

Yfit(z
−1) =

IF (k)

VF (k)
=

b1z
−1 + b2z

−2 + ...+ bnz
−n

1 + a1z−1 + a2z−2 + ...+ anz−n
(5.8)

where k is the number of samples. For a m-port network (that means m boundary

buses), Yfit can be represented as in (6.7), where Yfit(m,p) and Yfit(m,m) in (6.7) are

the self and mutual admittance respectively. FDNE model formulation and validation

involves the following steps.

5.2.3.1 Recursive Least Square Estimation

Identification of a dynamic process is performed every sample period using the

process input u(k) and the process output y(k) at every sample k . Considering the
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Iinj=Ib+YfVb

(Eqn. 5.43)
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z-domain model of an nth order process, this can be represented as

y(k)

u(k)
=

b1z
−1 + b2z

−2 + · · ·+ bnz
−n

1 + a1z−1 + a2z−2 + · · ·+ anz−n
(5.10)

Yfit(z
−1

)m×m =


Yfit(1,p) + Yfit(1,1) + · · · + Yfit(1,m) −Yfit(1,2) . . . −Yfit(1,m)

Yfit(2,1) . . . . −Yfit(2,m)
. . . . . .

−Yfit(m,1) . . . . Yfit(m,p) + Yfit(m,1) + · · · + Yfit(m,m)


(5.9)
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where a′s and b′s are the transfer function denominator and numerator coefficients

respectively. For N observation window length, (6.8) can be rewritten as



y(k)

y(k − 1)

.

.

.

y(k −N + 1)


N×1

= [XN×2n]



a1

.

.

an

b1

.

.

bn


2n×1

(5.11)

Equation (6.9) can be written in the generic form as

Φmodel(N×1) = XN×2nΘ2n×1 (5.12)

where X a matrix of past inputs and outputs, Φ is a matrix of past and present

outputs, and Θ is the coefficient matrix of the transfer function.

Assume that the model identified is different from measurements, then

ε = Φmeasured − Φmodel (5.13)

where ε is the error between the performance of the system measurement (subscript

measured) and the model (subscript model). For reducing this error, a criteria J can

be defined as

J = εtε (5.14)
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By letting dJ/dΘ = 0, we get

Θ =
[
X tX

]−1
X tΦmeasured (5.15)

From (6.13) it can be seen that, in order to calculate the measured variable the inverse

of the state matrix should be determined. This can drastically slow down the process

and some time may even not achievable. To circumvent this issue, a recursive least

squares technique is used. RLS is a computational algorithm that eliminates the

matrix inversion. Let S = X tX, then (6.13) can be written as

Θ = S−1X tΦ (5.16)

where Φ = Φmeasured

Then,

Θ(k) = S−1
[
x(k)X t(k − 1)

]  Φ(k)

Φ(k − 1)

 (5.17)

Θ(k) = S−1
[
X(k)Φ(k) +X t(k − 1)Φ(k − 1)

]
(5.18)

Using (6.10)

Θ(k) = S−1
[
X(k)Φ(k) +X t(k − 1)X(k − 1)Θ(k − 1)

]
(5.19)

Θ(k) = S−1 [X(k)Φ(k) + S(k − 1)Θ(k − 1)] (5.20)

S(k) = S(k − 1) +X(k)X ′(k) (5.21)

Substituting (6.19) in (6.18)

Θ(k) = S−1 [X(k)Φ(k) + {S(k)−X(k)X ′(k)}Θ(k − 1)] (5.22)
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Θ(k) = Θ(k − 1) + [S(k − 1) +X(k)X ′(k)]−1X(k)

[Φ(k)−X ′(k)Θ(k − 1)]

(5.23)

Let P (k) = S−1(k),. Then by using matrix inversion lemma, P (k) can be represented

as

P (k) = P (k − 1)

[
I − X(k)X ′(k)P (k − 1)

1 +X ′(k)P (k − 1)X(k)

]
(5.24)

Let

K(k) =
X(k)

1 +X ′(k)P (k − 1)X(k)
(5.25)

Then, P (k) can be re-written as

P (k) = [I −K(k)X ′(k)]P (k − 1) (5.26)

Substituting (6.24) in (6.21), (6.21) can be represented as

Θ(k) = Θ(k − 1) +K(k) [Φ(k)−X ′(k)Θ(k − 1)] (5.27)

With weighted least square, (6.23) and (6.24) can be presented as

K(k) =
P (k − 1)X(k)

γ + x′(k)P (k − 1)X(k)
(5.28)

P (k) =
[I −K(k)X ′(k)]P (k − 1)

γ
(5.29)

where γ is the weighting factor.

Thus with a given process input VF (k) and process output IF (k), Yfit can be

computed using RLS estimation [10, 109]. The validity of the proposed algorithm is

verified by implementing on different test systems. In the first case, the proposed

algorithm is implemented on two area test system with a 1-port network. Fig. 6(a)
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and Fig. 6(b) shows the magnitude and angle of admittance of the external area

and Table. 6.2 shows the comparison of FDNE formulation for two area system. It

can be observed that even though this approach uses a lower order transfer function

(meaning less computational burden), this method gives a similar error compared to

higher order VF method.
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Table 5.3
FDNE formulation comparison

Type Proposed Method Vector Fitting(VF)

FDNE Order 17 21

RMS Error 2.176e-6 2.0101e-6

5.2.3.2 Passivity Enforcement

For a stable EMT simulation, the admittance matrix should be passive. Presence of

negative resistance (i.e., the angle of admittance > ±1.57 rad in phasor form) in the
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frequency range of interest due to inherent approximations in identification violates

passivity. For instance, from Fig. 6(b) it can be seen that for the previous test case,

passivity is violated. For enforcing passivity, an algorithm is developed as shown in

Algorithm 5.1. The details are as follows.

Algorithm 5.1 Algorithm for Passivity Enforcement

1: Calculate Yfit(z
−1) using RLS

2: z = ej2πfTs where f = 1 : fmax, fmax is the maximum frequency of interest, and
Ts is the sampling time

3: Obtain admittance matrix (Yfitdata) by substituting step-2 in step-1
4: Calculate Gfitdata=< [Yfitdata] from step-3
5: Calculate Gfit(z

−1) and Bfit(z
−1) (eqns. 6.31− 6.33)

6: Assume initial Gfitcorr(z
−1) = Gfit(z

−1)
7: for k = 1 to length(f) do
8: if minimum eigenvalue of Gfitdata(k) < 0 then
9: using SDP calculate Gfitcorrdata

10: ∆G(k) = Gfitcorrdata(k)−Gfitdata(k)
11: else
12: ∆G(k) = 0
13: end if
14: Gfitcorr(z

−1) = Gfitcorr(z
−1) + ∆G(k)

15: end for
16: Finally Yfitcorr(z

−1) = Gfitcorr(z
−1) +Bfit(z

−1) is obtained

From (6.7), let Yfit(z
−1) is the fitted admittance transfer function matrix which of

the size m×m (where m is the number of ports). By substituting z = ei2πfTs in (6.7),

the fitted admittance matrix for k frequency samples can be represented as

[Yfitdata]m×m×k =
[
Yfit(z

−1)
]
m×m (5.30)

where f ∈ 1 : fmax (fmax being the maximum frequency under consideration) and, Ts

is the sampling time. Let Gfitdata is the real part of the admittance matrix (Yfitdata).

Then

[Gfitdata]m×m×k = < [Yfitdata]m×m×k (5.31)
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For a function to be passive

eig(Gfitdata) > 0 (5.32)

This implies that, if the admittance transfer function matrix is positive definite then

it is also passive, if the fitted function Yfit violates (6.30), then a new transfer function

matrix Yfitcorr is obtained. The conductance transfer function (Gfit) and susceptance

transfer function (Bfit) are calculated as follows.

Yfit(z
−1) = Gfit(z

−1) +Bfit(z
−1) (5.33)

Gfit(z
−1) =

1

2

[
Yfit(z

−1) + Yfit(z
−1)∗

]
(5.34)

Bfit(z
−1) =

1

2

[
Yfit(z

−1)− Yfit(z−1)∗
]

(5.35)

where ∗ stands for complex conjugate.

Since passivity is related to real part of admittance matrix (Gfit), correcting Gfit

without affecting imaginary part (Bfit) is sufficient. The corrected transfer function

matrix (Yfitcorr) is represented as follows

Yfitcorr(z
−1) = Gfitcorr(z

−1) +Bfit(z
−1) (5.36)

where

Gfitcorr(z
−1) = Gfit(z

−1) + ∆G (5.37)

The objective here is to calculate ∆G . A real, symmetric matrix Gfitcorrdata is said

to be positive definite if xTGfitcorrdatax > 0 ∀ x 6= 0. Thus xTGfitcorrdatax can be
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written as

xTGfitcorrdatax =
1

2

(
xTGfitcorrdatax+ xTGT

fitcorrdatax
)

=
1

2
xT
(
Gfitcorrdata +GT

fitcorrdata

)
x

(5.38)

This shows Gfitcorrdata is positive definite if and only if Gfitcorrdata + GT
fitcorrdata is

positive definite. This can be achieved by minimizing an objective function through

optimization as:

min ‖Gfitdata −Gfitcorrdata‖F (5.39)

s.t. Gfitcorrdata +GT
fitcorrdata > 0 (5.40)

where F stands for frobenius norm of a matrix. We propose a convex optimization

formulation to find Gfitcorrdata using semi definite programming (SDP) [39]. The

optimization solution is then used to calculate ∆G using (5.41).

∆G = Gfitcorrdata −Gfitdata (5.41)

The validity of the proposed algorithm is implemented for enforcing passivity of 1-

port network formulated previously. From Fig. 5.7 it can be seen that the passivity

is enforced.

5.2.3.3 Interfacing FDNE with real time simulator

FDNE can be directly implemented since it is computed in z-domain. The imple-

mentation process is as follows. With boundary bus voltage (Vb) as input to FDNE,
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Fig. 5.7. The eigenvalue of real-part of admittance matrix (1-port)

and with nth order estimation, (7.7) can be written as

IF (k) = −a1IF (k − 1)− a2IF (k − 2) · · · − anIF (k − n)

+ b1Vb(k − 1) + b2Vb(k − 2) · · ·+ bnVb(k − n)

(5.42)

where IF is current output from FDNE. For observing high frequency transients

only FDNE part is required. To maintain boundary bus parameters at initial steady

state, a constant current source is injected into the boundary bus as calculated from

(6.27) [63, 65]. This can be represented as,

Ib∠δb =

(
Pb + jQb

Vb∠θb

)∗
(5.43)

Ibinj∠βinj = Ib∠δb − Yfitcorr(60Hz)Vb∠θb (5.44)

where Pb and Qb are the active and reactive power flow respectively from the boundary

bus, Vb and θb are the voltage and angle respectively of the boundary bus. Since

admittance at a fundamental component of frequency (Yfitcorr(60Hz)) is included
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either in (7.5) for EMT+FDNE+TSA Based Model or in (5.43) for EMT+FDNE

Based Model, the fundamental frequency component must be eliminated from FDNE.

This is performed by adding a Y (60Hz)Vb∠θb term in (5.44) before injecting boundary

bus current to remove fundamental frequency component from FDNE.

5.2.4 Study and analysis of FDNE type equivalent modeling

For study and preliminary analysis, the proposed FDNE algorithm is implemented

on two area test system. In the first case, the external area is modeled as FDNE

type using the proposed algorithm (EMT+FDNE Based Model (Proposed)), and in

the second case, the external area is modeled as FDNE type using vector fitting (VF)

algorithm (EMT+FDNE Based Model(VF)). Fig. 5.8 shows the comparison of the

relative speed of Gen. 2 w.r.t gen. 1, and Fig. 5.9 shows the comparison of active

power flow from bus 10 to bus 9.
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Fig. 5.8. Relative speed of Gen.2 w.r.t Gen.1

Table 5.4 shows the comparisons between proposed FDNE and an offline VF based
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Table 5.4
Comparison of reduced (EMT+FDNE) and rriginal (EMT) models

EMT+FDNE(Proposed) EMT+FDNE(VF)

Fig. 5.8 0.481261 0.4827015

Fig. 5.9 0.077046 0.0771309

algorithm. Both algorithms gives similar results, proving that FDNE can be formu-

lated online with less computational effort and lower order of transfer function when

compared to offline algorithms. From Fig. 5.8 and Fig. 5.9 it can be seen that with

this approach, high frequency oscillations are preserved whereas electromechanical

oscillations are not preserved, proving the need to have combined FDNE models with

TSA equivalents.

5.2.5 Implementing TSA and FDNE on two area power system

Fig. 5.10 shows the implementation approach for combined TSA and FDNE type

equivalents. Table. 5.5 shows the comparison of frequency and damping factor for the
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original model and various reduced order model using eigenvalue realization algorithm

for generator-3 speed data. In the table case EMT+FDNE+TSA Based Model (AGG)

represents modeling external area as a combination of FDNE and TSA type with

both network and generator aggregation, whereas EMT+FDNE+TSA Based Model

represents modeling external area as a combination of FDNE and TSA type with only

network aggregation. The other cases are described before. It can be seen that the

proposed approach provides very close results compared to full EMT based model.
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Fig. 5.10. Implementation flowchart for TSA and FDNE type models.
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Table 5.5
Comparison of reduced order (FDNE only) models

Case Eigen Value Frequency(Hz) Damping(%)

EMT Based Model
-1.323±i7.544
-0.880±i5.157

0.6566
0.8327

21.92
16.82

EMT+TSA Based
Model(AGG)

-0.906±i7.096
-1.381±i6.537

0.5494
1.0634

43.09
20.67

EMT+TSA Based
Model

-1.306±i7.583
-0.598±i5.014

0.6501
0.8038

5.7543
11.8466

EMT+FDNE Based
Model

-0.664±i6.993
-0.373±i2.507

0.3822
0.4034

61.26
61.26

EMT+FDNE+TSA
Based Model(AGG)

-1.321±i7.652
-0.670±i4.984

0.6623
0.8804

4.1457
13.336

EMT+FDNE+TSA
Based Model

-1.325±i7.601
-0.610±i5.002

0.6518
0.8021

5.2343
12.1216

Fig. 5.11 shows the comparison of the relative speed of Gen. 2 w.r.t gen. 1, and

Fig. 5.12 shows the comparison of active power flow from bus 10 to bus 9. From Fig.

5.11 and Fig. 5.12, it can be seen that both high frequency and electromechanical

oscillations are well preserved. Table. 5.6 shows the error comparison for reduced

and original model using (5.7).
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Fig. 5.11. Relative speed of Gen.2 w.r.t Gen.1
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Table 5.6
Comparison of reduced (EMT+FDNE+TSA) and original (EMT) models

EMT+FDNE+TSA(AGG) EMT+FDNE+TSA

Fig. 5.11 0.2286 0.0923

Fig. 5.12 0.0163 0.0076

5.3 Implementation Test on Interconnected Power Grid

To prove scalability and implementation using a multi-port network, IEEE 39 bus

power system model (3-port) as shown in Fig. 6.12 is considered [20,46]. Here based

on the coherency grouping of the generators the test system is divided into study

and external area. To assess the performance of proposed EMT+FDNE+TSA based

reduced order model, Group-I which consists of generators 4, 5, 6, 7, 9 is considered

as external area and the rest of the power system as study area. The study and

external area is divided at bus 16, bus 17, and bus 26 (boundary buses). Fig. 14(a)

and Fig. 14(b) shows the admittance magnitude and angle of port-3. Fig. 5.15 shows



137

the passivity enforcement for 3-port network.
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Table 5.7
Comparison of reduced (EMT+FDNE+TSA) and original (EMT) models

EMT+FDNE+TSA(AGG) EMT+FDNE+TSA

Fig. 5.16 0.1634 0.0489

Fig. 5.17 0.0112 0.0081

Fig. 5.18 0.0905 0.0433

For analysis, a three-phase fault is initialized for a duration of 0.1s, and the simu-

lation results are compared with the original model. Fig. 5.16 to Fig. 5.18 shows the
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validation results of the proposed algorithm. Table 5.7 shows the relative error (5.7)

comparison of reduced models with original model.
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5.4 Application of Reduced Order Model for Wide Area Control

In this case, a large power system with multiple utilities, designing and validating

the wide-area controller requires detailed EMT model of the large power system.
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In the conventional methods, the utility or the study area is modeled in detail and

the remaining part of the network as an aggregated source. However, this type of

modeling does not capture the exact dynamics of a large power system. Fig. 5.19

shows the IEEE 68 bus power system model which is a combination of multiple areas.

In literature NETS area is represented as the IEEE 39 bus system and the remaining

areas (NYPS, Area-3, Area-4, and Area-5) is modeled as an aggregated generator-10

as shown in Fig. 5.19. This type of aggregation ignores the important dynamics

of the system, and the WADC designed with such modeling may not be accurate if

implemented in the field.

To this effect, in this chapter, the NETS area in the 68-bus system is considered

as the study area and remaining part of the network as the external area as shown in

Fig.5.19 with boundary buses as Bus 61 and Bus 47. The study area is modeled in

detail whereas the external area is modeled as a combination of FDNE+TSA based
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equivalent as shown in Fig. 5.20.

The WADC algorithm is implemented using the architecture discussed in chapter

2. The same type of sequential disturbances are created here; however, Bus-14 in 39

bus system is Bus-66 in 68 bus system; likewise, Bus-19 in 39 bus system is same as

Bus-19 in 68 bus system.

The chapter is organized as follows: Section 5.4.1 discusses the validation of reduced
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Fig. 5.20. The equivalent representation of 68 bus system

68 bus system. Section 5.4.2 discusses the simulation results for application of reduced

order model for wide-area control.

5.4.1 Reduced Model Validation for IEEE 68 system

For validating the reduced order model the response of reduced 68 bus system is

compared with IEEE 68 bus system and IEEE 39 bus system, for this, a fault is

created on Bus-66 for a duration of 0.1s at 13.9s. Fig. 5.21 and Fig. 5.22 shows the

speeds of generators 7 and 9 respectively. Fig. 5.23 shows the RMS voltage of the

boundary bus-61. From the above figures, it can be seen that the dynamics of reduced

68 bus is closer to IEEE 68 bus system than IEEE 39 bus system. For quantitative

analysis, relative error between the reduced 68 bus and IEEE 39 bus is compared

with IEEE 68 bus EMT type model using (5.45). The results are tabulated in Table.

5.8. From this, we can conclude the need for frequency based reduced models rather
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than an aggregated source.

relative error =
‖yref − yact‖2

‖yref‖2

(5.45)

where yref represents the output from 68 bus system and yact represents the output

obtained in each case of reduced 68 and 39 bus system.

14 16 18 20 22 24

time (s)
376

376.5

377

377.5

378

378.5

379

S
p

e
e
d

 (
7
) 

(r
a

d
/s

)

Reduced 68 Bus (EMT+FDNE+TSA)

IEEE 39 Bus

IEEE 68 Bus System

Fig. 5.21. Generator-7 speed (rad/s)

Table 5.8
Comparison of reduced 68 bus, IEEE 39 and 68 bus models

Reduced 68 Bus IEEE 39 Bus

Fig. 5.21 0.019423 0.0629

Fig. 5.22 0.016391 0.052166

5.4.2 Simulation Results of Wide Area Control

For this system two cases are analyzed for different disturbances.
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5.4.2.1 Case:1 Fault on Bus-66

For the same disturbance scenario as discussed in Section 7.5.1.1, Table 5.9 shows

the optimal wide-area control loop for fault on Bus-66. Here for same coherency
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grouping as discussed in chapter 2, generator-2 speed is the most observable and

generator-7 is the most controllable in group-1, generator-1 speed is the most observ-

able and generator-9 is the most controllable in group-2, and generator-4 speed is the

most observable and generator-2 is the most controllable in group-3. Since group-4

belongs to other utilities, no WADC is designed. Fig. 5.24, Fig. 5.25, and Fig.

5.26 shows the speed deviations of generator 2, 7, and 9 with and without WADC

respectively. Fig. 5.27 shows the WADC output sent to the most controllable gen-

erator. From the above figures, it can be seen that the with the proposed approach

the oscillations are damped effectively. Table 5.10 shows the damping improvement

comparison of speed deviations with and without wide-area controller using reduced

68 bus and IEEE 39 bus power system models. For this, the same metric in (5.45) is

used. Here yref is the speed deviation without WADC and yact is the speed deviation

with WADC.

Table 5.9
IEEE 39-bus control loop

(fault on bus-66)

Control Loop Residue

Group-1 ∆ω2 → u7 0.7854

Group-2 ∆ω1 → u9 1

Group-3 ∆ω4 → u2 0.8565

Table 5.10
Damping improvement comparison (Case:1)

Reduced 68 bus IEEE 39 bus

Fig. 5.24 0.4899 Fig. 2.20 0.4301

Fig. 5.25 0.5809 Fig. 2.21 0.4330

Fig. 5.26 0.5815 Fig. 2.22 0.4332
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5.4.2.2 Case:2 Fault on Bus-19

For the same disturbance scenario as discussed in Section 7.5.1.2, Table 5.11 shows

the optimal wide-area control loop for fault on Bus-19. Here for same coherency
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grouping as discussed in chapter 2, generator-1 speed is the most observable and

generator-6 is the most controllable in group-1, generator-4 speed is the most observ-
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able and generator-9 is the most controllable in group-2, and generator-5 speed is the

most observable and generator-2 is the most controllable in group-3. Since group-4

belongs to other utilities, no WADC is designed. Fig. 5.28, Fig. 5.29, and Fig.

5.30 shows the speed deviations of generator 2, 6, and 9 with and without WADC

respectively. Fig. 5.31 shows the WADC output sent to the most controllable gen-

erator. From the above figures, it can be seen that the with the proposed approach

the oscillations are damped effectively. Table 5.12 shows the damping improvement

comparison of speed deviations with and without wide-area controller using reduced

68 bus and IEEE 39 bus power system models. For this, the same metric in (5.45) is

used. Here yref is the speed deviation without WADC and yact is the speed deviation

with WADC.

Table 5.11
IEEE 39-bus control loop

(fault on bus-19)

Control Loop Residue

Group-1 ∆ω1 → u6 1

Group-2 ∆ω4 → u9 0.9785

Group-3 ∆ω5 → u2 0.5475

Table 5.12
Damping improvement comparison (Case:2)

Reduced 68 bus IEEE 39 bus

Fig. 5.28 0.5429 Fig. 2.25 0.4611

Fig. 5.29 0.4928 Fig. 2.26 0.4375

Fig. 5.30 0.5268 Fig. 2.27 0.4738
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5.5 Summary

In this chapter, a novel real-time frequency based reduced order modeling of the

large power system for EMT simulation is proposed. In the proposed architecture,
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’external area’ is modeled as a combination of FDNE and TSA. FDNE is formulated

using a discrete online RLS which can preserve high-frequency behavior, whereas

TSA preservers the electromechanical (low frequency) behavior of the system under

consideration. The approach also enforced passivity conditions. Implementation re-

sults in two area and IEEE 39 bus power system models shows that the proposed

reduced order model is in close agreement with the full model and the advantage

of the reduced order model is that it can accurately aggregate large power grid for

EMT simulations. In the next chapter, the reduced order modeling based control

methodology of wind farms is proposed.



CHAPTER 6: SENSORLESS REAL-TIME REDUCED ORDER MODEL-BASED
ADAPTIVE MAXIMUM POWER TRACKING PITCH CONTROLLER FOR

GRID-CONNECTED WIND TURBINES

This chapter presents a sensor-less maximum power tracking (MPT) pitch con-

troller for grid-connected Wind Turbine (WT). The main advantage of the proposed

architecture is that the approach ensures smooth operation and thus minimizes the

mechanical stress and damage on the WT during high wind speed and grid tran-

sient conditions. Simultaneously, it also: a) reduces transients in Point of Common

Coupling (PCC) bus voltage, b) reduces rotor speed oscillations, and c) controls the

output power of the wind turbine without exceeding its thermal limits. The approach

can work without wind speed measurements. To consider the effect of grid variations

at the PCC, the affected area in the grid is modeled as a study area (area of interest),

and remaining area (external area) is modeled as frequency dependent reduced order

model (FDROM). The reduced order model (ROM) is then used to estimate the ref-

erence speed. The proposed controller is designed using the error between the actual

speed of the generator and the reference speed, to ensure smooth operation and limit

the speed and aerodynamic power at the rated values. The architecture is evaluated

using wind farm integrated Kundur’s two-area and IEEE-39 bus test systems using

the real-time digital simulator (RTDS).
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6.1 Introduction

In recent years, the move towards eliminating fossil fuel dependency and embrac-

ing sustainable energy based power generation has increased interest in integrating

renewable energy sources (RES) into the power grid. In 2016, WTG provided almost

6% of U.S. electricity generation (about 37% of electricity generation from RES) [81].

However, WTGs operate under varying wind conditions and depends on time and

geographical location, which may be above or below rated values, thus varying their

output power. During high wind speed conditions, the controller should limit the

speed of the generator not crossing the rated value by limiting the rotation rate of

the rotor, since pitch system contributes to 21.3% of the overall failure rate of wind

turbines [6]. This can be achieved by controlling the blade pitch angle [125]. How-

ever, in practical systems, WTG operations are also influenced by the dynamics of

the entire power grid. Thus, the design of WTG controllers should take into con-

sideration of grid dynamics. Wind speed conditions are generally measured using

anemometers, failure of which can cause deterioration in tracking performance. This

should be addressed in the controller design as well [35].

Grid level interactions of the wind farms/turbines are generally controlled con-

sidering a constant voltage at the PCC even though electro-mechanical dynamics

are included in such simulations. This ignores response of the wind farms with the

electromagnetic transients in the grid. The effect is on the mechanical fatigue that

happens on the wind generators. If one should design a controller considering grid dy-

namics, detailed Electro-Magnetic Transient (EMT) based grid models with dynamic
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models of WTG including DFIG are required. However, detail modeling of the large-

scale power grid is impractical due to computational complexity [129]. In [117, 129],

to reduce computational burden several model order reduction techniques based on

linearized models have been developed, but these models are effective only during

low-frequency oscillations. A possible method to reduce computational burden while

retaining accuracy is to model part of WTG integrated grid (study area) in detail

and the remainder of the network (external area) [64] as an equivalent. For this, the

external area is modeled as a combination of low frequency (Transient Stability As-

sessment -TSA type) and high frequency (FDNE type) equivalents. In TSA type, the

network is formulated as an admittance matrix at the fundamental frequency, and

the generators are aggregated and modeled in detail such that low-frequency elec-

tromechanical oscillations are preserved, whereas FDNE preserves the high-frequency

oscillations.

In the literature, several WTG pitch control strategies for limiting the aerodynamic

power and generator speed are proposed. An individual pitch control scheme with

a proportional-integral (PI) controller with two resonant compensators is proposed

in [128]. However, the PI controllers are designed based on a specific operating point.

A pitch angle controller based on fuzzy logic is proposed in [115], in which generator

output power and speed are used as input to the controller. However, determining

exact, fuzzy rules and membership functions for dynamically changing conditions

are considered. In [58], a fuzzy predictive algorithm coupled with conventional PI

controllers is proposed for wind-turbine collective-pitch control. In [88], a method of

nonlinear PI control for variable pitch wind turbine is proposed. The non-linearities
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and disturbances are evaluated and compensated using extended order state and

perturbation observer. However, this method uses only one set of PI parameters for

various speeds. Ref. [23] investigated determining the pitch angle when wind speed

exceeds rated value using particle swarm optimization (PSO), and [101] proposed a

method for blade pitch angle control using PID control.

In this chapter, a novel sensor-less method for smoothly controlling the transients of

WTG during high wind speed is introduced. The architecture uses an online dynamic

network model of the power grid that is computationally tractable, to calculate refer-

ence speed for tracking. Then an adaptive controller is designed for smooth tracking

and limiting the mechanical stress on the turbine. The control variables used are the

algebraic error between the calculated reference speed and actual generator speed.

For controller adaptation, a model identification method based on Recursive Least

Square (RLS) method is also designed [108]. RLS identification is performed online

to estimate the transfer function with the difference between the reference and actual

speed as the process output and the controlling signal as the process input. Then

using the identified transfer function, the controller gains of the controller are calcu-

lated online. If there is a change in operating point, the controller auto-tunes as the

transfer function is identified every sample time. This auto-tuning feature allows the

proposed controller to provide an efficient way for adjusting the pitch angle during

changing system operating conditions, as opposed to the conventional PI controller

where gains are constant irrespective of the system conditions.

The advantages of the proposed architecture are it,
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• auto-tunes based on the wind speed and grid conditions and thus can higher

precision.

• can be implemented in practical systems as the online grid models are compu-

tationally tractable.

• provides dynamic control capabilities as opposed to conventional controllers.

• can eliminate the requirement of the anemometer.

• reduces mechanical stress on the turbine, voltage transients, and speed oscilla-

tions.

The rest of the chapter is organized as follows. In Section 6.2 the wind turbine and

generator modeling are discussed. In Section 6.3, frequency dependent reduced-order

modeling of the large power grid is discussed. Section 6.4 discusses the proposed

adaptive pitch controller and example case study. Section 6.5 shows the implementa-

tion of the proposed controller. Section 6.6 discusses the real-time simulation results

and Section 6.7 summarizes the chapter.

6.2 Wind Turbine and Generator Modeling

The variable speed WTGs are more frequently involved in providing grid reliability

as they are more controllable provides reactive power support and harvests optimum

energy over a wide wind speed range [37]- [93]. In this chapter, a two-mass variable

speed model of WTG is designed and scaled up to represent 200 MW of rated power

at the VSC interface transformer for modeling purposes.
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6.2.1 The Wind Turbine

The mechanical power output (Pm) of the turbine in kW [100] can be represented

as

Pm = Cp(λ, β)
ρA

2
v3
wind (6.1)

where Cp(λ, β) is the coefficient of performance of the turbine which can be determined

from the Cpvsλ curve for different blade pitch angle (β), λ is the tip speed, ρ is the

density of air in kg/m3, A is the area swept by the turbine blades in m2, and vwind is

the velocity of the wind in m/s. From this, λ can be represented as [17,18]

λ =
Rωt
vwind

(6.2)

where R and ωt, are the radius of the turbine (m) and the rotational speed of the

turbine (rad/s) respectively.

6.2.2 The Coefficient of Performance

The turbine coefficient of performance describes the power extraction efficiency of

the WT and is generally less than 0.5. This can be represented as [70]

Cp(λ, β) = c1

[
c2

λi
− c3β − c4

]
e
− c5
λi + c6λ (6.3)

where

1

λi
=

1

λ+ 0.08β
− 0.035

β3 + 1

For the proposed design, c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21 and

c6 = 0.0068. The value of tip speed ratio λ is constant for all maximum power points.

The maximum value for power coefficient Cp for a particular wind turbine can be
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Fig. 6.1. Wind turbine characteristics.

obtained from Cpvsλ curve for different values of β. For the wind turbine selected

for this work, the optimum value and the maximum value of λ are 10.4 and 0.48

respectively at β = 0o. A characteristic plot of Cp vs. λ for the proposed turbine

based on (7.3) is as shown in Fig. 1(a). From Fig. 1(a), it can be observed that as

β increases, λ decreases due to a decrease of turbine speed, and simultaneously Cp

becomes less. This feature is used in pitch angle control to limit the speed of the rotor

for wind speeds greater than the rated value. Fig. 1(b) shows the turbine output

power (p.u) vs rotor speed (p.u) for various wind speeds.

6.2.3 Wind Generator

In the proposed study, type III DFIG with conventional vector control based Grid

Side and Rotor Side Controllers is considered. The detailed nonlinear model of DFIG

is developed in RSCADTM. Modeling details of DFIG are discussed in several previous

works [85], [38, 120].
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6.2.4 Maximum Power Point Tracking (MPPT)

At any speed, from (7.1)

Pm = kpcpv
3
w = kpcp

(
ωr

rgearλ

)3

(6.4)

ωr = rgearλ

(
Pm
kpcp

) 1
3

(6.5)

where ωt and ωr [p.u] are the angular speed of the turbine and rotor respectively,

and Pm is the turbine mechanical power in [p.u]. The scaling factor kp

(
= ρAcpmax×vωBASE

2PBASE

)
indicates maximum output power at base wind speed. The angular speed of the tur-

bine, ωt [p.u], is related to the generator rotor speed by the gear ratio, (rgear = 1.2),

i.e. ωt = ωr
rgear

.

6.3 Frequency-Dependent Reduced Order Modeling of Power Grid

Large power systems can be modeled as an equivalent to reducing complexity

and computational burden while preserving the high and low-frequency behavior of

the system under consideration. To this effect, the proposed frequency dependent

reduced-order power system models the area of interest (study) area in detail and

the remaining part as a combination of FDNE and coherency based TSA equivalent.

First, FDNE is formulated based on online RLS identification, by short and open cir-

cuiting all voltage and current sources respectively and energizing the external area

with constant voltage and varying frequency. The FDNE is represented as a discrete
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transfer function and rearranged as shown in (7.7).

Ib(k) = −a1Ib(k − 1)− a2Ib(k − 2) · · · − anIb(k − n)

+b1Vb(k − 1) + b2Vb(k − 2) · · ·+ bnVb(k − n)

(6.6)

where Ib and Vb are the boundary bus current and voltages respectively, k is the

current sample, and n is the order.

For designing the TSA equivalent and to further reduce the complexity and com-

putational burden, all generating units and nodes in external area are aggregated

using coherency based inertial aggregation [20, 109] and the admittance matrix (Y )

of external area is reduced to Yred(2 × 2) matrix by Kron node reduction method

represented as follows:  Ib

Ie

 =

 Ybb Ybe

Yeb Yee


 Vb

Ve

 (6.7)

where Ie and Ve are the generator bus current and voltage respectively. The generator

bus voltage is calculated as shown in (6.8) and generator bus is energized with Ve as

shown in Fig. 6.2.

Ve = [Ie − YebVb]Y −1
ee (6.8)

Finally, Ib is calculated as shown in (6.9) and injected into the boundary bus.

Ib = YbbVb + YbeVe (6.9)

The advantage of this method is that the reduced power system model behaves as the

original system and can replace the original system for further dynamic assessment

of renewable energy sources. Further details regarding reduced order modeling are
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discussed in [106,111].
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Fig. 6.2. FDNE and TSA block diagram for a power network.

6.4 Proposed Adaptive Pitch Controller

The proposed adaptive pitch controller involves two steps: 1) Recursive Least

Square Identification and 2) Calculating gains of the controller.

6.4.1 Recursive Least Square Identification

The RLS identification with the process input u(k) and the process output y(k)

is performed dynamically at every sample k. The nth order process of the model in

z-domain can be represented as

y(k)

u(k)
=

b1z
−1 + b2z

−2 + · · ·+ bnz
−n

1 + a1z−1 + a2z−2 + · · ·+ anz−n
(6.10)

where a′s and b′s are the denominator and numerator coefficients of the transfer

function respectively. Let N be the observation window length, then (6.10) can be
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Fig. 6.3. Proposed dynamic equivalent of two-area test system.

rewritten as



y(k)

y(k − 1)

.

.

.

y(k −N + 1)


N×1

= [XN×2n]



a1

.

.

an

b1

.

.

bn


2n×1

(6.11)

Equation (6.11) can be represented in the generic form as follows

Φmodel(N×1) = XN×2nΘ2n×1 (6.12)
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where Φ is a matrix of past and current outputs (y), X is a matrix of past inputs

and outputs and, Θ is a matrix of the numerator and denominator coefficients of the

transfer function. If the identified model is different form measurements, then

ε = Φmeasured − Φmodel (6.13)

where ε is the error between the measurements from the system (subscript measured)

and the identified model (subscript model) for which criteria J can define as

J = εtε (6.14)

By letting dJ/dΘ = 0, we get

Θ =
[
X tX

]−1
X tΦmeasured (6.15)

From (6.15), to identify the coefficients of the transfer function the inverse of the

state matrix should be computed. If the size of the state matrix is large, inverting a

large matrix will slow down the process and sometimes may be even not achievable.

To overcome this issue, a recursive least squares technique is used. RLS is a compu-

tational algorithm that recursively finds the coefficients of the model and eliminates

the matrix inversion. Let S = X tX then (6.15) can be written as

Θ = S−1X tΦ (6.16)

where Φ = Φmeasured

Θ(k) = S−1
[
x(k)X t(k − 1)

]  Φ(k)

Φ(k − 1)

 (6.17)
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Θ(k) = S−1
[
x(k)Φ(k) +X t(k − 1)Φ(k − 1)

]
(6.18)

Using (6.12)

Θ(k) = S−1
[
x(k)Φ(k) +X t(k − 1)X(k − 1)Θ(k − 1)

]
(6.19)

Θ(k) = S−1 [x(k)Φ(k) + S(k − 1)Θ(k − 1)] (6.20)

S(k) = S(k − 1) + x(k)x′(k) (6.21)

Substituting (6.21) in (6.20)

Θ(k) = S−1 [x(k)Φ(k) + {S(k)− x(k)x′(k)}Θ(k − 1)] (6.22)

Θ(k) = Θ(k − 1) + [S(k − 1) + x(k)x′(k)]−1x(k)

[Φ(k)− x′(k)Θ(k − 1)]

(6.23)

Let P (k) = S−1(k), and by matrix inversion lemma P (k) can be represented as

P (k) = P (k − 1)

[
I − x(k)x′(k)P (k − 1)

1 + x′(k)P (k − 1)x(k)

]
(6.24)

Substituting (6.21) in (6.20) and letting

K(k) =
P (k − 1)x(k)

1 + x′(k)P (k − 1)x(k)
(6.25)

where P (k) can be written as

P (k) = [I −K(k)x′(k)]P (k − 1) (6.26)

Therefore, (6.23) can be represented as

Θ(k) = Θ(k − 1) +K(k) [Φ(k)− x′(k)Θ(k − 1)] (6.27)
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With weighted least square, (6.25) and (6.26) can be presented as

K(k) =
P (k − 1)x(k)

γ + x′(k)P (k − 1)x(k)
(6.28)

P (k) =
[I −K(k)x′(k)]P (k − 1)

γ
(6.29)

Finally, using the process input u(k) and process output y(k), the numerator and

denominator coefficients of the transfer function (6.10) can be computed using RLS

identification [10].

6.4.2 Calculating Gains of the Controller

For calculating the gains of the controller, the process model is always restricted

to second order. This algorithm calculates the proportional, integral, and derivative

gains Kp, Ki, and Kd every sample period. In this process, the closed loop pole

shifting factor α is the only adjustment or tuning that is required. Using (6.10) 2nd

order model can be represented as

y

u
=

b1q
−1 + b2q

−2

1 + a1q−1 + a2q−2
=
B

A
(open loop) (6.30)

From (6.27), the open loop characteristic equation is given by

1 + a1q
−1 + a2q

−2 = 0 (6.31)

Thus, the closed loop characteristic equation using pole shifting by a factor α can be

represented as

(1 + αq−1)(1 + a1αq
−1 + a2α

2q−2) = 0 (6.32)
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where, 0 ≤ α ≤ 1 and q is a shift operator. From the above, the control structure is

given by

u(k) =
T (q−1)

R(q−1)
yr(k)− S(q−1)

R(q−1)
y(k) (6.33)

If in (6.33) we let

R(q−1) = (1− q−1)(1 + r1q
−1) (6.34)

S(q−1) = s0 + s1q
−1 + s2q

−2 (6.35)

where

s0 = TsKi +
Kd

Ts
+Kp

s1 = −2Kd

Ts
−Kp + r1Kp

s2 =
Kd

Ts
− r1Kp

The architecture can be represented in terms of PID gains, which can be calculated

using the following set of equalities:

Ki =
−(s0 + s1 + s2)

Ts
(6.36)

Kp =
(s1 + 2s2)

1 + r1

(6.37)

Kp = Ts

[
r1s1 − (1− r1)s2

1 + r1

]
(6.38)

As the system operating conditions changes, the coefficients of the transfer function

get updated and hence the STR PID controller auto-tunes in real-time. The derivative

part in PID controller helps in reducing the overshoot. Fig. 6.4 shows the architecture

of the proposed controller.
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Fig. 6.4. Proposed STR Controller.

6.5 Implementation of the Proposed Controller

The proposed adaptive pitch angle controller uses the difference between the ref-

erence speed (ωref ) and the actual speed (ωr) for estimating the control signal. The

ωref is calculated as follows:

Step:1 Initialize ωr and estimate Pm from (7.4) and represented as:

Pm(t) = kpcp

(
ωr(t)

rgearλ

)3

(6.39)

At MPPT, λ, cp = 1 [p.u] and using (6.39), the mechanical power is represented as

Pm(t) = kp

(
ωr(t)

rgear

)3

(6.40)

where t is the current iteration.

Step:2 The electrical power delivered Pe is calculated using grid conditions at bound-

ary and PCC bus to include the grid transient effects in the controller action, whereas
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conventional pitch controller doesn’t account for this calculation.

Pe(t) =
Vpcc(t)VB(t)

X
sin(δB(t)− δpcc(t)) (6.41)

where Vpcc and VB is the voltage of the WTG bus and boundary bus respectively,

δpcc and δB are the voltage angle at PCC and boundary bus respectively, and X is

the reactance between PCC and boundary bus. Generally, stator resistance is small

enough to ignore power loss associated with it and when the converter power loss is

neglected, the total real power (here Pe ) injected into the grid equals to the sum of

the rotor power and the stator power [59,73].

Step:3 Using the Pm in (6.40) and Pe in (6.41), the ωr is calculated as follows:

ωr(t+ 1) =
Pm(t)− Pe(t)

J
(
ωr(t)−ωr(t−1)

∆t

) (6.42)

where J is the moment of inertia, ∆t is the simulation time step. Steps 1, 2 and 3

are repeated until Pm and ωr is converged and the converged value of ωr is taken as

the ωref (Fig. 6.5). The integrated implementation flowchart is as shown in Fig. 6.6.

6.6 Experimental Test Bed and Results

The proposed framework in Fig. 6.6 is using a lab real-time simulator set up on

Kundur’s two-area [82] and IEEE 39-bus [46] test system models with WTGs. Table

6.1 and 6.2 show the simulation parameters of the wind turbine and DFIG. The

real-time testbed consists of a) Reduced order RTDS/RSCADTM models of Kundur

two area and IEEE 39-bus test systems, b) RTDS/RSCADTM model of WTGs and,

c) GTNET-SKT connection between RTDS and MATLAB for interfacing TSA type

equivalent with EMT type simulation (Fig. 6.7). The grid models are an actual
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Fig. 6.5. Flowchart for ωref calculation.

representation of the wind farms and characterize real-time closed-loop control with

real-life verified generator and control models with GE controllers. The operating

principle of the test-bed is the rules that guide the machine model to work based on

the grid changes.

6.6.1 Validation of the algorithm using Kundur’s test system

First, for validating the algorithm using grid integrated WTGs, two-area test sys-

tem (see Fig. 6.3) is used. The test system consists of four 900MVA synchronous

generators and a WTG at bus-10. Based on the location of WTG, the test system
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is divided into study and external area as shown in Fig. 6.3. The external area is

modeled as a wide-band equivalent, which is the combination of TSA and FDNE.

The TSA type equivalent is modeled in MATLAB R© in phasor domain and FDNE

type equivalent is modeled in RSCADTM in EMT domain. The reduced order model

of the test system is validated by comparing its behavior under transient response

with the original test system. For this, 3-phase bolted faulted created at 0.1 sec for

0.1 sec. Fig. 8(a) and Fig. 8(b) shows the comparison of RMS voltage at bus 7 and

the relative speed of Gen-3 w.r.t Gen-2 respectively. From the above results, it can

be observed that the reduced order model behaves similarly as the full model un-

der transient condition. Several other event analyses have been studied, and similar
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Table 6.1
Simulation parameters of wind turbine

Parameter Name Value

Rated generator power 2.2 MVA

Rated turbine power 2.0 MW

Generator speed at rated 1.2 p.u.

turbine speed (p.u.)

Rated wind speed 12.0 m/s

Cut-in wind speed 6.0 m/s

Cut-out wind speed 25 m/s

Rate of change of pitch angle ±100/s

Table 6.2
Simulation parameters of DFIG

Parameter Name Value

Rated stator voltage (L-L RMS) 0.69 kV

Turn ratio (rotor over stator) 2.6377

Rated MVA 2.2 MVA

Stator resistance 0.00462 p.u.

Stator leakage reactance 0.102 p.u.

Unsaturated magnetizing reactance 4.348 p.u.

First cage rotor resistance 0.006 p.u.

First cage rotor leakage reactance 0.08596 p.u.

Inertia constant 1.5 MWs/MVA

results are obtained.

To validate the controller under rapidly varying realistic wind conditions Fig. 9(a)

has been extracted from the ERCOT data along with a 3-phase bolted fault on Bus-8

for a duration of 6 cycles at 13 sec, and the performance is compared with conventional

PI and no controller systems. Figs. 9(b)-10(a) show the active power and rotor speed

of the DFIG. It shows that with the conventional controller the rating of the DFIG
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Fig. 6.7. Experiment setup in RTDS.

exceeds its limit and effectively increases stress on all connected electrical equipment.

For example, the active power at 30sec with a proposed controller is 219.6 MW,

whereas with a conventional controller it is 264.06 MW. So, with the conventional

controller, the active power is 20% more than the rated value which increases the

stress on electrical equipment. Even the rotor speed crosses its limit when controlled

by the conventional PI controller (For example, it crosses 1.35 p.u at 30 sec while

the limit is 1.25 p.u). So it can be concluded that the proposed controller controls

the output power and at the same time limits the rotor speed. Additionally, other

conventional generators (for example G1 here) connected to the grid has less rotor

oscillations with the proposed controller (See Fig. 10(b)).

Also, it can be seen from Fig. 11(a) that the rate of change of pitch angle is

within its limit (10 deg/s). Additionally, Fig. 11(b) illustrates that the proposed
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controller is effectively limiting the mechanical torque. It can be observed that at 90

sec the mechanical torque with a conventional controller is 0.9266 p.u. Hence, the

conventional controller provides fatigue caused by increased mechanical stress on the

turbine due to torque overrun by 11.20%.

The RLS identification is performed for ωr − ωref and β as shown in Fig. 6.4.

The controller gains Ki, Kp, and Kd are calculated at every time step using online

identification routine. The conventional PI controller gains are adapted from GE

wind turbine field implemented values [35].

Fig. 6.12 shows the comparison of gains of STR and the conventional PI controller

for the two-area system. From Fig. 6.12, it can be seen that STR controller auto-

tunes as the operating condition changes whereas the conventional PI controller has

fixed gains irrespective of operating condition. For reliable operation, the generator

should be operated below the maximum speed limit (1.25 p.u) and thus tuning is
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necessary.

6.6.2 Validation of the algorithm with IEEE 39-bus test system

For further validation, the algorithm is also implemented on the IEEE 39-bus sys-

tem with WTGs connected at bus 17 and bus 26. The test system is divided into

study and external area based on the location of the WTGs as shown in Fig. 6.13.

The external area is modeled as a combination of TSA and FDNE.

In this case, the proposed controller is tested and validated for variable wind speed

pattern (Fig. 14(a)) along with a 3-ph bolted fault on Bus-14 for 0.1 sec at 13sec.

With the proposed controller, PCC voltage is much smoother and within allowable

limit during high wind speed conditions when compared to PCC voltage with the

conventional PI controller (Fig. 14(b)). For example, the voltage at 40sec proposed

controller is 1.017 p.u, whereas with the conventional controller it is 0.9692 p.u. So,

with the conventional controller, the voltage is 6.266% less than the steady state value

(1.034 p.u). Hence, the proposed controller improves the voltage by 4.93% and can
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keep the voltage at the PCC within stable regions during high wind speed conditions.

Fig. 15(a) shows the comparison of DFIG rotor speed of WTG-2 and Fig. 15(b)

shows the comparison of the active power of WTG-1. Fig. 16(a) shows the relative
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speed of synchronous generator-3. Fig. 16(b) shows the mechanical torque of WTG-2.

It can be seen that the active power at 45sec with the proposed controller is 218.7

MW, whereas with the conventional controller it is 285.8 MW. So, with the con-

ventional controller, the active power is 29.9% more rated value which stresses on

electrical equipment. Also, the rotor speed crosses its limit using the conventional

controller (for example, it crosses 1.37p.u at 45 sec where the limit is 1.25 p.u). The

WTG control helps to keep the speed, and active power under control and yet can

keep the voltage at the PCC and other buses within the stable operating region dur-

ing high wind speed conditions. It can be observed that at 40 sec the mechanical

torque with the conventional controller is 0.9968 p.u, so the conventional controller

provides fatigue caused by increased mechanical stress on the turbine due to torque

overrun by 19.62%. Hence, with the proposed controller, during high wind speed

conditions, all electrical and mechanical parameters are within the rated limits, so
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actions that are otherwise required to protect the electrical and mechanical equip-

ment during these conditions is not a primary concern. Further with the proposed

controller synchronous machine oscillations in the grid are damped out much faster

when compared to the conventional PI controller. The proposed architecture also

ensures that the active power transfer is smooth thus maintaining the required power

balance during high wind speed conditions.
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6.7 Summary

The proposed sensor-less pitch angle control of WTG, considering the grid dynam-

ics at the wideband frequency and using the STR controller is an efficient way of

controlling the speed of the turbine during high wind speed. WTG is connected to

reduced order model of the power grid, the area in which WTG connected is modeled
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in detail while the remaining part is modeled as a combination of FDNE and co-

herency based TSA equivalent. The proposed method is validated in RTDS/RSCAD

using WTG integrated reduced order models of Kundur two-area and IEEE-39 bus

test systems. The results clearly illustrate that the proposed pitch angle controller

provides better power balance, voltage regulation and reduces fatigue on the turbine.

Additionally, the proposed architecture can work without anemometer, thus avoiding

any malfunctioning of the device. It has also been demonstrated that the architecture

can be implemented in real-life as demonstrated using real-time simulators. In the

next chapter, the distributed coherency grouping of generators is proposed.



CHAPTER 7: DISTRIBUTED COHERENCY GROUPING OF GENERATORS
BASED ON SPECTRAL CLUSTERING USING MEASUREMENTS

The availability of synchrophasor measurements from the PMU data enhanced wide

area measurement systems (WAMS). One of the important tasks of such situational

awareness system is coherency grouping of generators after a transient condition in

the system. For coherency grouping, data corresponding to all generators should be

transmitted to a central control center for processing. Dealing with a large amount

of data, acquiring, and processing requires most advanced communication and super-

computing facilities. In reality, the areas are divided based on geography/utility, in

this case, the generator in one area may have a coherent generator in another area.

To identify coherent groups of data the processor should require data from all the

generators, but the part of the network owned by one utility may not be completely

observable from other utility. To this effect, this chapter proposes a distributed

coherency grouping of generators based on spectral clustering. In this method initially

generators of each area are clustered locally, and the optimal number of clusters are

identified using Elbow method. The cluster centers corresponding to each group are

transmitted to the global control center and at the global control center these centers

from all local control centers are grouped which gives the indices of global clusters.

The global indices are transmitted to the local area for regrouping based on global

indices. The proposed algorithm is validated using IEEE 39-bus power system model
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on RSCAD/RTDSR© and MATLABR© real-time co-simulation platform.

7.1 Introduction

With ever-increasing demand and penetration of intermittent renewable energy

sources, the power system is operating at near rated value and has posed an imme-

diate challenge for power system operators. For reliable grid operations, an efficient

situational awareness system is vital. Synchrophasor measurements from PMU en-

hanced the effectiveness of situational awareness systems as measurements are readily

available and also power system states can be estimated using PMU data [34]. Co-

herency identification of the generators is one of the important tasks of situational

awareness system for efficient power system operation. In literature several coherency

identification methods are reported, many of these methods are based on either power

system model or measurements from data acquisition systems.

The modal based approaches are discussed in Section 1.3.2.1. However model-based

methods are based on the linearized power system model at a particular operating

point, and the accuracy depends on the accuracy of the model. The practical applica-

tions of model-based methods are not-accurate since real power system is non-linear

and operating point changes w.r.t time (i.e., network topology, load changes, contin-

gencies, etc.).

The shortcomings of the model-based method can be over-come by measurement

based methods. Since the model-based methods are solely dependent on measure-

ments, these methods are independent of contingencies, accurate network parame-

ters, or a detailed dynamic model. Recently PMU based measurements are used for
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coherency identification, and the current research methodologies are focusing in this

direction [66]. Coherency based on measurements are discussed in Section 1.3.2.2.

However, apart from the inherent pros and cons of the measurement based methods,

most of the current methods have the following physical limitations:

• Dealing with a large amount of data requires most advanced communication

and super-computing facilities.

• The areas are divided based on geography/utility, in this case, the generator in

one area may have a coherent generator in another area. To identify coherent

groups of data the processor should require data from all the generators, but

the part of the network owned by one utility may not be completely observable

from other utility.

To overcome this limitation, this chapter proposes a distributed coherency grouping

of generators based on spectral clustering. In this method, initially the optimal

number of clusters in each area are pre-determined based on Elbow method [14],

then generators are clustered in local control centers using Nystrom method based

spectral clustering [109, 110] and assigned local cluster indices. The cluster centers

corresponding to each group are transmitted from the local control center to a global

control center. These cluster centers are grouped using Elbow method to estimate the

optimal clusters at global control centers. The corresponding global cluster indices are

transmitted back to local control centers and used to re-index the local cluster indices.

The final cluster indices after re-indexing local cluster indices based on global-cluster

indices provide information of coherent generator groups/clusters. The proposed
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algorithm is validated using IEEE 39-bus power system model on RSCAD/RTDS

and MATLAB real-time co-simulation platform.

To summarize, the major contributions of this work are:

• Developed a novel real-time co-simulation test bed for power system wide-area

monitoring techniques using distributed algorithms.

• Developed a distributed algorithm for coherency grouping of generators.

• The applicability of distributed techniques for coherency grouping of generators is

validated.

The chapter is organized as follows: Section 7.2 discusses the proposed algorithm,

Section 7.3 discusses the implementation of the proposed algorithm, Section 7.4 dis-

cusses the experimental setup, the implementation test results are discussed in Section

7.5, and Section 7.6 concludes the chapter.

7.2 Proposed Algorithm

The proposed algorithm for distributed clustering of generators involves following

steps: a) Determine an optimal number of clusters, b) Clustering of generators at

local control centers using Nystrom spectral clustering, and c) Clustering of local

cluster centers at the global control center.

7.2.1 Optimal number of clusters

The optimal number of clusters at local and global control centers are determined

using the Elbow method combined with k-means clustering.
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7.2.1.1 K-means Clustering

The k-means clustering is a simple clustering algorithm in which k initial cluster

centers are chosen, where k is the number of clusters which is either optimally de-

termined or user-specific parameter. k clusters are formed by assigning each point

to its closest cluster center. Then the cluster centers are recomputed based on the

points assigned to each cluster, and this process continues till the cluster centers do

not change. The k-means clustering is shown in Algorithm. 7.1.

Algorithm 7.1 k-means Clustering

1: Select k initial cluster centers
2: repeat
3: By assigning each point to its closest cluster centers k clusters are formed.
4: The cluster centers are recomputed based on the points assigned to each cluster.
5: until The cluster centers do not change

7.2.1.2 Elbow Method

For estimating the optimal number of clusters in each local and global center Elbow

method is used. In this method, start with k = 2 and increase in step of 1. This

method looks at percentage variance w.r.t number of clusters, the optimal number of

clusters is when adding more clusters will explain a lot of variance and the point at

which the marginal gain drop giving an angle in the graph gives the optimal number

of clusters. So, k is the optimal number of clusters corresponding to 90% percentage

of % variance. Algorithm. 7.2 shows the methodology of Elbow method. Further

details on Elbow method are reported in [14,22].
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Algorithm 7.2 Elbow Method

1: Set initial no of clusters k = 1 and the maximum number of clusters is equal to
number of points.

2: repeat
3: Compute sums of point-to-cluster center distances in the k-by-1 vector using

k-means (Algorithm 7.1).
4: Increment k in steps of 1.
5: until k = no of points
6: Compute variance of sums of point-to-cluster center distances and percentage

variance.
7: The optimal number of clusters (k) corresponds to 90% of percentage variance.

7.2.2 Clustering of generators at local control centers

The generators has to be clustered into k optimal clusters using the generator speed

data. This can be achieved using spectral clustering.

7.2.2.1 Spectral clustering using Nystrom method

The proposed distributed clustering of generators is performed using spectral clus-

tering. Initially the generators in each area are clustered using spectral clustering

based on Nystrom method, for this generator speed data ω1, ...., ωn is used, where n

is the length of data window. A similarity matrix S ∈ Rn×n which gives the relation

between ωi and ωj is formulated. The similarity matrix is based on Gaussian and

represented as (7.1).

Sij = e
−

‖ωi−ωj‖2

2σ2


(7.1)

where σ is the scaling factor.

The objective of the algorithm is to use similarity matrix information to group

ω1, ...., ωn into k clusters. However, the similarity matrix S is dense and the size is
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Fig. 7.1. Flow chart of spectral clustering algorithm.

large i.e. n × n. To increase the speed of clustering and reduce the computational

burden during online clustering a Nystrom method is used, which analyzes sub-matrix

of the dense matrix S. Let A represents a matrix of the size l × l matrix (where

l << n), B represents a matrix of size l × (n − l) and C represents a matrix of size

(n − l) × (n − l). The matrices A, B, C, and D are sub-matrices of dense matrix S
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and represented as (7.2).

S =

 A B

BT C

 ,W =

 A

BT

 (7.2)

Using A and B, the dense matrix S is approximated by Nystrom method and the

approximation S̄ is represented as (7.3)

S ≈ S̄ = WA−1W T =

 A B

BT BTA−1B

 (7.3)

Using the approximated similarity matrix S̄, the normalized laplacian matrix is

written as (7.4)

L̄ = I −D−
1
2 S̄D−

1
2 (7.4)
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where D =
∑n

j=1 S̄ij is a diagonal matrix.

The eigenvalues and corresponding eigen-vectors of L̄ are obtained from eigenvalue

decomposition as follows

L̄ = V̄ Σ̄V̄ T (7.5)

where Σ̄ and V̄ are the eigenvalues and the corresponding eigen-vectors respectively.

If j slow eigenvalues are considered in the clustering process, then the eigen-vectors

corresponding to j eigenvalues, represented as a Rn×j matrix, are

V = [~v1, ~v2, ...., ~vn] (7.6)

where ~vi ∈ Rn, i = 1.....j and j is the number of eigen-vectors. The normalized

eigen-vector matrix can then be represented as

Uim =
V̄im√∑k
r=1 V̄

2
ir

, i = 1, ..., n and m = 1, ..., j (7.7)

The rows of can easily be clustered into groups using k-means method [19,77]. Fig.

7.1 shows the flowchart of the proposed clustering algorithm.

7.2.3 Clustering of local cluster centers at global control center

The cluster centers from all local control centers are transmitted to the global

center, so the input data to the global center are the cluster centers. Since these

cluster centers are not dense Elbow method accompanied with k-means will suffice for

global center clustering. These cluster centers are grouped into h optimal clusters, and

the global cluster indices are transmitted back to local control centers for estimating

final indices based on global-cluster indices. The final cluster indices give information
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Fig. 7.3. Real-time experimental setup.

about the coherent generator groups for the system as a whole.

7.3 Implementation of the Proposed Algorithm

The implementation of the proposed algorithm has following steps:

Step 1: Determine no of areas (p) and no of generators in each area (qr) where r =

1, ...p.

Step 2: Optimal number of clusters (kr) in each local control center is determined

using Elbow method.

Step 3: Using generator speed data (ω ∈ Rq×n), qr generators in area r are clustered

into kr groups which gives cluster centers (Ckr) and local cluster indices (Lkr).

Step 4: The cluster centers are transmitted to global control center and concatenated

as CG =
[
Ck1 , Ck2 , . . . , Ckp

]
.
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Step 5: CG which is global cluster center matrix is clustered into user defined or opti-

mal number of clusters (h) and global cluster indices (Gh) are obtained. Since

the size of CG is very low compared to full speed data matrix, Elbow method

accompanied with k-means method can be directly used for clustering.

Step 6: Global cluster indices are transmitted back to local control centers and gen-

erators are assigned final cluster indices based on global cluster indices.

Fig. 7.2 shows the implementation of the proposed algorithm.
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7.4 Experimental Setup

The proposed algorithm is implemented using a RTDS/RSCAD and MATLAB co-

simulation platform [15] and IEEE 39 bus system is used as the test system [46].

The IEEE 39 bus system which consists of 39 buses and 10 generators is modeled

in RTDS/RSCAD. The RTDS transmits the user-defined data to MATLAB for pro-

cessing and communicates back to RTDS through GTNET-SOCKET connection [2].

The experimental setup is as shown below is shown in Fig. 7.3.
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7.5 Implementation Test Results

The IEEE-39 bus system is assumed to be consisting of two utilities as shown

in Fig. 7.4. The utility-1 consists of generators 1 to 5 and utility-2 consists of

generators 6 to 10. The utility-1 is modeled in rack-1 whereas utility-2 is modeled

in rack-2 to emulate the scenario of different utilities. The RTDS transmits the

speed data to MATLAB through the GTNET-SOCKET connection. To validate

the proposed online distributed clustering algorithm and to demonstrate how the

generator grouping changes w.r.t change in system operating conditions a sequence

of events are created. Initially a 3-ph fault is created at 4.9s on Bus-14 for a duration

of 0.1s, then another fault is created at 30.9s on Bus-19 for a duration of 0.1s, and

finally, another fault is created at 60.9s on Bus-6 for a duration of 0.1s. The response

of generators after the sequence of events is as shown in Fig. 7.5.

The objective is to cluster the coherent group of generators for various operating

conditions; this can be achieved by analyzing the generator dynamics from all the

utilities in real-time using the proposed algorithm. The input data to the clustering

algorithm is speed data for a 20s window. Each time block is the 20s and updated

every 10s as represented in Fig. 7.5, hence the coherency groups of generators are

updated every 10s. The update frequency can be less than or greater than 10s based

on the user computational resources and requirement. The generators are grouped

every time block in this case in 90s duration the generators are grouped 9 times.

The first step in this proposed algorithm involves estimating the optimal number

of clusters (groups) using Elbow method.
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7.5.1 Estimation of Optimal Number of Clusters

The optimal number of clusters for local centers are estimated for a sequence of

events as shown in Fig. 7.5. For demonstration purpose, three 20s windows are shown

here.

7.5.1.1 Case:1 (From 0s to 20s)

For this case, the utility-1 the speed data of generators 1 to 5 from 0s to 20s is

used for analysis. Using the Elbow method, the optimal number of clusters for local

area-1 are 3. Similarly, the utility-2 the speeds of generator 6 to 10 from 0 to 20s is

analyzed. From the Elbow method, the optimal number of clusters in this local area

is 3. Fig. 7.6 shows the percentage variance w.r.t no of clusters.
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Fig. 7.6. Optimal number of clusters (Case: 1).
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7.5.1.2 Case:2 (From 30s to 50s)

For this case, the utility-1 the speed data of generators 1 to 5 from the 30s to 50s

is used for analysis. Using the Elbow method the optimal number of clusters is 4 for

local area-1. Similarly, the utility-2 the speeds of generator 6 to 10 from 30s to 50s is

analyzed. From the Elbow method, the optimal number of clusters in this area are 3

for local area-2. Fig. 7.7 shows the percentage variance w.r.t no of clusters.
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Fig. 7.7. Optimal number of clusters (Case: 2).

7.5.1.3 Case:3 (From 60s to 80s)

For this case, the utility-1 the speed data of generators 1 to 5 from 30s to 50s is

used for analysis. Using the Elbow method the optimal number of clusters is 4 for

local area-1. Similarly, the utility-2 the speeds of generator 6 to 10 from 60s to 80s is

analyzed. From the Elbow method, the optimal number of clusters in this area are 3
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for local area-2. Fig. 7.8 shows the percentage variance w.r.t no of clusters.
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Fig. 7.8. Optimal number of clusters (Case: 3).

7.5.2 Distributed Coherency Grouping

In this, after identifying the optimal number k of clusters in each local area, the

speed data is grouped into k clusters using spectral clustering method. Then cluster

centers from all local areas are transmitted to the global centers. The input data to

the global control center are the cluster centers, and at the global center, this data

is grouped into a new optimal number of clusters h using Elbow method. At the

global center, the size of data is very small, so Elbow method suffice. The algorithm

is implemented for different scenarios.
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7.5.2.1 Case:1

The optimal number of clusters obtained using Elbow method in Section. 7.5.1.1

are used. Then utility-1 is grouped locally into three clusters based on spectral

clustering. From Table 7.1, it can be seen that after local area clustering generators

2 and 3 with index 1 is in group-1, generator 1 is in group-2, and generators 4 and 5

with index 3 are in group-3. Likewise, utility-2 is grouped locally into three clusters

based on spectral clustering. From Table 7.1, it can be seen that generator 8 with

index 1 is in group-1, generators 6, 7, 9 with index 2 are in group-2, and finally,

generator 10 with index 3 is in group-3. Here the local cluster indices (LI) for each

local area are independent and have no commonality. Then the 3 cluster centers from

utility-1 and 3 cluster centers from utility-2 are transmitted to the global control for

further grouping. At the global control center, the 6 cluster centers are grouped using

Elbow method accompanied with k-means. It is found that there are four optimal

clusters h as shown in Fig. 7.6. The global cluster indices (GI) are transmitted back

to the local control center for regrouping.

The regrouping for obtaining final cluster indices of generators is as follows, in

utility-1, cluster center for generator 1 is with LI 2. Then after global clustering, the

cluster center with LI 2 is assigned GI 1, so the FI of generator 1 is 1, i.e. generator

1 is in group-1. Likewise, generator 2 and 3 belong to group-2, generator 4 and 5

belong to group-4. In utility-2 the local cluster center for generator 6 is with LI 2,

whereas after global clustering the index changed GI 4, so the FI of generator 6 is 4,

i.e. generator 6 belongs to group-4. Likewise, generator 7 and 9 also belongs to group
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Table 7.1
Distributed clustering (Case:1)

Utility-1 Utility-2

G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

LI 2 1 1 3 3 2 2 1 2 3

GI 2 1 4 1 4 3

FI 1 2 2 4 4 4 4 1 4 3

LI= local cluster indices, GI= global cluster indices, FI= final cluster indices

4, generator 8 belong to group-1, and generator 10 belong to group-3. It can be seen

that the generator in one area has a coherent group of generator in another area, like

in group-4 generators 4 and 5 from utility-1 and generators 6, 7 and 9 from utility-2.

This grouping is validated from actual dynamic response following a disturbance.

Fig. 7.9, Fig. 7.10, and Fig. 7.11 shows the speed of generators in group-1,2,3

respectively. The generator frequency vectors which verifies above results is shown in

Fig. 7.5

7.5.2.2 Case:2

The optimal number of clusters is obtained using Elbow method in Section. 7.5.1.2

are used. Then utility-1 is grouped locally into four clusters based on spectral clus-

tering. From Table 7.2, it can be seen that after local area clustering generator 1 with

LI 1 is group-1, generator 5 with LI 2 is group-2, generators 2 and 3 with LI 3 is in

group-3, and generator 4 with LI 4 is group-4. Likewise, utility-2 is grouped locally

into three clusters based on spectral clustering. From Table 7.2, it can be seen that

after local area clustering generator 6, 7, and 9 with LI 1 is group-1, generator 10 with

LI 2 is group-2, and generator 8 with LI 3 is group-3. Here the LI for each local area
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Fig. 7.10. Coherency group-2 (Case:1).

are independent and have no commonality. Then the 4 cluster centers from utility-1

and 3 cluster centers from utility-2 are transmitted to the global control for further
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grouping. At the global control center, the 7 cluster centers are grouped using Elbow

method accompanied with k-means. It is found that there are four optimal clusters

h as shown in Fig. 7.7. The newly updated grouping indices are transmitted back to

the local control center for regrouping.

The regrouping for obtaining FI of generators is as follows, in utility-1, cluster

center for generator 1 is with LI 1. Then after global clustering, the cluster center

with LI 1 is assigned GI 3, so the FI of generator 1 is 3, i.e. generator 1 is in group-

3. Likewise, generator 2 and 3 also belong to group-3, generator 4 and 5 belong to

group-4. In utility-2 the local cluster center for generator 6 is with FI 1, whereas after

global clustering the index changed GI 1, so the FI of generator 6 is 1, i.e. generator

6 is in group-1. Likewise, generator 7 and 9 belong to group-1, generator 8 belong to

group-3, and generator 10 belong to group-2. It can be seen that the generator in one
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Table 7.2
Distributed clustering (Case:2)

Utility-1 Utility-2

G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

LI 1 3 3 4 2 1 1 3 1 2

GI 3 4 3 4 1 2 3

FI 3 3 3 4 4 1 1 3 1 2

LI= local cluster indices, GI= global cluster indices, FI= final cluster indices

area has a coherent group of generator in another area, like in group-3 generators 1,

2, and 3 are from utility-1 and generators 8 from utility-2.

This grouping is validated from actual dynamic response following a disturbance.

Fig. 7.12, Fig. 7.13, and Fig. 7.14 shows the speed of generators in group-1, 3, and

4 respectively. The generator frequency vectors which verifies above results is shown

in Fig. 7.5
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Fig. 7.12. Coherency group-1 (Case:2).
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Fig. 7.13. Coherency group-3 (Case:2).
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Fig. 7.14. Coherency group-4 (Case:2).

7.5.2.3 Case:3

The optimal number of clusters is obtained using Elbow method in Section. 7.5.1.3

are used. Then utility-1 is grouped locally into four clusters based on spectral clus-
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tering. From Table 7.3, it can be seen that after local clustering, generator 2 and 3

with index 1 is group-1, generator-4 with index 2 is group-2, generator-3 with index

3 is group-3, and generator 5 with index-4 is group-4. Likewise, utility-2 is grouped

locally into three clusters based on spectral clustering. From Table 7.3, it can be seen

that after local clustering, generator 10 with index 1 is group-1, generator-9 with

index 2 is group-2, and generators 6, 7, and 8 with index 3 is group-3. Here the

LI for each local area are independent and have no commonality. Then the 4 cluster

centers from utility-1 and 3 cluster centers from utility-2 are transmitted to the global

control for further grouping. At the global control center, the 7 cluster centers are

grouped using Elbow method accompanied with k-means. It is found that there are

four optimal clusters h as shown in Fig. 7.8. The GI is transmitted back to the local

control center for regrouping.

The regrouping for obtaining FI of generators is as follows, in utility-1, cluster

center for generator 1 is with LI 3. Then after global clustering, the cluster center

with LI 3 is assigned GI 2, so the FI of generator 1 is 2, i.e. generator 1 is in group-2.

Likewise, generator 2 and 3 also belong to group-4, generator 4 belong to group-2,

and generator 5 belong to group-3. In utility-2 the local cluster center for generator

6 is with LI 3, whereas after global clustering the index changed to GI 2, so the FI of

generator 6 is 2, i.e. generator 6 is in group-2. Likewise, generator 7 and 8 belong to

group-2, generator 9 belong to group-3, and generator 10 belong to group-1. It can

be seen that the generator in one area has a coherent group of generator in another

area, like in group-2 generators 1 and 4 are from utility-1 and generators 6, 7, and 8

from utility-2.
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Table 7.3
Distributed clustering (Case:3)

Utility-1 Utility-2

G1 G2 G3 G4 G5 G6 G7 G8 G9 G10

LI 3 1 1 2 4 3 3 3 2 1

GI 4 2 2 3 1 3 2

FI 2 4 4 2 3 2 2 2 3 1

LI= local cluster indices, GI= global cluster indices, FI= final cluster indices

This grouping is validated from actual dynamic response following a disturbance.

Fig. 7.15, Fig. 7.16, and Fig. 7.17 shows the speed of generators in group-2, 3, and

4 respectively. The generator frequency vectors which verifies above results is shown

in Fig. 7.5
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Fig. 7.15. Coherency group-2 (Case:3).

7.6 Summary

In this chapter, a distributed online coherency grouping algorithm is proposed. The

proposed algorithm is an efficient way to group generators in different utilities using
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Fig. 7.16. Coherency group-3 (Case:3).
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Fig. 7.17. Coherency group-4 (Case:3).
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a distributed approach based on spectral clustering. The proposed algorithm use

generator speed data and the optimal number of clusters in each area are determined

using Elbow method, then the spectral clustering based on Nystrom method is used

to cluster generators into an optimal number of groups, and each generator is assigned

a local cluster index. The cluster centers in each area are transmitted to the global

control center, and these cluster centers from all areas are grouped into an optimal

number of clusters and assigned a global cluster index. The global cluster indices are

transmitted to the local control centers and based on which final clustering indices

are obtained. The final cluster indices will provide information on coherent groups

of generators. The efficacy of the proposed algorithm is verified by testing it on an

IEEE 39-bus power system model on a real-time co-simulation platform for different

operating conditions. In the next chapter, overall conclusions and future works are

presented.



CHAPTER 8: CONCLUSION

8.1 Concluding Remarks

In this dissertation, new approaches for real-time wide-area damping of inter-area

oscillations in renewable energy integrated power grid based on measurements are

presented. Towards this, initially, an algorithm for centralized wide-area damping

control is developed, in which the WADC is designed based on DLQR and Kalman

filtering. Further, this methodology is enhanced by incorporating an online coherency

grouping algorithm in the wide area control process. The drawbacks of the central-

ized WADC methodology is mitigated by decentralizing the approach using ADMM.

Further, to reduce complexities and large-scale implementation, frequency-based re-

duced order model algorithm is proposed in which study area is modeled in detail,

and the external area is represented as a combination of FDNE and TSA equivalent.

This reduced order model is used for the design and validation of various power sys-

tem control approaches including 1) Pitch control of wind farms, and 2) Wide-area

control. Further, a decentralized version of the online coherency grouping algorithm

is designed that can improve the scalability issue of real-time controller implementa-

tion. The effectiveness of the proposed algorithms are verified by implementing on

two-area, IEEE 39 bus, and IEEE 68 bus power system models on RTDS/RSCAD

and MATLAB based real-time co-simulation platform.
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8.2 Future Work Directions

The developed algorithms for distributed wide-area control and reduced order mod-

eling can be further extended. Some of the considerations for future work are listed

below:

• The decentralized wide-area control based on ADMM can be further improved

by incorporating distributed coherency into the controller framework.

• The reduced order model is a combination of low frequency and high-frequency

equivalent. This can be upgraded to a hybrid reduced order model by including

generator dynamics in FDNE so that, FDNE will cover high frequency and

low-frequency electromechanical oscillations, i.e. TSA can be eliminated.

• The frequency dependent reduced order modeling can be further extended to

distribution systems/microgrid. Using the reduced order model of the micro-

grid, renewable energy planning studies can be performed.
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