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ABSTRACT

LEE MCKENZIE LUIS. Framework for Scenario Generation and Reduction in
Photovoltaic-Integrated Generation Commitment. (Under the direction of DR.

SUKUMAR KAMALASADAN)

Photo-voltaic (PV) power generation is promising from an environmental and eco-

nomic standpoint. However, increased penetration of PV power into the electric grid

can present significant challenges to decision-making in energy markets. To maintain

grid robustness, especially with renewable sources like PV power that are highly un-

certain and variable, system operators seek the most accurate information available

on the generation characteristics. In this regard, a scenario generation and reduction

framework that captures the uncertainty and variability of PV power is proposed.

This work characterizes the forecast error via a set of uncertainty and variability in-

dices. A large set of scenarios is generated using a pseudo-random number generation

process. Next, a scenario reduction framework to improve computational tractability

is proposed. Finally, the efficacy of these methodologies is proven by observing their

impact on the unit commitment solution via a cost-benefit analysis. The proposed

work is tested using measured and forecasted PV power data for a specific geographical

location in North Carolina. The entire framework is built using MATLAB/Simulink

and GAMS Optimization software. The results indicate that incorporating scenarios

in the deterministic unit commitment model improves overall operational costs while

capturing the uncertainty and variability of PV generation.
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CHAPTER 1: INTRODUCTION

"The scientific man does not aim at an immediate result. He does not

expect that his advanced ideas will be readily taken up. His work is like

that of the planter - for the future. His duty is to lay the foundation for

those who are to come, and point the way."- Nikola Tesla

In modern power systems, the uncertain and variable nature of renewable energy

sources (RES) pose significant challenges in continuing electricity-market operations

in a reliable and cost-effective manner. It is predicted that the penetration of solar

power in the electric grid is increasing steadily, and that it could provide as much as

14% of U.S. electricity demand by 2030 and 27% by 2050[1]. Unlike with conventional

generation units, the production of renewable energy such as wind and solar power

cannot be predicted with perfect accuracy (i.e.uncertainty).

Even with state-of-the-art forecasting methods [2] [3] [4], the predictions seem to be-

come more uncertain as the planning time horizon exceeds a couple of hours. More-

over, if renewable energy production were to be accurately forecasted, generation

varies with time (variability) and depending on the weather conditions, these varia-

tions can be different from what is predicted by forecasters. As a result, numerous

researchers and power system operators alike, have come to appreciate the need for

improved power system flexibility, specifically, higher ramping-capability and better

resource management, all in efforts to keep up with the unpredictable and rapid vari-

ations of the net load (total demand minus renewable production).

Additionally,serving net-loads has become very critical to system operators, since fail-

ure to meet these requirements can have undesirable ramifications; power-balance vio-

lations, large out-of-market corrections, high volatility of electricity prices, and under-
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utilization of renewable generation. To tackle these challenges in an economically-

efficient way, advanced short-term scheduling strategies have been developed that

are largely influencing the unit commitment and economic dispatch frameworks. For

example, in the United States, several system operators like in Minnesota (MISO)

[5] and California (CAISO) [6] utilize the deterministic day-ahead unit commitment

(DUC) to schedule generation plants, in which the net load is modeled as a single

forecast and the associated uncertainty is handled using ad-hoc reserve requirements

which can be fixed during the course of a day or on an hourly basis. Additionally,

probabilistic methodologies exist to quantify utility-based requirements for operating

reserves under increased penetration of renewable energy.

1.1 Research Objectives

The research objectives of this thesis are the following:

1. To develop a framework for characterizing the uncertainty and variability of

photovoltaic generation using historical and prediction data.

2. To develop and propose scenario generation methods based on the uncertainty

and variability of photovoltaic generation. Additionally, to apply clustering

techniques to sample scenarios based on statistical information of photovoltaic

generation.

3. To develop and propose scenario reduction techniques based on probabilistic

distances between scenarios.

4. To assess the efficacy of these proposed methodologies using real-world data and

under realistic weather conditions utilizing a unit commitment formulation.
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1.2 Data Description

In this thesis, we built data-sets using NREL’s Solar Power Data for Integration

Studies. A solar power plant of 100MW capacity is chosen arbitrarily to represent a

PV generation plant. This data contains the actual solar power generation as well as

day-ahead forecast data for the year 2006. The forecast data is based on the Weather

Research and Forecasting model developed by NREL. We consider hourly data in our

analysis, and as such, re-sample data if required using MATLAB scripts.

1.3 Organization of the Following Chapters

This thesis is divided into six individual chapters. 1.1.

Chapter 2 introduces the notion of optimization in power systems, with a spe-

cial emphasis on the unit commitment problem. The differences in stochastic and

deterministic optimization formulations are evaluated. Furthermore, the importance

of scenario-based analysis in decision-making processes is discussed. Additionally, a

brief introduction and supporting literature review on scenario generation and reduc-

tion methods is also presented.

Chapter 3 proposes two methods for scenario generation, one based on uncertainty

and variability indices and the other on clustering techniques, both applied to pho-

tovoltaic generation in particular, and using historical and forecasted data. These

methods employ statistical and mathematical techniques to capture the uncertainty

of forecasts and the variability of PV generation in a finite set of scenarios. Illustra-

tive examples demonstrating the usefulness of these two methodologies is presented

at the end of the chapter.

Chapter 4 proposes two methods for scenario reduction, one based on a probability

distance metric called Kantorovich distance, and the second based on K-means clus-

tering technique. Reduction of scenario-set to a pre-defined cardinality is achieved

using both the methods. Ultimately, following the scenarios generated in the exam-
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ple from chapter 3, an illustrative example for scenario reduction using the proposed

methodologies is presented.

Chapter 5 presents several case studies demonstrating the application of the pro-

posed methodologies from Chapters 3 and 4 on real-world data described earlier in

chapter 1. Furthermore, the final scenario set is then tested on a unit commitment

model and a cost-benefit analysis is conducted.

Chapter 6 summarizes the contributions of this thesis, discusses its conclusions, and

recommends future work.

One

Introduction

Two

Background

Three

Scenario Generation

Methods

Four

Scenario Reduction

Methods

Three

Scenario Generation

Methods

Four

Scenario Reduction

Methods

Five

Case Studies

Proposed Methods

Six

Conclusions

One

Introduction
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Background

Three

Scenario Generation

Methods

Four
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Methods

Five

Case Studies

Proposed Methods

Six

Conclusions

Fig. 1.1: Thesis Outline



CHAPTER 2: BACKGROUND

In this chapter, we provide a background to several concepts and philosophies

adopted in this thesis. First, a background to optimization in power systems is pre-

sented. Here, we discuss the differences in deterministic and stochastic approaches to

solving non-linear global optimization problems. Additionally, a brief introduction to

a special optimization problem in power systems called unit commitment is provided.

Second, a descriptive analysis of scenario generation and reduction is presented. Here,

we first discuss how to define the quality of a scenario created. Next, the role of sce-

nario generation and reduction in optimization problems is presented. Additionally,

the role of scenario generation in energy markets is examined. Third, an extensive

literature review on relevant approaches to unit commitment, scenario generation,

and scenario reduction is presented.

2.1 Optimization in Modern Power Systems

In its simplest form, an optimization problem consists of finding the most optimal

result by maximizing or minimizing a real-valued function. This function is called the

objective function, and it can be bounded by a set of rules or constraints. Additionally,

most real-world optimization problems are non-linear in nature and as such, we will

refer to only non-linear functions. Mathematically, non-linear optimization problems

(NLPs) are defined as:

minx f(x)

l ≤ g(x) ≤ u

xL ≤ x ≤ xU

(2.1)

where x ∈ Rn, f : R→ R,f : R→ R,l, u ∈ Rm are the lower and upper bounds of the
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constraints, and xL, xU ∈ Rn are the lower and upper bounds to the variables. The

functions f and g are, in general, non-convex.

The nature of the optimization problem can be classified as either deterministic or

stochastic. Let us take a look at the two approaches.

2.1.1 Deterministic Model

In the deterministic model, the optimization problem is to deliver a unique solu-

tion for the given set of inputs. Refer to the following figure. Here, the situation

represents the the real-world problem under consideration. The various assumptions

and deterministic information are applied to obtain a mathematical model. Next, an

algorithm is utilized to find the optimal decision represented by the decision x.

Situation
Deterministic

Model
Decision x

Algorithm

Fig. 2.1: Deterministic approach to decision-making

In this approach, the decision x is optimum for the model, and not the situation.

Hence, for real-world problems which have an inherent level of uncertainty, the deter-

ministic approach might not be suitable. To add a little uncertainty or randomness

to the decision, a stochastic approach can be used.

2.1.2 Stochastic Model

In the stochastic approach, we have a model describing the process, however, a

current representation of the real-world problem is presented and the decision per-
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taining to this representation are considered in the optimization results. Moreover,

the model also provides for several alternative futures, or scenarios. The parameters

of each future is deterministic, but they differ from each other.

Situation
Present

Situation

Decision = x

Scenario 1

Scenario 2

Decision = y(1)

Decision = y(2)

Scenario 3
Decision = y(3)
Scenario 3
Decision = y(3)

Fig. 2.2: Stochastic approach to decision-making

Hence it is only natural that stochastic methods are the choice of approach for

modeling optimization problems that involve uncertainty. As opposed to the deter-

ministic approach, wherein the decision variable has a singular realization as part

of the objective function, the stochastic approach considers different scenarios along

with their probability of occurrence. It should be noted that the efficiency of stochas-

tic methods highly depends on the quality of sampled points. In theory, uniformly

distributed deterministic sequences provide more accurate results than purely random

sequences. This plays a huge role in the formulation of a scenario generation method,

as you will witness in the next chapter.

2.1.3 Unit Commitment

The Unit Commitment problem is an optimization problem of special interest to

power system operators. According to Y. Huang et al. [7], it is defined as a combina-

torial optimization problem, that given a set of physical conditions such as generation

capacity, minimum ON/OFF time, reserve requirements, as well as generation costs

such as, startup/shutdown costs, and fuel costs, finds the optimal generation schedule

in terms of either cost (minimize) or profit (maximize).
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2.2 Importance of Scenario-based Analysis

Humans strive for a controlled and predictable working environment. Predictabil-

ity helps us anticipate different possible outcomes and plan accordingly for them.

However, while dealing with most natural processes, the outcomes are often unpre-

dictable. Therefore, in such cases, the process of decision-making should be flexible

enough to accommodate a certain level of uncertainty. In engineering, problem solvers

will often convert a given problem into a mathematical model. Mathematical models

capture the nature of the problem, that is, the characteristics, processes, dependen-

cies, and any other useful feature that can be exploited to yield optimal solutions.

For example, in the field of optimization, the following framework is used to construct

a mathematical model:

• The processes are written as constraints,

• The results are obtained using an objective function,

• And an appropriate solver is used to solve the optimization problem.

The results obtained from such a model are only as good as the inputs given in the

first place. That is, it follows a garbage-in-garbage-out scheme. Now, for a problem

with absolute certainty - inputs are known with absolute certainty - we more often

that not, arrive at an optimal solution. With uncertainty present, however, a deter-

ministic input will often yield a sub-optimal result. Hence, rather than providing only

one input, we provide a range of possible inputs within a certain level of confidence, or

in other words, we provide different "scenarios" as inputs. By doing so, we take care

of a limited amount of unexpected variation in inputs, consequently yielding results

that are robust and optimal for the given conditions.

Furthermore, when we deal with optimization problems in power systems with re-

newable energy sources,the problems are observed to be inherently large in nature
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and size. The problem becomes even larger when we utilize hundreds of scenarios to

represent the uncertainty and variability of renewable sources. While getting an op-

timal result is important, the usability of the solution is dependent on the timeliness

of arriving at the solution, and on ability of the solver to handle the computational

burden. For these reasons, and to alleviate computational intractability, it is imper-

ative that we employ scenario reduction techniques.

The most important objective of scenario reduction is to first and foremost, reduce

the number of scenarios in a manner that allows us to retain the probability distri-

bution and intrinsic characteristics of the original scenario set. That is, while the

number of scenarios is reduced, the reduced set should give a good - if not better -

approximation of the uncertainty and variability of the process.

2.2.1 Qualitative Metrics for Scenarios

Zenios in [8] defined three metrics for identifying the quality of scenario generation

- Correctness, Accuracy and Consistency. These metrics are explained below:

2.2.1.1 Correctness

• Scenarios should contain properties that are prevalent from the academic re-

search point of view. For example, the term structure should exhibit mean

reversion and changes. The term structure consists of changes in level, slope

and curvature as examined in academic research.

• Scenarios should also cover all relevant past history. Furthermore, scenarios

should account for events that were not observed, but are plausible under current

conditions.

2.2.1.2 Accuracy

• As in many cases, scenarios represent a discretization of a continuous process.

Accumulating a number of errors in the discretization is unavoidable. Differ-
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ent approaches can be used to ensure the sampled scenarios still represent the

underlying continuous distribution function.

• Accuracy is ensured when, for instance, the first and higher moments of the

scenarios match those of the underlying theoretical distribution. (Moments and

property matching are often used in order to ensure that the scenarios keep the

theoretical moments of the distribution they represent).

• The accuracy demand can lead to a large number of scenarios generated. That

is, in order to create a fine discretization of the continuous distribution and to

achieve the accuracy considered appropriate and acceptable for the application

at hand.

2.2.1.3 Consistency

• When scenarios are generated for different test cases, they need to be consistent

in capturing the underlying uncertainty.

For example, in photovoltaic generation, scenarios generated for an overcast day

may numerically differ from those generated for, say, a sunny day. However, the

robustness and level of uncertainty of the scenarios should be consistent among

both days.

2.2.2 Scenario Generation and Reduction in Optimization

An overview of the process of optimization is shown in the following figure.

Input

Data

Scenario

Generator

Scenario

Tree

Scenario

Reduction

Optimization

Problem

Fig. 2.3: Outline for Scenario Generation and Reduction in Optimization
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Scenario generation algorithms aim to capture the underlying uncertainties in an

optimization problem. In this section we broadly introduce the different attributes of

an optimization process with special emphasis on the role of scenario generation.

2.2.2.1 Input Data

Data that is believed to provide insights into the intrinsic properties of the process

are passed to the scenario generator as inputs. This data can be historical data,

expert opinions, theoretical relations between input variables, and any other features

that are could be important in capturing the uncertainty of the process.

2.2.2.2 Scenario Generator

Next, the scenario generator utilizes specific algorithms to exploit the relationships

between the input parameters and capture the underlying uncertainty and variability

of the process. Next, the algorithm generates a pre-defined number of scenarios in

the form of a scenario tree. Let us now define what is a scenario tree and how it

serves as the input to a stochastic optimization process.

2.2.2.3 Scenario Tree

A scenario tree is the collection of all generated scenarios. Each point on the

scenario tree is called a node. The tree begins with one node, called the original node.

This node is then connected to each node in the next stage. The interconnection of

nodes from subsequent time stages ultimately creates a branch, or what we call, a

scenario. As an example, consider the following illustration. Here, the scenario tree

is comprised of four stages and three scenarios. This particular fan-type scenario tree

has visibly distinct scenarios across all stages. That is, every node, other than the

original node, is connected to only one other node from the previous and subsequent

stages. For this thesis, we shall consider fan-type scenarios. Each scenario here is

a distinct realization and has a probability of occurrence. Next, we discuss how the

number of scenarios can be optimally reduced.
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Fig. 2.4: Illustration of a Scenario Tree

2.2.2.4 Scenario Reduction

Here, for the purpose of reducing the computational burden and improving the

tractability of the optimization problem, we reduce the number of scenarios to a pre-

determined number. In order to retain the statistical properties of the original set, we

make use of specific probability distances and clustering techniques to preserve the

best scenarios. Once we have this set, we solve the optimization problem as described

in the next step.

2.2.2.5 Optimization Problem

An optimization problem has an objective function, a set of constraints, and a solver

to find the value of the objective function for a given input. In nature, it is quite

normal for the environment to change over time. Hence, the solution to a problem

now may not be the optimal - or even a good - solution to the corresponding problem

in the future. This is the rationale behind using stochastic optimization. The scenario

tree, as described in the previously, represents many possible future outcomes along

with their probabilities of occurrence, and the stochastic optimization problem takes

this scenario tree as an input and computes the cost function for each scenario in a
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deterministic manner. finally, the scenario with the least cost is chosen as the optimal

result.

2.2.3 Role of Scenario Generation and Reduction in Energy Markets

High levels of renewable energy penetration pose significant challenges to the oper-

ation, scheduling, and planning of modern power systems. Conventional generation

plants - for example, nuclear plants - are relatively easier to schedule, as their genera-

tion is controlled and hence predictable. By nature, renewable energy sources (RES)

are highly intermittent and uncertain. This makes it increasingly difficult for system

operators to accurately define their dispatchability on the electric grid. Failure to

accurately predict necessitates the use of other generation units with higher ramp-

ing capabilities or increasing reserves allocations in the conventional generation units.

This increases the overall operation costs. An important step toward overcoming these

challenges is to model the uncertainty and variability of RES, and thereby improve

their predictability in the immediate future (for example, day-ahead and four-hour

ahead predictions). By doing so, system operators can mitigate as much corrective

generation as possible; this is reflected in the energy imbalance services in the energy

markets which take care of hourly deviations between advance generation schedules

and real-time dispatch. To tackle this, one suitable approach is to create multiple

generation schedules based on day-ahead (DA) forecasts and historical measurement

data, that is, by the process of scenario generation.It should be noted that scenario

generation methods must jointly address the following two criteria:

• Size of the scenarios set should be large enough to retain statistical properties

of the stochastic process. (scenario generation)

• Cardinality of the scenarios set should be small enough to preserve the compu-

tational tractability of the stochastic problem. (scenario reduction)
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2.3 Literature Review

This section presents a literature review of the traditional deterministic as well as

stochastic unit commitment formulations, scenario generation techniques, and sce-

nario reduction techniques.

2.3.1 Unit Commitment

Over the years, the unit commitment formulation has evolved in its general effec-

tiveness and complexity. Initially, the UC problem was solved by Exhaustive Enu-

meration. This method comprised of enumerating all the possible combinations of

generating units, followed by a search for the most cost-effective combination. In [9]

and [10], Kerr et al., and Hara et al. respectively solved the UC problem successfully

for the Florida Power Corporation by using this technique. However, this method is

limited in terms of scalability, in that, it is not suitable for larger-sized utilities. An-

other approach was to use a technique called priority listing, in which the generating

units were arranged based on their operational-cost characteristics. Then, this pre-

determined order was sequentially used to increase or decrease the generation capacity

until the system load requirement was reached. Leading pioneers of this method were

Burns et al. [11] and Lee [12].Furthermore, Lee et al. in [13] solved the single and

multi-area UC problem using priority listing with a classical index. Soon engineers

realized that these methods were becoming extremely tedious for larger systems and

hence started to adopt optimization techniques to solve the UC problem. Dynamic

Programming became mainstream among electric utilities around the world due to its

simplicity and effectiveness in solving the UC problems for a variety of system sizes

[14] [15]. In 1971, Happ [16] discussed the use of personal-computers (PCs) to solve

the hourly UC-problem using dynamic programming. Hobbs et al. [17] developed

and implemented a realistic UC model for an energy management system. Later, Li

et al. [18] developed a novel UC formulation that schedules the generation units in a
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de-commitment manner. That is, initially all the active units are committed in the

schedule, and as the demand changes, a single unit de-commitment is implemented

via dynamic programming.

Integer and Linear Programming (LP) was the next class of techniques that became

a popular approach to the UC problem. Dillon et al. [19] extended the branch-and-

bound method to developed an integer-programming formulation of the UC problem.

Here, the objective function was partitioned into a pure integer non-linear compo-

nent and a non-linear dispatch problem. Unlike in mixed-integer linear programming

(MILP) methods [20, 21, 22, 23, 24], the LP method is solved by either decomposing

the whole problem into sub-problems, or by simplex techniques [25]. The Branch-

and-Bound method was presented by Lauer et al. and Cohen et al. in [26] [27]

respectively. Here, a repetitive elimination of subsets of the solution space, followed

by creation of upper and lower bounds is used to arrive at the solution.

Another popular methodology that is adopted by some utilities [28] [29] [30] is based

on the Lagrangian Relaxation (LR) method. Using the LR method, we include the

constraints within the objective function and thus make the problem "relaxed", that

is, an un-constrained problem. This is achieved by multiplying the constraints with

multiplies - called as Lagrangian multipliers - and including them in the objective

function. Merlin et al. in [31] presented a new method based on the LR approach.

A more intuitive class of methodologies include the Expert Systems. Here, expert

domain-knowledge is used to improve the inferences in the problem solution process.

In the case of UC, Mokhtari et al. in [32] adopted this technique to develop an expert-

system based consultant for assisting generation scheduling. With the introduction

of cognitive-based approaches, two classes of techniques, Fuzzy Systems [33] [34] [35]

[36] and Artificial Neural Networks [37] [38] were used to address the UC problem

when the load demand and generation variables were inaccurately known. Addition-

ally, more complex methodologies that combined various models were later adopted.
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Some examples are given in [39] [40] [41].

Stochastic Programming-based Unit Commitment has become increasingly popular

due to the introduction of uncertainty and variability caused by renewable energy

sources in the utility-scale generation. Generally, there are four classes of UC models

that have been studied and developed to tackle the uncertainty of such sources. The

scenario-based stochastic programming technique found in [42] [43] incorporates the

dispatching of multiple wind power realizations scenarios with day-ahead schedul-

ing. Next, the robust UC model found in [44] [45] minimizes the schedule cost of the

worst-case scenario. The chance-constrained UC model in [46] sets the constraints

with stochastic variables using probability limits at which the constraints should

hold. This ensures that real-operation constraint violations are less probable to oc-

cur. Finally, risk-based UC (RUC) model are often used to consider the operational

risks such as, expected energy not served (EENS) and wind power curtailment, in the

objective function and the constraints of the UC model.

2.3.2 Scenario Generation

Scenario-based analysis has been popular across various engineering disciplines in

testing and analyzing the response of a system to multiple scenarios. An important

characteristic of credible scenario generation techniques is the ability to model the

stochastic processes, and capture the uncertainty and variability associated with it.

Several works addressing this problem can be found in the literature, however, we

will focus of the applications pertaining specifically to power systems. We will now

briefly discuss few of these techniques.

Time-series models are often used for representing natural processes. Once a model

is built, a set of parameters are estimated to fit the historical data available. These

models are then discretized and simulated to generate scenarios. Continuous time-

series models are often used to represent processes like diurnal production of photo-

voltaic power and wind energy [47, 48, 49, 50]. Additionally, we can find application
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of historical data analysis for scenario generation in the works on Konno et al. [51]

and Young [52]. Bootstrapping - a re-sampling technique in statistics - is widely used

for generating scenarios [53, 54]. It is performed by re-sampling and replacement of

the same data that was previously available. This technique is simple as it only used

available data and does not require any mathematical models. Furthermore, due to

extensive use of historical data, the correlation between the parameters are preserved.

However, this technique heavily depends on the quality of the initial sample, and as

such may not accurately capture the uncertainty while generating scenarios.

Conditional Sampling is one of the most common methods for generating scenarios.

At every node of a scenario tree, we sample several values from a stochastic pro-

cess. This is done either by sampling directly from the distribution of the stochastic

process, or by evolving the process according to an explicit formula.[55] Traditional

sampling methods can sample only from a uni-variate random variable. When we

want to sample a random vector, we need to sample every marginal (the uni-variate

component) separately, and combine them afterwards [56] [57]. Moment-matching is

another method typically used when the distribution functions of the marginals are

not known [57, 56, 58]. Using this method, we define the marginals in terms of their

moments - mean, variance, skewness, kurtosis, etc. - and additionally define the cor-

relation matrix. A well-known set of approaches pioneered by Dupačovã are classified

as path-based methods [59]. Here, each scenario is created completely, in parallel to

each other forming a fan-type scenario set. Then, the fan is converted to a scenario

tree by clustering techniques. An example of this can be found in [60].

2.3.3 Scenario Reduction

From a power system operations standpoint, optimal reserve allocations plays an

important role in tackling uncertainty introduced by renewable sources such as PV

and wind energy. From the previous sections, we have seen how scenario-based unit

commitment formulations have contributed to this problem. Moreover, it has been
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seen that generating more scenarios leads to better approximation of the uncertainty

in the original stochastic process. This, however, may lead to computational in-

tractability and hence scenario reduction techniques has been widely investigated in

the past decades [61] [62] [63] [64] [65].

In general, scenario reduction is a probabilistic way of retaining scenarios which are

representative of the entire scenario set. That is, in reducing the scenario set, we aim

to preserve most of the characteristics from the original set in the reduced set [66].

One class of methods include forward selection and backward reduction-based greedy

algorithms, first introduced by Dupačovã et al. in [67]. Later, Nicole et al. proposed a

scenario tree construction and reduction framework for improved computational per-

formance in [61]. With the introduction of an optimization platform called GAMS,

Nicole adapted their method in a routine called scenred which made use of state-

of-art optimization solvers for even more improved computational performance [68].

A majority of the methods are based on the Fast Forward Selection (FFS) method

[68] which is based on quantification of pair-wise distances between scenarios. For

example, Feng et al. [69] proposed a solution-sensitivity based scenario reduction

technique that begins with clustering of scenarios and them sampling each cluster

centroid with FFS. Additionally, Gomez-Martinez [70] presented a case-study in the

UK adopting this technique. Building upon this work, Sumali et al. [71] proposed a

clustering-based scenario reduction technique using an information theoretic learning

(ITL) mean shift algorithm. However, one of the most elegant clustering technique

is based on K-means clustering [72] and its advance variations [73, 74].
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2.4 Summary

This chapter has presented an elaborate background to the concepts of scenario gen-

eration and reduction, along with an insightful discussion on optimization in power

systems, specifically on the unit commitment problem. First, a brief introduction to

optimization in power systems was presented, differentiating between stochastic and

deterministic approaches for problem-solving. Furthermore, a brief introduction to

unit commitment was presented along with differences in deterministic and stochas-

tic formulations. It is evident from our discussions and the literature review that

stochastic UC formulations are better suited for capturing the uncertainty and vari-

ability in decision making involving renewable energy sources. We then discussed

about scenario-based analysis and its role in improving stochastic solutions. This was

followed by a detailed review of past literature on scenario generation and reduction

techniques. In the next chapter, we take a look at the proposed methodologies for

generating credible scenarios for photovoltaic generation.



CHAPTER 3: PROPOSED METHODOLOGIES FOR SCENARIO

GENERATION

In this chapter, two methods for scenario generation are proposed, one based on

the concept of probability distances, and the other, based on clustering techniques.

Several approaches to generate scenarios were discussed in chapter 2. However it can

be noted that majority of the work concerns wind-based systems. In this work,we

utilize indices to quantify uncertainty and variability of renewable energy sources and

apply them to photovoltaic-integrated systems.

We begin with a brief discussion on the concept of forecast error, followed by the

construction of uncertainty and variability indices. Next, we develop algorithms and

sub-routines for the proposed methods. Once explained in detail, an illustrative

example is then provided for the reader to gain a practical understanding of the

methodologies.

3.1 Definitions

We shall now define some important terms before presenting the proposed method-

ologies.

3.1.1 Forecast Error

In its most generic form, the forecast error is defined as the difference between the

forecasted value and the measured value in the future. Mathematically this is written

as,

(f.e.) = xforecasted − xmeasured (3.1)
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The forecast error can either be positive or negative. That is,

f.e. =

 positive for xforecasted >= xmeasured

negative for xforecasted < xmeasured

(3.2)

However, in this work, we consider only the absolute values as we only model the

magnitude of the error terms.

3.1.2 Uncertainty and Variability Indices

Renewable energy sources inherently are know for their unpredictability and rapid

variations.we will know define two terms that are key to modeling variable generation

processes like in PV and wind generation.

Uncertainty is defined as the forecast error, that is, the different between the forecast

and actual value for time.

uncertainty = xforecasted,t − xmeasured,t (3.3)

If the forecast error is large, it implies that the uncertainty in predicting those values

is greater. The converse is also true.

Variability is defined as the difference between the rate of change of an entity from

the current hour to the next hour. It is defined as,

variability = xmeasured,t − xmeasured,t+1 (3.4)

In other words, variability could be interpreted as the ramp rate of the generation

processes. Variable generation like solar and wind generally have high ramp rates as

they are heavily dependent on weather fluctuations, which historically are known to

be very variable.

Now that we have defined uncertainty and variability, we present indices on a scale
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Table 3.1: Uncertainty Indices

Index Value Description

u1 0.2 predictable
u2 0.4 mostly predictable
u3 0.6 uncertain
u4 0.8 moderately uncertain
u5 1.0 highly uncertain

Table 3.2: Variability Indices

Index Value Description

v1 0.2 constant

v2 0.4 mostly constant

v3 0.6 variable

v4 0.8 moderately variable

v5 1.0 highly variable

of 0 to 1 for each parameter as shown in tables 3.1 and 3.2, respectively.

3.1.3 Error Terms

Based on a general analysis of the historical dataset, we create a set of error terms

to define the magnitude of forecast error.

Table 3.3: Error Terms

Term Magnitude (p.u.)

e1 0.05

e2 0.1

e3 0.2

e4 0.25

e5 0.35
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3.1.4 Clustering

Clustering or cluster analysis is the process of grouping a set of items in a manner

that similar items are in the same group. The ’similarity’ of items is decided based on

different metrics, depending on the given problem.Alternatively, it can be described

as the method of grouping items that are relatively more similar to each other than to

items in other groups. Clustering is a form of unsupervised learning and it primarily

focuses on finding some structure in a collection of unlabeled data.

3.1.5 Centroid

Each of the clusters generated from cluster analysis has a central point known as the

centroid of the cluster. That is, the centroid is the point having the lowest distances

from all other points within the cluster. Moreover, the centroid can be considered as

the representative point of a cluster.

3.1.6 Squared Euclidean Distance Measure

The squared Euclidean distance (d) measure is the square value of the euclidean

distance between point a and point b. The formula is given as:

d = (a1 − b1)2 + (a2 − b2)2 + ...+ (an − bn)2 (3.5)

This distance reveals the proximity or nearness of scenarios either within a cluster or

with respect to a central scenario.
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3.2 Methodology I: Uncertainty and Variability Indices-Based Scenario

Generation Method

In this section we introduce a methodology based on the modeling of uncertainty

and variability of photovoltaic generation. This method based on modeling of inherent

stochastic dependencies of solar energy by creating a set of indices to capture the un-

certainty and variability of diurnal (during the day) PV generation. This method can

be broadly divided into four distinct steps, data collection, computation of forecast

error, assignment of uncertainty and variability indices to data, and finally scenario

generation. The flowchart in figure 3.1 summaries the methodology.

3.2.1 Data Collection

In order to create PV generation scenarios, we first collect PV irradiance and PV

power data. As described in 1.2,real-data is collected from NREL’s Solar Power Data

for Integration Studies database. In this dataset, PV irradiance and PV power in 5-

min resolution are provided for the year 2006 for different generation capacity plants

all over the United States. In this thesis, we consider a 100MW plant located in the

state of North Carolina as our test plant. Additionally, this data consists of historical

forecasted data as well as measured data, both of which is used as input data for the

process of scenario generation.

3.2.2 Computation of Forecast Errors

Next, we compute the difference between the historical forecasted values and mea-

sured power values.This gives us the forecast error.

3.2.3 Assignment of Uncertainty and Variability Indices to Data

Before we assign these indices to the historical forecast error data, estimation of

uncertainty and variability for each data point is required. Following the definitions

provided in 3.1 we assign an index value for each data point in the historical data set.

Now that every data point has an uncertainty and variability level, we calculate
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Fig. 3.1: Flowchart for uncertainty and variability indices-based scenario generation
method
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the year-long average of hourly uncertainty and variability levels prior to the day of

operation. This helps in determining on an average how the uncertainty and variabil-

ity levels varied during every hour of the day. Since seasonality largely influences PV

generation, we restrict this analysis to only three-months prior to the day of opera-

tion. That is, we consider a three-month average of hourly uncertainty and variability

levels.

The algorithm for assigning uncertainty and variability levels to historical data are

given below. Here, we consider a year-long (8760) dataset for the historical data and

the indices described in 1.2.

Algorithm 1: Assignment of Variability Levels
Result: Variability Index Matrix V (i)

Let P → measured PV power matrix
vi → variability index

Initialize V = zeros(size(P ))
for i = 2 : length(P ) do

if 0 ≤ |Pi − Pi−1| ≤ e1 then
v1 → V (i);

else if e1 ≤ |Pi − Pi−1| ≤ e2 then
v2 → V (i);

else if e2 ≤ |Pi − Pi−1| ≤ e3 then
v3 → V (i);

else if e3 ≤ |Pi − Pi−1| ≤ e4 then
v4 → V (i);

else if e4 ≤ |Pi − Pi−1| ≤ e5 then
v5 → V (i);

else
v6 → V (i);

end
end

3.2.4 Scenario Generation using Random Number Generator

Finally, the process of scenario generation is carried out using a random number

generator (RNG) function in MATLAB. First, we define an upper limit and lower

limit for the RNG between which a fixed number of random scenarios are generated.
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Algorithm 2: Assignment of Uncertainty Levels
Result: Uncertainty Index Matrix U(i)

Let
P → measured PV power matrix

DA → historical day-ahead forecast PV power matrix
ui → uncertainty index

Initialize U = zeros(size(P ))
for i = 1 : length(P ) do

if 0 ≤ |DAi − Pi| ≤ e1 then
u1 → U(i);

else if e1 ≤ |DAi − Pi| ≤ e2 then
u2 → U(i);

else if e2 ≤ |DAi − Pi| ≤ e3 then
u3 → U(i);

else if e3 ≤ |DAi − Pi| ≤ e4 then
u4 → U(i);

else if e4 ≤ |DAi − Pi| ≤ e5 then
u5 → U(i);

else
u6 → U(i);

end
end

These limits are decided by looking at the uncertainty and variability levels of the

hour and the appropriate error terms as described in 3.1. The generic algorithm is as

follows.

Once the desired cardinality of the reduced scenario set is achieved, the scenario

generation process is halted,or else the generator continues to randomly sample data.

A rule-of-thumb for number of scenarios is that approximately 10s pseudo-random

scenarios are typically necessary for statistical credibility, where s is the dimension-

ality of the model. If the generation of scenarios is quasi-random, this requirement

can be far lesser.
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Algorithm 3: Scenario Generation using Random Number Generator
Result: Scenario-Set (S)

Let

δ → number of required scenarios
r → row
c → column

Ψ3mo → three-month hourly average of uncertainty levels
Φtest → day-ahead forecast for PV generation

Initialize S = zeros(size(δ, 24))
for i = 1 : δ.24 do

if r mod δ = 0 then
r = 1, c = c+ 1;

else if Ψ3mo(c, 1) ≥ 0 and Φtest(c) = 0 then
S(r, c) = 0;

else if 0 ≤ Ψ3mo(c, 1) ≤ u1 then
S(r, c) = random(Φtest(c),Φtest(c) + e1);

else if u1 ≤ Ψ3mo(c, 1) ≤ u2 then
S(r, c) = random(Φtest(c),Φtest(c) + e2);

else if u2 ≤ Ψ3mo(c, 1) ≤ u3 then
S(r, c) = random(Φtest(c),Φtest(c) + e3);

else if u3 ≤ Ψ3mo(c, 1) ≤ u4 then
S(r, c) = random(Φtest(c),Φtest(c) + e4);

else if u4 ≤ Ψ3mo(c, 1) ≤ u5 then
S(r, c) = random(Φtest(c),Φtest(c) + e5);

r = r + 1;
end

3.3 Methodology II: K-means Clustering-based Scenario Generation Method

In this section we introduce a methodology based on grouping scenarios that are

similar to each other. The similarity of scenarios is determined by observing the stan-

dard euclidean distance between each scenario to a base-case scenario (In this case,

the day-ahead forecast PV generation profile.) This method can be simplified into

the four distinct steps, namely, data collection, computation of forecast-errors, appli-

cation of K-means clustering to forecast-errors, and finally, centroid-based scenario

generation.
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3.3.1 Data Collection

In order to create PV generation scenarios, we first collect PV irradiance and PV

power data. As described in 1.2,real-data is collected from NREL’s Solar Power Data

for Integration Studies database. In this dataset, PV irradiance and PV power in 5-

min resolution are provided for the year 2006 for different generation capacity plants

all over the United States. In this thesis, we consider a 100MW plant located in the

state of North Carolina as our test plant. Additionally, this data consists of historical

forecasted data as well as measured data, both of which is used as input data for the

process of scenario generation.

3.3.2 Classification of data into clusters

Next, apply k-means clustering algorithm to the historical measured data to classify

them into clusters. The number of clusters is said to be equal to the cardinality of the

scenario-set. Once the data is segregated into clusters, we find the mean, standard

deviation and variance of each cluster.
Algorithm 4: K-Means Clustering
Result: Cluster centroids (c) and label for each data-point (c(i))

Let

µk ∈ Rn → initial cluster centroids

x(i) ∈ Rn → data points

k → number of required clusters
Initialize µ1, µ2, ..., µk ∈ Rn randomly

repeat

For every i, set c(i) = argmin
x

∥∥∥x(i)−µj
∥∥∥2

For every j, set µj =

∑m
i=1{ci = j}x(i)∑m
i=1{ci = j}

until centroids do not change
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Fig. 3.2: Flowchart for K-means clustering-based scenario generation method

3.3.3 Centroid-based scenario generation

Once the centroids (or error terms) are determined, we first input the day-ahead

PV forecast data which is considered as the central scenario. Next, depending on

which cluster the day-ahead forecast data-point is closest, we generate the required

number of scenarios using a normal distribution. The normal distribution is based

on the statistical information derived in the previous step.
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3.4 Illustrative Example for Scenario Generation

In this illustrative example, we will consider scenario generation for a relatively

small system. The historical data provided is a set of 5 PV generation profiles recorded

over 4 time stamps.Also, the historical forecast data for the same profiles are provided.

Refer to table 3.4. Additionally, a day-ahead forecast PV generation profile is pro-

vided in table 3.5. The goal of this example is to show how scenarios are generated

with the aforementioned methodologies.

Consider the following data:

Table 3.4: Historical data for PV Generation

Data-set # 1 2 3 4 5

Measured PV Generation for t = 1 0.40 0.45 0.35 0.20 0.50

Forecasted PV Generation for t = 1 0.40 0.40 0.40 0.35 0.55

Measured PV Generation for t = 2 0.55 0.50 0.60 0.65 0.48

Forecasted PV Generation for t = 2 0.50 0.55 0.60 0.60 0.55

Measured PV Generation for t = 3 0.60 0.80 0.75 0.55 0.90

Forecasted PV Generation for t = 3 0.45 0.70 0.70 0.65 0.80

Measured PV Generation for t = 4 0.40 0.55 0.45 0.43 0.35

Forecasted PV Generation for t = 4 0.40 0.40 0.45 0.40 0.40

Table 3.5: Day-ahead (DA) PV Generation Forecast

Time stamp # 1 2 3 4

PV Generation 0.4 0.45 0.35 0.5
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Table 3.6: Measured PV Generation on Test Day

Time stamp # 1 2 3 4

PV Generation 0.40 0.47 0.40 0.45

Generate 10 scenarios for the day-ahead forecast using:

1. Methodology I (use error-terms given in table 3.3)

2. Methodology II (create 5 clusters)

Solution:

1. Methodology I: Based on Uncertainty and Variability Indices

The scenarios are produced using the steps described in flowchart 3.1.

Step 1: Data collection

First, we evaluate the given data. In this example, we are provided with 5 sets of

PV generation data each for 4 time periods. Second, a day-ahead forecast profile

is provided for the same duration. Third, the measured PV generation data on

the day of the test is provided for comparison. Additionally, an irradiance

forecast is provided for the test day.

Fig. 3.3: Historical Forecast and Measured Data
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Step 2: Computation of forecast error

In this step, we compute the absolute difference between the historical forecasted

data and historical measured data. This helps us assess the accuracy of the

forecast model used in the given forecasted data, and therefore determine how

much weightage should be given to this forecasted data in our model.

The following figure shows the forecast error.

Fig. 3.4: Computation of Forecast Error

Step 3: Assignment of uncertainty and variability levels to historical data

Based on equations 3.3, 3.4 and historical irradiance data, we deduce the un-

certainty and variability levels for all data points. In order to do this, we first

define the error terms, uncertainty levels, and the variability levels as described

in tables 3.3, 3.1 and 3.2.

The following figures show the uncertainty and variability levels for all data

points in the scenario set.
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Fig. 3.5: Uncertainty and Variability Levels for Historical Data

Next, we determine the hourly uncertainty and variability levels across the en-

tire time horizon.

Step 4: Determination of Upper Limit and Lower Limit for Scenario Generation

Based on a central PV profile, which in this case is the day-ahead PV generation

provided, we determine the upper limit and lower limit for scenarios generated

for each time stamp. This is done by following the steps outlined in algorithm

3.The following figure depicts the limits. All the scenarios will be generated

within these limits.

Fig. 3.6: Upper and Lower Limits for Scenario Generation
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Step 5: Scenario generation using random number generation

Finally, using the limits generated from step 4, we generate 10 scenarios using

the random number generator (RNG) function in MATLAB. Figure 3.7 shows

the 10 scenarios generated around the central day-ahead forecast.

Fig. 3.7: Scenario Generation

Step 6: Cardinality check

Although this step is not explicitly shown, the algorithm for scenario generation

mentioned in algorithm 3 ensures that the required cardinality of the scenar-

ios set is reached. Once this is achieved, the process of scenario generation is

stopped.

2. Methodology II: Based on K-Means Clustering

The scenarios are produced using the steps described in flowchart 3.2.

Step 1: Data collection

First, we evaluate the given data. In this example, we are provided with 5 sets of
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PV generation data each for 4 time periods. Second, a day-ahead forecast profile

is provided for the same duration. Third, the measured PV generation data on

the day of the test is provided for comparison. Additionally, an irradiance

forecast is provided for the test day.

Fig. 3.8: Historical Forecast and Measured Data

Step 2: Apply K-means clustering algorithm and determine the clusters

In this step, we apply group the historical measured data into clusters based on

the K-means clustering algorithm. Once the clusters are generated, we deter-

mine the centroid of each of these clusters.

Table 3.7: Representative Centroids and Cluster data-points

Cluster Centroid Data-points

Cluster 1 37 45 50 45 50 48 50 48

Cluster 2 48 90 90

Cluster 3 57.5 55 60 55 60

Cluster 4 77.5 80 75

Cluster 5 90 40 40 35 35 35

Step 3: Statistical analysis of cluster data-points

In this step we determine the mean, standard deviation, and variance of each
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cluster. This knowledge of the distribution of data-points in each cluster will

later help us generate scenarios which are statistically similar to those in the

clusters.

Table 3.8: Statistical Analysis of Clusters

Cluster Mean(µ) Standard Deviation(σ) Variance(σ2)

Cluster 1 48 2.24 5

Cluster 2 90 0 0

Cluster 3 57.5 2.88 8.33

Cluster 4 77.5 3.53 12.5

Cluster 5 37 2.73 7.5

Step 4: Scenario generation using probability distribution

Using equation 3.5, we calculate the pair-wise squared euclidean distance be-

tween centroids and each data-point in the given day-ahead forecast profile. For

every data-point of the day-ahead forecast, we select the the pair with the lowest

distance. Next, we consider the statistical properties of that cluster to which

the centroid belongs, and generate the required number of scenarios. The sce-

narios generated follow a normal distribution based on the standard deviation

and variance of the selected cluster. The following figure depicts the generated

scenarios.

Step 5: Cardinality check

Although this step is not explicitly shown, the algorithm for scenario generation

mentioned in algorithm 4 ensures that the required cardinality of the scenarios
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set is reached. Once this is achieved, the process of scenario generation is

stopped.

Fig. 3.9: Scenario Generation using K-means Clustering
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3.5 Summary

This chapter elaborated on methodologies proposed for generating scenarios using

two distinctive approaches: one based on uncertainty and variability indices, and

the second, adopting a widely known clustering technique called k-means clustering.

These approaches generate scenarios that both, statistical represent the historical

data, as well as takes into account the forecasted day-ahead data while generating

scenarios. The first method merits in capturing the uncertain and variable nature of

PV generation and creates scenarios which are heavily dependent on the quality of PV

generation forecast results. The second method has a sound mathematical foundation,

in that, a formal approach is utilized in clustering historical data. Furthermore,

the scenario data-points are generated based on statistical properties of the clusters

they belong to, thereby rendering the scenarios similar characteristics. In the next

chapter, we introduce the concept of scenario reduction and in a similar way, propose

methodologies to reduce the cardinality of the scenario set with the intent to improve

computational tractability.



CHAPTER 4: PROPOSED METHODOLOGIES FOR SCENARIO

REDUCTION

In this chapter, two methods for implementing scenario reduction are proposed.

The first method is based on the closeness of scenarios within the initially generated

scenario set.

We begin by defining the important terms used in the chapter. This is followed by

an elaboration on each of the two proposed methodologies. In each section, the steps

are detailed with relevant algorithms and diagrams. Finally, an illustrative example

is provided for a relatively small problem to gain insights into the methodologies.

4.1 Definitions

We shall now define some important terms before presenting the proposed method-

ologies.

4.1.1 Kantorovich Distance

The Kantorovich or Wasserstein distance is a non-parametric distance between

probability measures, and is defined between two probability distributions Q and Q′.

It is obtained by assigning the probabilities of non-selected scenarios ω ∈ Ω,ΩS to

the closest scenario ω′ in the selected scenario set ΩS and can be expressed as[75]:

DK(Q,Q′) =
∑

ω∈Ω,ΩS

π(ω)(‖y(ω)− y(ω′)‖) (4.1)

4.1.2 Euclidean Distance Matrix

Euclidean distance matrix is an nxn matrix representing the spacing of a set of

n points in Euclidean space. If A is a Euclidean distance matrix and the points are
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defined on m-dimensional space, then the elements of A are given by:



a11 a12 · · · a1n

a21 a22 · · · a2n

...
... . . . ...

an1 an2 · · · ann


(4.2)

4.2 Methodology I: Probability Distance-based Scenario Reduction

This method is based on the closeness of the scenarios within the scenario set S

generated earlier using the proposed methodologies in Chapter 3. In this method, we

observe the probability distances between scenario pairs utilizing a well-known non-

parametric measure called Kantorovich distance metric. To explain the methodology

in detail, a flowchart (see 4.1) has been created. In the following subsections, we

provide a detailed elaboration on each step of the flowchart.

4.2.1 Data Collection

First, we collect the scenarios generated using any given scenario generation method.

In this method, all scenarios will be considered equally probable, and hence the prob-

ability of all the scenarios will be the same. If there are n scenarios in the scenario

set S, and π is the probability of a scenario, then the probability of each scenario is

given by,

πn =
1

n
(4.3)

Setting all the scenarios with an equal probability of occurrence ensures that non of

the scenarios are biased initially. This is important so as to avoid ignoring outliers

scenarios.

Additionally, we collect the day-ahead forecast for PV generation at the specific lo-
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cation of the PV plant and day of operation. Also, the cardinality of the reduced

set is pre-determined by the user. If m is the number of scenarios generated, n is

the number of time stamps, r is the number of scenarios in the reduced set, and the

scenario reduction percentage is pre-determined as s%, then the cardinality of the

reduced set SR is given by,

|SR| = s% ∗ |S| ∀ s% ∈ {0, 1} (4.4)

4.2.2 Computation of Distance Matrix (D)

In order to observe the closeness of the generated scenarios, we compute the dis-

tance matrix (D) for the scenario set S. The mathematical definition of the distance

matrix is given in equation 4.2. The resulting matrix is then used to find the scenario

with the lowest pair-wise distances.

4.2.3 Calculation of Kantorovich Distances

In this step, we calculate the Kantorovich distances using the probabilities of the

scenarios generated and the distance matrix obtained in step 2. This gives us a

measure of the probability distances between all scenario pairs.

4.2.4 Selection of Reduced Set Scenarios

Once we calculate the Kantorovich distances, we then select the scenario with the

minimum probability distance as the fist scenario in the reduced set. To do this,

we extract the scenario with the lowest Kantorovich distance first. Next, we update

the distance matrix to reflect the change in scenario set. We then recalculate the

Kantorovich distances among the remaining scenarios. Once we do this, we repeat

the step again to choose the next scenario for the reduced set. This step is repeated

till the required cardinality of the reduced set is achieved.
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4.2.5 Ranking of Scenarios

Once the reduced scenario set is filled with the required number of scenarios, the

next step is to rank the scenarios according to their probability of occurrence. It

must be noted that we started assuming all scenarios are equally-probable. We know

update the probability of the reduced scenarios by transferring the probability of

the non-selected scenarios to the selected scenarios closest to them. The algorithm

to achieve transfer of probabilities of scenarios and rank them accordingly, is given

below.
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Input Scenario Set (S)

Create cost function matrix

(Γcost)

select scenario with minimum

probability distance

update scenario set (S) and

cost function (Γcost)

compute pair-wise distances

between reduced set and

original set

select scenario with minimum

probability distance and

update scenario set

update model

cardinality

achieved?

stop

no

yes

Fig. 4.1: Flowchart for scenario reduction via probability distance metrics
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4.3 Methodology II: K-Means Clustering-based Scenario Reduction

In this methodology, we apply the concept of clustering to the generated set of sce-

narios. The key steps in the methodology are elaborated in the following subsections.

We now present a flowchart for the methodology in figure 4.2.

4.3.1 Data Collection

In this step, we collect the scenario set S generated using any of the scenario

generation techniques mentioned in chapter 3. Additionally, we input the day-ahead

forecast for the day of operation.

4.3.2 Grouping of Scenarios into Clusters

Next, we apply K-means clustering to the entire scenario set and determine the

clusters. The number of clusters is equal to the required number of scenarios. Once

the clusters are formed, we analyze and extract the statistical information from each

cluster, namely, the mean, standard deviation, and variance.

Algorithm 5: K-Means Clustering
Result: Cluster centroids (c) and label for each data-point (c(i))

Let
µk ∈ Rn → initial cluster centroids
x(i) ∈ Rn → data points

k → number of required clusters
Initialize µ1, µ2, ..., µk ∈ Rn randomly
repeat

For every i, set c(i) = argmin
x

∥∥∥x(i)−µj
∥∥∥2

For every j, set µj =

∑m
i=1{ci = j}x(i)∑m
i=1{ci = j}

until centroids do not change

4.3.3 Local Ranking of Scenarios within Clusters

Once the centroids (or error terms) are determined, we first input the day-ahead

PV forecast data. Second, we calculate pair-wise distance between the day-ahead
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forecast set and the error terms set.Accordingly, we choose the cluster that is closest

to a particular data point. Next, we determine the statistical distribution of the

cluster, and generate scenarios or data points from this distribution. Once the desired

cardinality is achieved, we stop the process.

4.3.4 Probability Re-distribution within Clusters

In this step, we consider the representative scenario - defined as the centroid of

the cluster - to be preserved in the final reduced set. Therefore, the the probabilities

of the non-selected scenarios within each cluster are transferred to the representative

scenario.

4.3.5 Ranking of Scenarios

Once all the representative scenarios are extracted along with their individual clus-

ter probabilities, the scenarios are ranked according to their cumulative probabilities.
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input set S of generated scenarios

segregate scenarios into different

clusters based on k-means

clustering algorithm

local ranking of scenarios and

determination of focal scenario

probability re-distribution within

clusters

global ranking of scenarios

stop

Fig. 4.2: Flowchart for K-means clustering-based scenario reduction method
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4.4 Illustrative Example for Scenario Reduction

Consider the following data:

Table 4.1: Scenarios Generated in Chapter 3

Scenario # 1 2 3 4 5 6 7 8 9 10

t1 39 42 35 38 36 36 37 38 39 40

t2 44 47 42 49 40 47 44 46 41 42

t3 38 40 33 37 39 39 30 30 31 39

t4 46 49 55 50 52 48 52 54 45 53

Table 4.2: Day-ahead (DA) PV Generation Forecast

Time stamp # 1 2 3 4 5

PV Generation 0.4 0.45 0.35 0.20 0.5

Reduce the cardinality of the scenario set to 5 using the following:

1. Methodology I

2. Methodology II

Solution:

1. Methodology I: Based on Kantorovich distance

The scenarios are produced using the steps described in flowchart 4.1.

Step 1: Data collection

The scenarios generated earlier in chapter 3 are considered as in the initial sce-

nario set. Additionally, we consider the the day-ahead forecast profile given in

4.2. Before we begin the scenario reduction process, we define the cardinality
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of the reduced scenario set. That is, the user pre-determines the reduction per-

centage. Set sreduction = 50%.

Step 2: Compute the distance matrix (D)

In this step, we compute a distance matrix (D) which is a square matrix (two-

dimensional array) containing the distances, taken pairwise, between the ele-

ments of the scenario set. This matrix helps us determine the relative closeness

of scenarios with respect to each other.

The following figure shows a graphical representation of the distance matrix for

this problem.

Fig. 4.3: Distance Matrix for Scenario Set (S)

Step 3: Calculate Kantorovich distance and choose scenarios with minimum distance

Based on equation 4.1, we calculate the Kantorovich distances between every

scenario pair. Since we begin with hall scenarios that are equally-probable, the

probability of occurrence of each scenario is sprob = 1/10 = 0.1.

The following figure shows the Kantorovich distances for the first scenario pair.
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Fig. 4.4: Kantorovich Distances for First Scenario Pair

Step 4: Updating distance matrix and selecting scenarios for reduced set

Once we compute the Kantorovich distances, the next step is to select the sce-

nario with the minimum distance. This is selected as the first scenario in the

reduced set. Next, we update the distance matrix. The process is continued till

the required cardinality of the reduced set is achieved.

The following graph shows the reduced scenario set. Here the number of scenar-

ios are reduced from 10 to 5. When the cardinality is achieved, the algorithm

ends, and the probabilities of the non-selected scenarios get transferred to the

those scenarios in the reduced set that are the closest.
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Fig. 4.5: Scenario Reduction based on Kantorovich Distance

Step 5: Rank of scenarios

The scenarios in the reduced set are ranked according to their probability of

occurrences.

Fig. 4.6: Rank of Scenarios in Reduced Set
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2. Methodology II: Based on K-Means Clustering

The scenarios are produced using the steps described in flowchart 4.2.

Step 1: Data collection

The scenarios generated earlier in chapter 3 are considered as the initial scenario

set. Additionally, we consider the day-ahead forecast profile given in 4.2. Before

we begin the scenario reduction process, we define the cardinality of the reduced

scenario set. That is, the user pre-determines the reduction percentage. Set

sreduction = 50%.

Step 2: Grouping scenarios into clusters

In this step, k-means clustering technique is applied to the scenario set [74].

This groups similar scenarios into the clusters. Note that K-means clustering

technique utilizes a pre-determined number of clusters. Here, the number of

clusters is set equal to the cardinality of the reduced scenario set. If αcls is the

number of clusters, then αcls = sreduction.

The following table shows the distribution of scenarios among 5 clusters.

Table 4.3: Cluster-Grouping of Scenarios

Cluster Scenarios #

Cluster 1 5 10

Cluster 2 7 8

Cluster 3 3

Cluster 4 9

Cluster 5 1 2 4 6

Step 3: Pair-wise distance between day-ahead forecast and all scenarios within clusters
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Next, we compute the pair-wise distances between the given day-ahead forecast

and all the scenarios within each cluster. For this method, we use the squared

euclidean distance as a measure of distance between the elements of day-ahead

forecast set and the scenario set.

Step 4: Local ranking scenarios within each cluster

Based on results obtained in step 3, the scenarios are locally ranked within each

cluster based on the pair-wise distance metric. The scenario with the mini-

mum distance receives the highest rank and conversely, scenarios with larger

distances receive a lower rank. Once the ranking is completed, the scenarios

with the highest rank in their respective cluster are selected and added to the

reduced scenario set.

Fig. 4.7: Scenario Reduction based on K-means Clustering

Step 5: Probability re-distribution within each cluster

From step 4, we know which scenarios are preserved in the reduced scenario set.

Since we began with every scenario having an equal probability of occurrence,
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we now transfer the probabilities of the non-selected scenarios to the scenario

selected within their respective cluster.

The following figure shows the updated probabilities of scenarios. Note that

the probability of non-selected scenarios is reduced to zero, while the scenarios

preserved in the reduced set have a probability associated to them.

Fig. 4.8: Probability Re-distribution Among Scenarios

Step 6: Rank of scenarios

The scenarios in the reduced set are ranked according to their probability of

occurrence. It should be noted that unlike the local-ranking shown in step 4,

this ranking is global. That is, the scenarios in the reduced set are ranked

according to the cumulative probability of their respective clusters.
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Table 4.4: Rank of Reduced Scenarios

Rank 1 2 3 4 5

Scenario # 4 10 7 3 9
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4.5 Summary

In this chapter two methodologies for scenario reduction were presented. The

first method utilizes a non-parametric probability distance metric called Kantorovich

distance to assess the resemblance of scenarios and derive a reduced set that have

the minimum probability distance to the original set. The second methodology is

based on a clustering technique called K-means clustering. Here, we pre-determine

a fixed number of clusters equal to the cardinality of the reduced scenario set, and

group similar scenarios based on the squared euclidean pair-wise distance between the

day-ahead forecast and the scenarios. In the following chapter we consider numerous

case studies to assess the aforementioned proposed methodologies.



CHAPTER 5: CASE STUDIES

In this chapter, several case studies involving adoption of the proposed scenario

generation and reduction techniques will be presented. We will first present a study

on scenario generation for various pre-defined cardinalities. Furthermore, we will

demonstrate four scenario reduction levels and how this affects the ability of scenar-

ios to capture the uncertainty and variability of PV generation. Next, we present

case studies demonstrating the application of the proposed scenario generation and

reduction methodologies described in chapters 3 and 4 on real-world data described

in 1. In order to show the temporal capability of these proposed methods, we tests

the methodologies on four days representing the seasonal PV generation in a given

year.

5.1 Demonstrations

5.1.1 Scenario Generation using real-world data

In this section, we consider a random day in the yearly data available to us, say,

the 52nd day. As depicted in chapter 3, we generate:

• 1000 scenarios,

• 500 scenarios,

• 100 scenarios, and

• 10 scenarios

using the first proposed methodology. The results are plotted in figure 5.1.
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Fig. 5.1: Demonstration of Scenario Generation for different cardinalities

Observations: With increasing number of scenarios, a higher degree of uncertainty

and variability is visually seen to be captured. It can be observed that generating

10 scenarios, for instance, generates scenarios that are sparsely distributed and hence

does not cover all possible scenarios. However, generating 1000 scenarios can be said

to have over-generated scenarios, that is, handling too large of a scenario set will

adversely affect the computational tractability of the optimization problem needed to

solve for these scenarios. Through empirical observations, we have decided to generate

100 scenarios since it not too less to not capture the uncertainty and variability, and

not too much to lead to computational intractability.

5.1.2 Scenario Reduction for different reduction percentages

In this section, scenario reduction is demonstrated for four different reduction per-

centages:

• 75%

• 50%

• 25%
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• 5%

Figure 5.2 show the results obtained using methodology II described in 4.2.

Fig. 5.2: Demonstration of Scenario Generation for different cardinalities

Observations: It can be observed that with increasing reduction in the scenario set,

we arrive at a more conservative set of scenarios. While the proposed methodologies

that care in preserving outliers in the scenario set - extreme scenarios that may affect

the reliability of the system - we need to pre-determined the reduction percentage. It

can be observed that for an initial set of 100 scenarios, a 75% reduction gives a set

of 25 scenarios with a probability of occurrence attached to each scenario.

For the remainder of the chapter, we will generate 100 scenarios and apply 75%

reduction in the scenario reduction process. Additionally, we refer to the proposed

methodologies as the following:

Table 5.1: Short-hand Terms for Proposed Methodologies

Term Method

Scengen Methodology I Uncertainty and Variability Indices-based Scenario Generation

Scengen Methodology II Clustering-based Scenario Generation

Scenred Methodology I Kantorovich Distance-based Scenario Reduction

Scenred Methodology II Clustering-based Scenario Reduction
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The four different days will be mentioned as the following:

Table 5.2: Day-types for Case Studies

Term Description

Day-type I Sunny Day

Day-type II Rainy Day

Day-type III Winter Day

Day-type IV Overcast Day

The following figure shows the different hourly PV generation profiles for each type

of day.

Fig. 5.3: Hourly PV Generation for each Day-Type
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5.2 Scenario Generation and Reduction using Real-World Data

In this section, we present four case studies. Cases I and II refer to studies based on

proposed scenario generation methodologies. Cases III and IV present case studies

for proposed scenario reduction methodologies. We select PV generation profiles

that represents the diurnal PV generation pattern as seen on the different day-types

mentioned in table 5.2. A day-ahead forecast and actual PV power curve is shown for

the purpose of comparison. Additionally, we pre-determine the number of scenarios

generated. In all the cases we have decided to generate 100 scenarios around the day-

ahead forecast. The PV plant considered for these studies has a generation capacity

of 100MW .

5.2.1 Case I: Scenario Generation Methodology I

In this subsection, we present the results of scenario generation using methodology

I: Uncertainty and Variability Indices-Based Scenario Generation.

Fig. 5.4: Scenario generation methodology I as applied to day-type I (Sunny Day)

Comment : A sunny-day PV generation profile is typically a bell-shaped curve,

with a peak at around noon. In this case, the PV generation initially has an almost

uniform ramp, steadily increasing from around 8 : 00, hits a peak at 14 : 00, and

finally gradually decreasing til it reaches zero PV generation at 20 : 00. Based on

the average uncertainty and variability index values for each hour, this methodology
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assumes higher level of uncertainty during peak hours for this particular case. It

should be noted that these indices are based on historical data and hence do not

indicate exactly what is contributing to the uncertainty and variability. It can be

seen that the scenarios generated cover a wide range of possible PV generation for

the following day. This is evident when the actual PV generation is compared with

the scenarios. As seen, the scenarios cover the differences in day-ahead forecasts and

the actual PV generation.

Fig. 5.5: Scenario generation methodology I as applied to day-type II (Rainy Day)

Comment : The case deals with scenario generation for a rainy-day. A rainy-day

is particularly characterized by high levels on uncertainty and high variability due

to uneven cloud cover and a generally low irradiance reception. The PV generation

starts at 8 : 00 and is seen to be highly variable due to possible cloud cover. This

trend continues into noon time and finally the generation returns to zero at 20 : 00.

Based on the average uncertainty and variability index values for each hour, this

methodology generates scenarios that are lower in generation - below 40% capacity -

and vary between larger limits. As seen in the figure, the scenarios were later seen to

be successful in covering the actual variations on the day of operation.
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Fig. 5.6: Scenario generation methodology I as applied to day-type III (Winter Day)

Comment : A winter-day is marked by lower temperatures and a higher level of

uncertainty. As observed in Figure 5.6, the actual generation begins at 10 : 00 and

while it generally performed as forecasted, the generation is highly uncertain. The

uncertainty and variability indices based on historical data observed this trend during

similar days and generated wider limits for the scenario generation process. This led

to large bands of scenarios earlier in the morning - between 9 : 00 to 13 : 00 as well.

However, the scenario generation process was unable to capture the the generation

possibilities in the evening.

Fig. 5.7: Scenario generation methodology I as applied to day-type IV (Overcast Day)

Comment : In this case, we observe the scenario generation process for an overcast

day. An overcast day is marked with generally moderate generation accompanied by
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high levels of variability and uncertainty, and as expected, presents the most difficult

case for accurate scenarios. As observed from figure 5.7, the scenario generator was

less efficient in capturing the uncertainty and variability. Between the time 12 : 00

and 14 : 00, due to the fact that the scenario generator generates scenarios around

the day-ahead forecast, and that the forecast was inaccurate, the scenarios generated

where unable to predict the reverse ramp witnessed on the day of operation. Apart

from this, the scenario generator did moderately well in capturing the uncertainty

and variability.

5.2.2 Case II: Scenario Generation Methodology II

In this subsection, we present the results of scenario generation using methodology

II: Clustering-Based Scenario Generation.

Fig. 5.8: Scenario generation methodology II as applied to day-type I (Sunny Day)

Comment : The scenario data-points are generated using a normal distribution

based on the statistical properties of the cluster they belong. Hence the generated

scenarios are uniformly distributed around the central day-ahead forecast. It can be

observed that the scenarios have well covered the actual PV generation on the day of

operation.
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Fig. 5.9: Scenario generation methodology II as applied to day-type II (Rainy Day)

Comment : Due to the highly uncertain and variable natures of rainy-days, the

scenario generation process finds it difficult to capture all possibilities as seen in this

case. Here, while the uncertainty was captured for most of the hours, the variability,

specifically between 9 : 00 and 11 : 00 was not captured.

Fig. 5.10: Scenario generation methodology II as applied to day-type III (Winter
Day)

Comment : As depicted is the previous case study, the winter day relatively pre-

dictable however, highly variable. Here, we observe that the generated scenarios were

able to reduce the difference between the forecast and actual PV generation, with the
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exception of few hours of operation, specifically, between 16 : 00 and 18 : 00.

Fig. 5.11: Scenario generation methodology II as applied to day-type IV (Overcast
Day)

Comment : This methodology was able to generate scenarios that reduced the gap

between the day-ahead forecast and actual PV generation, however as observed with

overcast days in general, the generation was very unpredictable. It is observed that

between 13 : 00 and 14 : 00 there is a considerable mismatch in the generation.

This may be attributed to a delay in an anticipated cloud cover, causing a mismatch

between the forecast and actual generation by almost one hour.

5.2.3 Case III: Scenario Reduction Methodology I

In this subsection, we present the results of scenario reduction using methodology

I: Probability Distance-Based Scenario Reduction.
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Fig. 5.12: Scenario reduction methodology I as applied to day-type I (Sunny Day)

Fig. 5.13: Probability Re-distribution

Comment : In this case, scenario reduction at 75% reduction is applied to the initial

scenario set generated in Case Study I. This results in the preservation of 25 scenarios,

as displayed in figure 5.13. Initially, all the scenarios were equally probable. However,

on reduction, redistribution of probabilities among the reduced set was performed.

In this case, for example, scenario 81 was assigned the highest probability of 0.09.



68

Fig. 5.14: Scenario reduction methodology I as applied to day-type II (Rainy Day)

Fig. 5.15: Probability Re-distribution

Comment : As mentioned before, the PV generation is highly volatile in nature on

rainy days in general. Therefore, it is important to preserve scenarios with similar

uncertainty and variability indices. Figure 5.14 presents the scenario reduction for

this case. It can be observed that, highly variable scenarios were preserved to reflect

the non-predictability on such type of days.
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Fig. 5.16: Scenario reduction methodology I as applied to day-type III (Winter Day)

Fig. 5.17: Probability Re-distribution

Comment : It can be observed that outlier scenarios that are extreme but important

were preserved in this case. This helps to capture the uncertainty on winter-type of

days. For example, between 9 : 00 and 1 : 00, it was observed that such days have a

higher uncertainty level. Hence, the band of scenarios was greater to accommodate
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higher temporal variations.

Fig. 5.18: Scenario reduction methodology I as applied to day-type IV (Overcast Day)

Fig. 5.19: Probability Re-distribution

Comment : As with the rest of the cases, the overcast type of day presents uncer-

tainty and variability in scenarios generated. By measuring the probability distances

between scenario pairs, the resulting reduced set contains only scenarios that are

probabilistically speaking closer to each other and the day-ahead forecast.
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5.2.4 Case IV: Scenario Reduction Methodology II

Fig. 5.20: Scenario reduction methodology II as applied to day-type I (Sunny Day)

Fig. 5.21: Probability Re-distribution

Comment : In this case, the scenarios generated initially are grouped into clusters

based on the square euclidean distance between individual scenarios and the day-
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ahead forecast. Since the variability is captured in the scenario generation process,

results of the scenario reduction are highly dependent on the former. Probability

redistribution is implemented at the end of the scenario reduction process.

Fig. 5.22: Scenario reduction methodology II as applied to day-type II (Rainy Day)

X: 5

Y: 0.12

Fig. 5.23: Probability Re-distribution

Comment : Similar to the other methodology applied, the scenarios are reduced
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for better computational tractability. For this case, the uncertainty and variability is

observed to be very high, hence the scenarios possessing similar characteristics were

preserved.

Fig. 5.24: Scenario reduction methodology II as applied to day-type III (Winter Day)

Fig. 5.25: Probability Re-distribution

Comment : In this case, the variability in the earlier hours - from 9 : 00 to 13 : 00
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was high. Hence such scenarios were preserved in the reduced set.

Fig. 5.26: Scenario reduction methodology II as applied to day-type IV (Overcast
Day)

Fig. 5.27: Probability Re-distribution

Comment : In this case study, we observe that the reduced scenario set consists of

a differently ramped scenarios, and not just those similar to the day-ahead forecast.
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The clustering-based methodology provides an advantage in that we set the number

of clusters required equal to the cardinality of the reduced matrix. This ensures that

every scenario in the reduced set is representative of a different cluster of scenarios,

thus capturing the statistical characteristics of the entire original set of scenarios.
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5.3 Impact on Unit Commitment Solutions

In this section we will evaluate the impact on costs when scenarios are considered in

the unit commitment problem formulation. We begin with a brief introduction to the

mathematical formulation of deterministic UC formulation, followed by a description

of the test system under study. Next, we evaluate a base case - without PV generation

- followed by the use of day-ahead forecast to form the benchmark case for evaluation

of unit commitment solutions. Ultimately we demonstrate the use of scenarios in this

formulation and thereby provide a method for selection of the scenario that is most

likely to occur according to our proposed methodologies.

5.3.1 Deterministic UC Formulation

The objective function of unit commitment is to achieve the minimum total oper-

ational cost over a planned time horizon. A deterministic UC objective function is

composed of two component costs, related to two-stage decisions. The first compo-

nent cost is a influenced by day-ahead schedules, typically dictated by the status of

the generating units. The following mathematical formulation is adapted from [7].

The first-stage decisions include start-up decision vgt and the shutdown decision wgt.

These indicate when the generators will be tuned on or shut down and the resulting

schedule is not changed during the next-day operation hours. The second component

cost includes the total operational costs in the second stage, while is made up of fuel

cost and possible energy penalty 2.3.1.

Objective function

The objective function is typically given as the following:

min
∑
g∈G

∑
t∈T

(SUgvgt + SDgwgt) +
∑
g∈G

∑
t∈T

Fg(pgt) + V OLL
∑
i∈N

∑
t∈T

δit (5.1)

where

SUg start-up cost of unit g
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SDg shut-down cost of unit g

Fg(.) fuel cost function for unit g

pgt thermal power generation/dispatch amount of unit g at time t

V OLL value of loss load [$/MWh]

δit load loss at bus i at time t

In general, fuel cost function are represented a s quadratic function of the dis-

patch/production level p and take the form, Fg(p) = a+ bp+ cp2 where a,b and c are

positive cost coefficients.

Constraints

Any generation unit g in the unit commitment schedule will have the basic constraint

on their minimum ON time and minimum OFF time, thus specifying the startup

action and shutdown action on each unit at a time period t respectively.

minimum ON time constraint

ugt − ug(t−1) ≤ ugτ ∀g ∈ G, t ∈ T, τ = t, ...,min {t+ Lg − 1, |T | (5.2)

minimum OFF time constraint

ug(t−1) − ugt ≤ 1− ugτ ∀g ∈ G, t ∈ T, τ = t, ...,min {t+ lg − 1, |T | (5.3)

where

ugt commitment decision a generator commits online if ugt = 1, otherwise ugt = 0.

Lg minimum ON duration

lg minimum OFF duration

τ time alias (possible operating time period starting from time t)

|T | duration of planning horizon
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The startup and shutdown actions are determined by the generator commitment

statuses in the previous time period t− 1 and the current time period t.

Start-up action constraint

vgt ≥ ugt − ug(t−1) ∀g ∈ G, t ∈ T (5.4)

Shutdown action constraint

Wgt ≥ −ugt + ug(t−1) ∀g ∈ G, t ∈ T (5.5)

ugt, vgt, wgt ∈ [0, 1] ∀g ∈ G, t ∈ T (5.6)

5.4 Case Study: Application of Scenarios in Deterministic Unit Commitment

In this case study, we will evaluate the cost-benefit of using scenarios in a deter-

ministic UC formulation. As for the scenarios used in this case study, we consider the

results generated by application of proposed method 2 - based on k-means clustering

- in Chapter 5. To match the generating capacity of the overall system, the scenarios

are scaled up by a factor of 100.

A Procedure to determine the best scenario for UC schedule

Below we begin with the case study, we present a procedural technique to determine

which of the generated scenarios would most likely be the best in terms of objective

cost minimization.

1. First, we begin by running the UC problem for the day-ahead forecast as well

as for all the scenarios generated.

2. Next, we determine the objective costs of each of the cases. The objective cost

for net-load using day-ahead forecast is selected as a benchmark value.
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3. We then select a subset of the scenarios which result in an objective cost less

than that resulting from step 3.

4. Once we obtain the subset, we look at the rank of these scenarios. This ranking

is observed from the results of scenario reduction process and is based on their

probability of occurrence.

5. The scenario with the highest probability of occurrence - and therefore the

highest rank - is selected as the most optimal scenarios for minimizing objective

costs.

5.4.1 Test System Description

For this study, we consider a 200-generator test system. The generator units param-

eters are described in the Appendix ??. Also, the unit commitment formulation was

implemented in the optimization software, GAMS, and solved using a state-of-the-art

solver called BARON [76].

Base load profile for 200-generator bus system:

The 24-hour load profile for the overall system is shown below in figure 5.28.

Fig. 5.28: 24-hour base-load profile for 200-generator system

This load profile represents the overall load variations for the entire test day.
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Scenarios for UC formulation

In our test case, we apply method 1 of scenario generation and method 2 of scenario

reduction to produce a set of 25 scenarios for day type I (sunny day). The results are

shown in figure 5.29.

Fig. 5.29: Scenario Reduction for Test Day

Based on their probability of occurrence, the scenarios are ranked and shown in

figure 5.30. Also, shown in figure is the percent error of the scenarios with respect to

the actual PV generation on the test day.

5.4.2 Net-Load Profile for Representation of PV Generation in UC

If Pload is the base load profile, and PPV is the PV generation contributing to the

load demand, then the net load is given by:

PNET = Pload − PPV (5.7)

Net load profile considering day-ahead forecast:

By applying equation 5.7 to the day-ahead forecast - shown in figure 5.31 for PV

generation, we get a net-load profile. The resulting net-load is shown in figure 5.31.
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Fig. 5.30: Scenario Ranking and Percentage Error of Scenarios

Fig. 5.31: 24-hour base-load profile with day-ahead predicted PV generation
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It is observed that the overall load is reduced from time 7 : 00 to 20 : 00 due to PV

generation present during this time.

Additionally, we apply the same equation to the 25 scenarios generated and calcu-

late the net-load for each scenario. The resulting net-loads are shown in figure 5.32

along with a visual representation of PV generation as a percentage of the total load

demand.

0

20

40

60

Fig. 5.32: Net-load Profiles for Scenarios and PV Penetration Levels

5.4.3 Deterministic Unit Commitment Solutions

Next, we run the deterministic UC problem for the following cases and find the

total objective costs:

• Base-load case (without PV)

• Net-load with Actual PV generation

• Net-load with Day-ahead PV generation forecast

• Net-loads with 25 Scenarios for PV Generation

The hourly generation for the base-load case is given in figure 5.33.
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Fig. 5.33: Hourly Generation and Units Committed for Base-load Case

Table 5.3 summarizes the total objective costs generated for all the aforementioned

cases:

Analysis:

There are a couple of observations that can be made from this table.

• The total objective costs generated using 25 scenarios ranges from 5.0627 to

7.3985 million dollars.

• The objective cost when day-ahead forecast was used is found to be 5.9573

million dollars. Let us call this value OBJDAF

• From a power system operator stand-point, scenarios with a total objective

cost lesser than this value. This is because, in terms of minimizing costs, the

scenarios are utilized to find a PV profile that results in a lesser cost compared

to what is predicted by the day-ahead forecast.

• There are only 12 scenarios resulting in a objective less than OBJDAF . These

12 scenarios are highlighted in figure 5.35.
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Table 5.3: Total Objective Costs for UC Solutions

Case Objective Cost (million $)
Base Case 5.846368672
Actual PV 5.682048108
DA-Forecast 5.957341024
Scenario 1 5.124536757
Scenario 2 5.266452792
Scenario 3 6.359869023
Scenario 4 6.194680509
Scenario 5 5.11576512
Scenario 6 6.376362058
Scenario 7 5.588765234
Scenario 8 6.393572432
Scenario 9 5.211168849
Scenario 10 5.150977541
Scenario 11 5.22492091
Scenario 12 5.248129265
Scenario 13 6.15694809
Scenario 14 5.111185572
Scenario 15 6.966832853
Scenario 16 5.062652865
Scenario 17 5.44720502
Scenario 18 6.92948379
Scenario 19 7.133574159
Scenario 20 5.155918588
Scenario 21 7.398528485
Scenario 22 6.971609672
Scenario 23 6.594616808
Scenario 24 6.00691421
Scenario 25 6.588567798
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Fig. 5.34: Objective costs for 25 scenarios

Fig. 5.35: Scenarios with objective cost less than OBJDAF

• Now, based on the ranking of scenarios shown in figure 5.30, we observe that

among these 12 scenarios, the 7th scenario has the highest ranking.



86

Fig. 5.36: Selection of most-likely scenario

• The objective cost of the resulting scenario is 5.5888 million dollars which is

less than OBJDAF and is most-probable, hence representing the most optimal

scenario from the given set of scenarios.

The net-load for the selected scenario is given in figure 5.37.

Fig. 5.37: Net-load profile for 7th Scenario

The hourly generation and total units committed are shown in the figure below.
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Fig. 5.38: Hourly Generation and Units Committed for 7th Scenario
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5.5 Summary

In this chapter, real-world data was used to demonstrate the proposed scenario gen-

eration and reduction methodologies. First, a demonstration of scenario generation

for different sizes of scenario sets were presented. Second, using the scenarios gen-

erated in the first section, we demonstrate scenario reduction at difference reduction

percentages. In the next section, several case studies were formulated to investigate

the performance of scenario generation and reduction processes for different types

of days in a year.It was observed that each of the proposed methodologies have a

distinct advantage in terms of either capturing the uncertainty and variability of PV

generation, or strategically reducing the scenario set for computational gains. Finally,

the resulting reduced scenario set were applied to a deterministic unit commitment

model to assess the cost benefits in generation scheduling with scenarios.



CHAPTER 6: CONCLUSIONS

6.1 Summary and Research Contribution

This thesis proposes a framework for scenario generation and reduction involving

renewable energy sources, specifically, photovoltaic generation for the purpose of in-

tegrating with the generation commitment formulations in the energy markets.

This thesis proposes two sets of methodologies:

• Two scenario generation methodologies based on uncertainty and variability

indices, and clustering technique respectively.

• Two scenario reduction methodologies based on probability distances, and k-

means clustering technique respectively.

These methodologies together form a framework for transforming statistical knowl-

edge of PV generation to realistic scenarios that can aid in, one way, improving the

PV dispatchability on the electric grid. Through a set of illustrative examples and

real-world data from NREL, the scalability of these methodologies were showcased.

Additionally, we observed the performance of each method for different diurnal PV

generation patterns across four different type of days. These studies were performed

in MATLAB environment and algorithms are implemented in the MATLAB script

language.

The general contributions of this thesis are as follows:

• Framework to characterize uncertainty and variability of PV generation in terms

of set of indices by analyzing historical measured and forecasted data. Addi-

tionally, a method to model the forecast errors.
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• Scenario generation methodology based on the day-ahead forecast and the un-

certainty and variability indices.

• Scenario generation methodology based on clustering historical data into pre-

defined clusters and sampling technique based on comparison between day-

ahead forecast points and clusters information.

• Adapted framework to reduce scenario-set according to probabilistic distances

between generated scenarios.

• Scenario reduction technique based on the application of K-means clustering

technique to initial scenario set.

While there is adequate literature on scenario-based analysis in problem-solving, to

the best of my knowledge, there is little work done towards applying these techniques

to PV-integrated generation commitment problems. There are several ways these

works can be extended in future.

6.2 Future Work

This thesis proposed a novel way to apply statistical techniques and expert knowl-

edge of power systems to PV-integrated generation commitment.In addition to this

application, these ideas can be applied to other power systems operations, such as

in wind power systems, power system planning, and microgrid applications. It is

suggested that the future works are focused on the following:

• Extend the idea of scenario generation and reduction to intra-day market-

decisions, e.g., scenarios can be generated for day-ahead unit commitment deci-

sions, and with a receding time horizon approach, the scenarios can be improved

as we approach the operating time. This approach has potential to deliver better

results as the forecast tends to improve as the lead time decreases.
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• Cloud cover plays a crucial role in determining the uncertainty and variability

of the actual PV generation. It is suggested to develop a framework toward

modeling cloud cover into the uncertainty and variability indices proposed in

chapter 3.

• The proposed scenario reduction methodologies in chapter 4 assume a pre-

defined cardinality and thus applies the same reduction percentage, irrespective

of the statistical information of the scenario set. An extension of this work is to

optimally determine the reduction percentage for reducing a scenario set. An

obvious caveat, however, is the increased computational burden with respect to

the scenario reduction framework as a whole.

• Application of scenarios to stochastic unit commitment (SUC) formulations can

be conducted to assess the impact of scenarios in a probabilistic manner. It is

suggested to adopt SUC and compare the cost-benefits with the deterministic

results.

• Extended the study to measure the impact of scenarios on a deterministic UC

formulation.
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APPENDIX A: Ranking of Reduced Scenarios

A.1 Scenario Reduction Methodology I: Case I to IV

Table A.1: Methodology I: Ranking and Probability distribution of Reduced Scenarios

Rank
Case I Case II Case III Case IV

Scenario # Probability Scenario # Probability Scenario # Probability Scenario # Probability

1 81 0.09 79 0.12 73 0.11 16 0.12

2 58 0.08 24 0.1 11 0.08 29 0.09

3 85 0.08 34 0.09 31 0.08 5 0.08

4 91 0.08 25 0.08 29 0.06 93 0.08

5 92 0.07 22 0.07 55 0.06 43 0.07

6 2 0.06 3 0.06 57 0.05 91 0.06

7 5 0.06 36 0.06 81 0.05 19 0.05

8 35 0.06 5 0.04 90 0.05 73 0.05

9 34 0.04 21 0.04 2 0.04 79 0.05

10 53 0.04 87 0.04 12 0.04 53 0.04

11 93 0.04 27 0.03 43 0.04 58 0.04

12 16 0.03 50 0.03 74 0.04 68 0.04

13 24 0.03 91 0.03 83 0.04 11 0.03

14 71 0.03 100 0.03 93 0.04 15 0.03

15 87 0.03 7 0.02 98 0.04 21 0.03

16 90 0.03 23 0.02 25 0.03 56 0.03

17 25 0.02 31 0.02 16 0.02 31 0.02

18 31 0.02 58 0.02 35 0.02 62 0.02

19 37 0.02 68 0.02 59 0.02 23 0.01

20 59 0.02 85 0.02 69 0.02 34 0.01

21 69 0.02 90 0.02 71 0.02 36 0.01

22 74 0.02 70 0.01 76 0.02 66 0.01

23 7 0.01 73 0.01 33 0.01 72 0.01

24 72 0.01 94 0.01 67 0.01 75 0.01

25 73 0.01 95 0.01 92 0.01 85 0.01
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A.2 Scenario Reduction Methodology II: Case I to IV

Table A.2: Methodology II: Ranking and Probability distribution of Reduced Scenar-
ios

Rank
Case I Case II Case III Case IV

Scenario # Probability Scenario # Probability Scenario # Probability Scenario # Probability

1 60 0.12 5 0.12 59 0.12 36 0.07

2 38 0.08 66 0.08 65 0.09 62 0.06

3 32 0.07 50 0.06 12 0.06 19 0.06

4 1 0.07 39 0.06 79 0.06 94 0.06

5 86 0.06 46 0.05 88 0.06 26 0.06

6 56 0.05 91 0.05 94 0.06 22 0.05

7 59 0.05 97 0.04 70 0.05 96 0.05

8 39 0.05 35 0.04 82 0.05 51 0.05

9 26 0.05 28 0.04 73 0.05 42 0.05

10 95 0.04 92 0.04 40 0.04 92 0.05

11 57 0.04 48 0.04 33 0.04 65 0.04

12 24 0.04 77 0.04 81 0.04 99 0.04

13 53 0.04 81 0.04 63 0.04 11 0.04

14 7 0.03 69 0.03 1 0.03 49 0.04

15 55 0.03 95 0.03 2 0.03 6 0.04

16 42 0.03 71 0.03 77 0.03 9 0.04

17 62 0.03 49 0.03 91 0.03 43 0.04

18 89 0.02 45 0.03 69 0.02 44 0.03

19 25 0.02 32 0.03 43 0.02 67 0.03

20 58 0.02 67 0.03 25 0.02 98 0.02

21 20 0.02 20 0.03 49 0.02 24 0.02

22 100 0.01 44 0.02 32 0.01 38 0.02

23 18 0.01 43 0.02 18 0.01 84 0.02

24 79 0.01 59 0.01 89 0.01 34 0.01

25 15 0.01 98 0.01 37 0.01 41 0.01
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APPENDIX B: Code Snippets

B.1 Analysis: Forecast Error Calculations and Data Initialization

1 capacity_MW=100; %capac i ty o f PV power p lant

2 Power_pu=Power_MW/capacity_MW ;

3 DA_Power_pu=DA_Power_MW/capacity_MW ;

4 f o r e c a s t_e r r o r=abs (DA_Power_MW−Power_MW) ; %normal i sed

f o r e c a s t e r r o r ranging from 0 to 1

5 forecast_error_pu=fo r e c a s t_e r r o r /capacity_MW ;

6 avgdata=(Power_pu+DA_Power_pu) /2 ;

7 data=horzcat (Power_pu ,DA_Power_pu, GHISolar , avgdata ,

f o r e c a s t_e r r o r ) ;

B.2 Uncertainty and Variability Indices

B.2.1 Assignment of uncertainty levels to hourly data

1 % as s i gn unce r ta in ty l e v e l s to hour ly data :

2 u=ze ro s ( s i z e (Power_pu) ) ;

3 f o r ( i =1: l ength (Power_pu) )

4 i f 0<=abs (DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )&& abs (

DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )<=e1

5 u( i , 1 )=u1 ;

6 e l s e i f e1<abs (DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )&& abs (

DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )<=e2

7 u( i , 1 )=u2 ;

8 e l s e i f e2<abs (DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )&& abs (

DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )<=e3

9 u( i , 1 )=u3 ;

10 e l s e i f e3<abs (DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )&& abs (
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DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )<=e4

11 u( i , 1 )=u4 ;

12 e l s e i f e4<abs (DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )&& abs (

DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )<=e5

13 u( i , 1 )=u5 ;

14 e l s e e5<abs (DA_Power_pu( i , 1 )−Power_pu( i , 1 ) )

15 u( i , 1 )=u5 ;

16 end

17 i=i +1;

18 end

19 unce r ta in ty=u ;

B.2.2 Assignment of variability levels to hourly data

1 %as s i gn v a r i a b l i t y l e v e l s to hour ly data :

2 v=ze ro s ( s i z e (Power_pu) ) ;

3 f o r ( i =2: l ength (Power_pu) )

4 i f 0<=abs (Power_pu( i , 1 )−Power_pu( i −1 ,1) )&& abs (Power_pu(

i , 1 )−Power_pu( i −1 ,1) )<=e1

5 v ( i , 1 )=u1 ;

6 e l s e i f e1<abs (Power_pu( i , 1 )−Power_pu( i −1 ,1) )&& abs (

Power_pu( i , 1 )−Power_pu( i −1 ,1) )<=e2

7 v ( i , 1 )=u2 ;

8 e l s e i f e2<abs (Power_pu( i , 1 )−Power_pu( i −1 ,1) )&& abs (

Power_pu( i , 1 )−Power_pu( i −1 ,1) )<=e3

9 v ( i , 1 )=u3 ;

10 e l s e i f e3<abs (Power_pu( i , 1 )−Power_pu( i −1 ,1) )&& abs (

Power_pu( i , 1 )−Power_pu( i −1 ,1) )<=e4
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11 v ( i , 1 )=u4 ;

12 e l s e i f e4<abs (Power_pu( i , 1 )−Power_pu( i −1 ,1) )&& abs (

Power_pu( i , 1 )−Power_pu( i −1 ,1) )<=e5

13 v ( i , 1 )=u5 ;

14 e l s e e5<abs (Power_pu( i , 1 )−Power_pu( i −1 ,1) )

15 v ( i , 1 )=u5 ;

16 end

17 i=i +1;

18 end

19 v a r i a b i l i t y=v ;

B.3 Code for Scenario Generation Methodologies

B.3.1 Scenario Generation Methodology I: Based on Uncertainty and Variability

Indices

1 scengen=ze ro s ( scenum ,24 ) ; %c r e a t i n g s c ena r i o matrix o f s i z e

scenum x 24

2 r=1;

3 c=1;

4 f o r p=1:scenum∗24

5 i f mod( r , scenum)==0

6 r=1;

7 c=c+1;

8 e l s e i f havguc ( c , 1 )>=0 && DA_test ( c )==0

9 scengen ( r , c )=0;

10 e l s e i f havguc ( c , 1 )>0 && havguc ( c , 1 )<=u1

11 scengen ( r , c )=randi ( [ ( DA_test ( c ) ) , DA_test ( c )+

e1∗capacity_MW ] ) ;
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12 e l s e i f havguc ( c , 1 )>u1 && havguc ( c , 1 )<=u2

13 scengen ( r , c )=randi ( [ ( DA_test ( c ) ) , DA_test

( c )+e2∗capacity_MW ] ) ;

14 e l s e i f havguc ( c , 1 )>u2 && havguc ( c , 1 )<=u3

15 scengen ( r , c )=randi ( [ ( DA_test ( c )−e3∗

capacity_MW) , DA_test ( c )+e3∗

capacity_MW ] ) ;

16 e l s e i f havguc ( c , 1 )>u3 && havguc ( c , 1 )<=u4

17 scengen ( r , c )=randi ( [ ( DA_test ( c )−

e4∗capacity_MW) , DA_test ( c )+e4

∗capacity_MW ] ) ;

18 e l s e i f havguc ( c , 1 )>u4 && havguc ( c , 1 )

<=u5

19 scengen ( r , c )=randi ( [ ( DA_test (

c )−e5∗capacity_MW) ,

DA_test ( c )+e5∗capacity_MW

] ) ;

20 end

21 end

22 end

23 end

24 end

25 end

26 r=r+1;

27 end

28 end
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B.3.2 Scenario Generation Methodology II:Based on Clustering

1 %% Scengen us ing K−Means C lu s t e r i ng

2 clustnum=5;

3 [ idx , e r r o r ] = kmeans (Power_MW, clustnum ) ;

4 e r r o r=so r t ( e r r o r ) ; %s o r t s in ascending−order . ( p r ed i c t ab l e ,

most p r ed i c t ab l e , uncerta in , moderately uncerta in , h igh ly

unce r ta in )

5 %grouped r e a l data in to r e s p e c t i v e c l u s t e r s

6 c lus te r_index=horzcat ( idx ,Power_MW) ;

7 ind1 = c lus te r_index ( : , 1 ) == 1 ;

8 ind2 = c lus te r_index ( : , 1 ) == 2 ;

9 ind3 = c lus te r_index ( : , 1 ) == 3 ;

10 ind4 = c lus te r_index ( : , 1 ) == 4 ;

11 ind5 = c lus te r_index ( : , 1 ) == 5 ;

12 c l u s t e r 1 = c lus te r_index ( ind1 , : ) ;

13 c l u s t e r 2 = c lus te r_index ( ind2 , : ) ;

14 c l u s t e r 3 = c lus te r_index ( ind3 , : ) ;

15 c l u s t e r 4 = c lus te r_index ( ind4 , : ) ;

16 c l u s t e r 5 = c lus te r_index ( ind5 , : ) ;

17 %c l u s t e r s

18 c l u s t e r 1 ( : , 1 ) = [ ] ;

19 c l u s t e r 2 ( : , 1 ) = [ ] ;

20 c l u s t e r 3 ( : , 1 ) = [ ] ;

21 c l u s t e r 4 ( : , 1 ) = [ ] ;

22 c l u s t e r 5 ( : , 1 ) = [ ] ;

23 c l u s t e r={c lu s t e r 1 , c l u s t e r 2 , c l u s t e r 3 , c l u s t e r 4 , c l u s t e r 5 } ;
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24 c l e a r ind1 ind2 ind3 ind4 ind5 c lus te r_index

25 %% S t a t i s t i c a l Ana lys i s o f C lu s t e r s

26 s t a t s 1 = [mean( c l u s t e r 1 ) std ( c l u s t e r 1 ) var ( c l u s t e r 1 ) ] ;

27 s t a t s 2 = [mean( c l u s t e r 2 ) std ( c l u s t e r 2 ) var ( c l u s t e r 2 ) ] ;

28 s t a t s 3 = [mean( c l u s t e r 3 ) std ( c l u s t e r 3 ) var ( c l u s t e r 3 ) ] ;

29 s t a t s 4 = [mean( c l u s t e r 4 ) std ( c l u s t e r 4 ) var ( c l u s t e r 4 ) ] ;

30 s t a t s 5 = [mean( c l u s t e r 5 ) std ( c l u s t e r 5 ) var ( c l u s t e r 5 ) ] ;

31 %%

32 D = pdi s t2 ( e r ro r , DA_test ’ , ’ squaredeuc l idean ’ ) ;

33 [M, I ]=min (D) ;

34 scenum=scenum+1;

35 scengen=ze ro s ( scenum ,24 ) ; %c r e a t i n g s c ena r i o matrix o f s i z e

scenum x 24

36 f o r p=1:24

37

38 rng ( ’ d e f au l t ’ ) ;

39 rng (1 ) ; % f o r r e p r o d u c i l b i l i t y

40 c l s=I (p) ;

41 a=std ( ce l l 2mat ( c l u s t e r ( c l s ) ) ) ;

42 b=DA_test (p) ;

43 c=round ( var ( ce l l 2mat ( c l u s t e r ( c l s ) ) ) ) ;

44 i f p==1

45 scengen = abs ( a .∗ randn ( scenum , 1 ) + b) ; %generate

s c e na r i o s from normal d i s t r i b u t i o n o f c l u s t e r

46 e l s e

47 scengen1 = abs ( a .∗ randn ( scenum , 1 ) + b) ;

48 scengen=horzcat ( scengen , scengen1 ) ;
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49 end

50 end

B.4 Code for Scenario Reduction Methodologies

B.4.1 Scenario Reduction Methodology I: Based on Probability Distances

1 %% Reducing s c ena r i o s e t to con s id e r only d iu rna l data

2 %( th i s i s done to avoid s p a r s i t y in co s t func t i on matrix )

3 scengen =abs ( scengen ( 1 : end−l a s tn , : ) ) ;

4 scengen_SR=(scengen ) ; %% only p o s i t i v e e lements from

s c ena r i o s

5 zm= [ ] ;

6 f o r m=1:24

7 i f mean( scengen_SR ( : ,m) )==0

8 zm=horzcat (zm,m) ;

9 end

10 m=m+1;

11 end

12 scengen_SR ( : , zm) = [ ] ;

13 scenum_SR=s i z e ( scengen_SR , 1 ) ;

14

15 c l e a r v a r s r c p l a s t n m

16 c l e a r zm

17 %% Scenar io Reduction

18 scenrednum=round((1− lambda )∗scenum) ; %de s i r ed c a r d i n a l i t y o f

reduced s c ena r i o s e t

19 tp=s i z e ( scengen_SR , 2 ) ; %number o f time stamps

20 %−−−−−−−scenred code s t a r t s here−−−−−−−%
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21 % ca l c u l a t i n g co s t func t i on us ing d i s t anc e matrix

22 p=1; nn=1;

23 CF=ze ro s (scenum_SR) ; %cos t func t i on

24

25 whi le p<=tp

26 c=1; r=1;

27 f o r nn=1:(scenum_SR+numel (CF) )

28 i f mod( c , scenum_SR+1)==0

29 c=1;

30 r=r+1;

31 e l s e

32 CF( r , c )=CF( r , c )+abs ( scengen_SR ( r , p )−scengen_SR ( c ,

p) ) ; %c a l c u l a t i n g d i s t ance between s c ena r i o

pa i r s at each time stamp

33 c=c+1;

34 end

35 nn=nn+1;

36 end

37 p=p+1;

38 end

39 c l e a r v a r s nn c r p

40 CF_original ( : , : , 1 )=CF;

41 % ca l c u l a t i n g Kantorovich Dis tances

42 CF_nonselect=ze ro s (scenum_SR , scenum_SR) ;%i n i t i a l i z e CF f o r

the f i r s t time

43 k_dist=ze ro s ( ) ; %I n i t i a l i z i n g kantorov ich d i s t an c e s matrix

44 scen_prob=ones (1 , scenum_SR) /scenum_SR ; %I n i t i a l i z i n g s c ena r i o
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p r obab i l i t y matrix

45 k_dist=(sum( scen_prob .∗CF, 2 ) ) ; %I n i t i a l kantorov ich d i s t an c e s

46 % f ind i ng the s c ena r i o with the minimum d i s t anc e (M: value , I

: index )

47 [ Mvalue , Mindex]=min ( k_dist ) ;

48 s e l e c t ed_scen=Mindex ; %matrix o f s e l e c t e d s c e n a r i o s

49 nonse lected_scen=( f i nd ( k_dist~=Mvalue ) ) ; % matrix o f non−

s e l e c t e d s c e n a r i o s

50 p=1;

51 nn=1;

52 s = [ ] ;

53 s (p)=se l ec ted_scen ;

54 whi le p<=scenrednum

55 %I n i t i a l i z i n g reduced s c ena r i o index s e t

56 whi le nn<=scenrednum

57 i f nn==1

58 break

59 e l s e

60 %computing in te rmed ia t e CF matrix f o r k_dist

c a l c u l a t i o n s

61 CF_nonselect=CF;

62 scen_prob1=scen_prob ;

63 s ( : , ~any ( s , 1 ) ) = [ ] ;

64 CF_nonselect ( : , s )=0;

65 CF_nonselect ( s , : ) =0;

66 scen_prob1 ( : , s )=0;

67 k_dist1=(sum( scen_prob1 .∗CF_nonselect , 2 ) ) ;
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68 k_dist1 ( s , : )=max( k_dist1 )+1;

69 [ Mvalue , Mindex]=min ( k_dist1 ) ;

70 s e l e c t ed_scen=Mindex ; %matrix o f s e l e c t e d

s c e na r i o s

71 s (1 , p )=se l ec ted_scen ;

72 nonse lected_scen =[1: scenum_SR ] ’ ;

73 nonse lected_scen ( s , : ) = [ ] ; % matrix o f non−

s e l e c t e d s c e n a r i o s

74 i f nn~=scenrednum

75 break

76 e l s e

77 nn=scenrednum+1;

78 end

79 end

80 end

81 nn=nn+1;

82 %% Updating co s t matrix

83 c=1;

84 r=1;

85 f o r q=1:(scenum_SR+numel (CF) )

86 i f mod( c , scenum_SR+1)==0

87 c=1;

88 r=r+1;

89 e l s e i f r==c

90 CF( r , c )=0;

91 e l s e i f c==se l ec ted_scen

92 CF( r , c )=CF( r , c ) ;



110

93 e l s e i f r==se l ec ted_scen

94 CF( r , c )=CF( r , c ) ;

95 e l s e

96 CF( r , c )=min (CF( r , s e l e c t ed_scen ) ,CF( r ,

c ) ) ;

97 end

98 end

99 end

100 c=c+1;

101 end

102 q=q+1;

103 CF1 ( : , : , p )=CF;

104 end

105 p=p+1;

106 end

107 nonse lected_scen=(nonse lected_scen ) ’ ;

108 s=so r t ( s , 2 ) ;

109 nonselectednum=length ( nonse lected_scen ) ;

B.4.2 Scenario Reduction Methodology II:Based on K-means Clustering

1 %% SCENARIO REDUCTION

2 scenrednum=round((1− lambda )∗scenum) ; %de s i r ed c a r d i n a l i t y o f

reduced s c ena r i o s e t

3 tp=s i z e ( scengen_SR , 2 ) ; %number o f time stamps

4

5 %% K−Means C lu s t e r i ng f o r Scenar io Reduction

6 %−−−−−−−scenred code s t a r t s here−−−−−−−%
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7 clustnum=scenrednum ;

8 [ idx , e r r o r ] = kmeans ( scengen , clustnum ) ;

9 %idx : c l a s s i f i c a t i o n o f a l l s c e n a r i o s by c l u s t e r s . ( scenum

x 1)

10 %er r o r : e n t i t i e s o f a l l c l u s t e r s ( scenrednum x 24)

11

12 %grouping o f s c e n a r i o s i n to r e s p e c t i v e c l u s t e r s

13 c lus te r_index=horzcat ( idx , scengen ) ;

14 %f ind i ng s c e n a r i o s with same c l u s t e r index

15 f o r x=1: clustnum

16 ind {x}=c lus te r_index ( : , 1 )==x ;

17 end

18 %grouping s c e n a r i o s accord ing to c l u s t e r i n d i c e s

19 f o r y=1: clustnum

20 c lus te r_grp {y}=c lus te r_index ( ce l l 2mat ( ind (y ) ) , : ) ;

21 end

22 %cr ea t i n g c e l l compris ing o f d i f f e r e n t l y−s i z e d c l u s t e r s

23 c l u s t e r ={};

24 f o r z=1: clustnum

25 i n t c l u s t e r=ce l l 2mat ( c lus te r_grp ( z ) ) ;

26 i n t c l u s t e r ( : , 1 ) = [ ] ;

27 c l u s t e r ( z )=mat2ce l l ( i n t c l u s t e r , s i z e ( i n t c l u s t e r , 1 ) , s i z e (

i n t c l u s t e r , 2 ) ) ;

28 c l e a r i n t c l u s t e r

29 end

30

31 %Calcu la t ing pair−wise d i s t an c e s between DAF and c l u s t e r
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e n t i t i e s

32 f o r i =1: clustnum

33 D{ i } = pd i s t2 (DA_test , ce l l 2mat ( c l u s t e r ( i ) ) , ’ euc l i d ean ’ ) ;

34 Dsz ( i , : )=s i z e (D{ i }) ; % S i z e Of

Each Vector

35 end

36 Colmax=max(Dsz ( : , 2 ) ) ; % Maximum #

Columns

37 Dmtx=NaN( i , Colmax ) ; %

Pr ea l l o c a t e

38 f o r i i =1: i

39 Dmtx( i i , 1 : Dsz ( i i , 2 ) )=D{ i i } ; % F i l l

Matrix

40 end

41 c l e a r x y z i i i Dmtx Colmax Dsz

42

43 %ranking s c e n a r i o s with in each c l u s t e r

44 rankscen={}; d={};

45 f o r i =1: clustnum

46 d( i )=D( i ) ;

47 d1=ce l l 2mat (d( i ) ) ;

48 [ scen , rnk ]= so r t (d1 , ’ descend ’ ) ;

49 rankscen { i }=ve r t ca t ( scen , rnk ) ;

50 c l e a r scen rnk d1 i

51 end

52

53 %% ext r a c t i n g h ighest−ranked s c ena r i o from each c l u s t e r
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54 s e l e c t ed s c en rank=ze ro s (1 , clustnum ) ;

55 s e l e c t e d s c e n=ze ro s ( clustnum ,24 ) ;

56 f o r i =1: clustnum

57 a=ce l l 2mat ( c l u s t e r ( i ) ) ;

58 b=ce l l 2mat ( rankscen ( i ) ) ;

59 s e l e c t ed s c en rank ( i )=b( end ) ; %s e l e c t i n g

the s c ena r i o with the lowest p r obab i l i t y d i s t anc e

60 s e l e c t e d s c e n ( i , : )=a ( s e l e c t ed s c en rank ( i ) , : ) ; %c r e a t i n g

matrix o f reduced s c en a r i o s

61 end

B.4.3 Probability Re-distribution Among Reduced Scenarios

1 %% Probab i l i t y d i s t r i b u t i o n with in c l u s t e r s :

2 scen_prob=ones (1 , scenum) /scenum ; %determining

i n i t i a l p r o b a b i l i t i e s o f a l l s c e n a r i o s

3 c l u s t s i z e=ze ro s (1 , clustnum ) ;

4 scenredprob=ze ro s (1 , clustnum ) ;

5 f o r i =1: clustnum

6 aa=ce l l 2mat ( c l u s t e r ( i ) ) ;

7 c l u s t s i z e ( i )=s i z e ( aa , 1 ) ; %determining

s i z e o f each c l u s t e r

8 scenredprob ( i )=scen_prob (1 , 1 ) ∗ c l u s t s i z e ( i ) ; %

d i s t r i b u t i n g p r o b a b i l i t e s among c l u s t e r s

9 end

B.4.4 Ranking of Scenarios

1 %% Finding the o r i g i n a l s c ena r i o number o f reduced s c en a r i o s

2 [C, ia , ib ]= i n t e r s e c t ( scengen , s e l e c t ed s c en , ’ rows ’ ) ;



114

3 D=horzcat ( ia , ib ) ;

4 D( ib )=ia ;

5 D( : , 2 ) = [ ] ;

6 s_ranked=D’ ;

7 %ia : s c ena r i o number in o r i g i n a l s c ena r i o s e t

8 %ib : c l u s t e r number to which s c ena r i o be longs

9

10 %% Ranking the f i n a l s e t o f reduced s c en a r i o s

11 scenred=ve r t c a t ( s_ranked , scenredprob ) ;

12 scenred=sort rows ( scenred ’ , 2 , ’ descend ’ ) ;
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APPENDIX C: NREL Data Graphical Description

C.1 Comparison of 8760 Data

Fig. C.1: Comparison of Actual, Day-Ahead Forecast, and 8760 PV Generation Data

C.2 Forecast Errors

Fig. C.2: Forecast Errors for 8760 Data
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APPENDIX D: 200-Generator Test-System: Generator Parameters

The following figures provide the generator parameters for the units in the 200-

Generator test system using in unit commitment case study of chapter 5.

 

GENERATION UNITS DATA 

Sr. No. Pmin Pmax a b c UH DH UR DR 

1 78.1906 215.878 0.005359 7.1279 529.473 6 6 54.1205 35.4206 

2 76.7302 222.955 0.000617 7.79228 433.175 6 6 43.9067 59.6891 

3 63.1443 179.084 0.063177 7.22072 294.823 2 3 44.2867 55.7218 

4 64.0049 197.525 0.047074 7.29861 195.44 2 3 42.5249 34.9529 

5 43.2432 124.509 0.088557 4.12656 136.242 1 1 161.954 65.342 

6 67.3907 191.995 0.052698 7.30746 323.715 2 3 55.8034 38.3005 

7 66.4489 163.24 0.037892 6.96832 269.177 2 3 28.6486 26.1962 

8 40.5936 119.494 0.099686 4.35908 136.145 1 1 118.781 132.171 

9 49.3115 121.374 0.071523 4.75838 133.424 1 1 98.2978 41.8115 

10 89.3823 329.552 0.024416 8.31428 409.696 6 6 76.8804 60.671 

11 36.2111 110.945 0.085868 4.87963 132.379 1 1 127.48 45.1175 

12 72.1113 292.199 0.015899 7.5389 402.651 6 6 65.5171 89.5873 

13 87.3351 201.928 0.000864 7.97401 543.069 6 6 43.5863 55.6145 

14 61.0929 174.705 0.049772 7.30887 214.952 2 3 47.9905 41.5853 

15 68.6248 189.604 0.035124 7.34268 271.213 2 3 58.9548 45.3146 

16 34.8805 103.16 0.074892 4.76901 147.246 1 1 78.9251 35.7119 

17 45.8666 104.114 0.07405 4.63344 148.848 1 1 39.8788 60.9546 

18 65.4674 161.216 0.049561 7.18776 204.707 2 3 37.6862 39.6775 

19 51.3764 186.285 0.040397 6.85097 335.058 2 3 34.3958 46.0225 

20 88.2891 312.032 0.029186 7.48167 502.304 6 6 64.2044 67.6675 

21 60.5014 155.159 0.034328 7.04958 244.767 2 3 44.0188 30.302 

22 41.5818 120.098 0.095331 4.2306 125.083 1 1 56.5887 44.1197 

23 39.1647 110.429 0.06953 4.4105 117.335 1 1 76.5312 37.9127 

24 54.4942 198.37 0.060153 6.74463 276.292 2 3 46.4188 51.8247 

25 71.8915 318.741 0.029351 7.01035 531.14 6 6 63.7774 78.3845 

26 61.8925 184.158 0.046314 7.22613 195.718 2 3 33.586 57.7822 

27 63.7431 180.457 0.050864 7.10342 288.162 2 3 31.9625 32.9796 

28 83.4284 265.26 0.00005 7.54682 456.874 6 6 81.1196 52.5663 

29 81.7878 295.936 0.010227 7.09833 501.384 6 6 87.6094 71.7396 

30 67.0971 165.044 0.040403 6.77676 207.461 2 3 25.9076 30.8019 

31 52.1198 187.257 0.034203 7.06522 209.703 2 3 43.0802 38.5724 

32 80.5774 293.682 0.020431 7.4716 474.032 6 6 57.0957 92.5366 

33 42.4906 100.328 0.082121 4.34284 102.835 1 1 37.4791 56.0049 

34 74.1182 266.109 0.013644 7.46258 488.108 6 6 91.8549 79.4514 

35 30.304 110.381 0.076134 4.39427 149.907 1 1 54.8107 91.1382 

36 35.9389 125.608 0.094907 4.7571 146.078 1 1 118.547 71.3343 

37 90.7547 318.923 0.003715 7.23461 402.083 6 6 92.2897 79.4938 

38 89.0646 240.118 0.01564 7.18133 433.262 6 6 46.695 43.8668 

39 66.375 182.4 0.036803 7.05428 212.96 2 3 34.9044 57.0428 

40 50.8625 163.977 0.054947 7.08893 283.968 2 3 55.2112 56.4009 

41 86.8087 262.36 0.030382 8.16138 512.993 6 6 80.5845 51.8812 

42 95.2025 215.275 0.029634 7.26514 528.233 6 6 46.3274 55.1376 

Fig. D.1: Generator Parameters Part I
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43 99.4498 231.033 0.012448 7.60253 510.224 6 6 41.7385 33.2495 

44 87.9229 210.486 0.006821 7.37927 432.337 6 6 59.2456 54.4929 

45 47.3583 106.494 0.085908 4.61596 148.895 1 1 63.6532 66.0486 

46 47.9638 120.428 0.076732 4.89569 105.15 1 1 41.9778 59.5984 

47 91.4606 318.61 0.007947 7.91093 532.998 6 6 72.397 74.7694 

48 83.3671 320.605 0.014307 8.3845 462.143 6 6 79.9175 104.22 

49 73.2511 256.901 0.005512 8.38977 432.539 6 6 48.2639 67.3762 

50 50.6049 161.043 0.051303 7.1649 276.814 2 3 28.5195 41.1341 

51 38.7985 113.513 0.085142 4.59093 147.101 1 1 85.1149 59.8755 

52 72.2944 289.786 0.006839 7.03323 458.17 6 6 105.88 61.7971 

53 47.8112 123.929 0.096994 4.4279 143.439 1 1 62.4013 69.8426 

54 60.7865 193.951 0.051615 7.37635 319.496 2 3 46.7185 56.8064 

55 68.3331 161.19 0.049021 7.23916 202.232 2 3 26.7329 24.4962 

56 88.2754 271.616 0.013483 7.60051 456.192 6 6 84.4107 50.616 

57 84.593 208.693 0.028716 7.03914 493.931 6 6 33.5886 39.8437 

58 41.9797 123.942 0.099689 4.20719 110.802 1 1 51.8781 141.164 

59 78.294 273.921 0.026565 7.74096 480.519 6 6 70.8612 75.9149 

60 75.9502 252.386 0.026461 8.33767 405.8 6 6 70.5979 65.3501 

61 33.0641 113.32 0.089307 4.75381 119.538 1 1 46.6998 64.9797 

62 44.116 124.516 0.099533 4.02438 122.987 1 1 55.947 45.1431 

63 53.5261 152.393 0.048417 7.00782 316.244 2 3 44.4946 46.7658 

64 96.0924 297.642 0.01304 8.29391 441.2 6 6 85.615 76.8445 

65 65.8812 184.153 0.061093 6.89259 260.705 2 3 52.0442 47.5722 

66 68.4466 171.946 0.052362 6.85319 282.293 2 3 35.5779 28.8887 

67 82.4992 279.312 0.014761 7.37533 523.925 6 6 77.7023 58.9821 

68 50.3595 197.913 0.056543 6.83651 219.874 2 3 39.8345 61.0756 

69 73.9753 303.779 0.014825 8.22808 444.926 6 6 61.591 102.712 

70 80.6754 231.795 0.023751 8.14797 430.099 6 6 39.2241 55.7213 

71 41.8851 116.199 0.070949 4.3538 149.605 1 1 49.5466 115.424 

72 60.7669 181.251 0.035695 6.93371 251.476 2 3 50.1142 53.7056 

73 88.8888 311.889 0.031087 8.36285 532.765 6 6 99.9841 109.364 

74 31.0779 100.18 0.077614 4.26377 115.397 1 1 60.38 67.1156 

75 70.9027 309.088 0.028148 7.59534 513.822 6 6 115.888 107.992 

76 53.5603 198.909 0.037749 7.23046 312.094 2 3 52.0746 65.4407 

77 69.8181 193.39 0.053421 6.7313 224.176 2 3 50.5628 39.8193 

78 96.9063 205.888 0.015173 7.07466 461.96 6 6 28.7788 45.3816 

79 95.6246 232.517 0.01596 8.21036 433.308 6 6 58.1497 43.8068 

80 44.2875 116.368 0.088154 4.541 120.562 1 1 103.344 114.147 

81 78.9111 307.033 0.012415 7.1307 514.792 6 6 113.053 90.1454 

82 58.9956 166.814 0.056857 6.87951 312.914 2 3 36.6422 29.6383 

83 44.5116 126.995 0.088358 4.13376 135.51 1 1 73.4949 69.7023 

84 37.7346 112.503 0.097589 4.60033 135.141 1 1 98.7278 38.6528 

85 66.7486 173.925 0.04502 6.81809 310.214 2 3 31.3066 33.1357 

86 36.686 114.147 0.073092 4.3976 123.142 1 1 40.0412 43.3394 

87 35.9261 124.493 0.092563 4.49516 139.987 1 1 91.164 126.805 

88 52.3572 175.602 0.037446 6.89453 316.557 2 3 44.3786 32.9856 

Fig. D.2: Generator Parameters Part II
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89 43.2737 125.737 0.070867 4.96146 128.224 1 1 53.8461 51.1898 

90 35.1155 122.038 0.080611 4.0585 126.675 1 1 80.2898 55.3726 

91 54.1475 165.461 0.061599 7.17195 315.448 2 3 32.4941 37.4161 

92 60.2585 184.03 0.040815 6.85685 199.434 2 3 31.7863 43.0559 

93 54.9477 161.788 0.0556 6.73826 232.072 2 3 44.3334 42.0581 

94 90.0754 249.474 0.032945 8.44044 522.272 6 6 46.7307 50.5439 

95 52.2932 159.316 0.048798 6.81991 291.058 2 3 41.7259 48.5815 

96 87.7993 233.271 0.022216 7.04692 488.351 6 6 52.3889 39.7036 

97 59.7439 191.296 0.042506 6.93452 242.965 2 3 33.6217 48.3899 

98 72.3118 282.121 0.018676 8.15081 438.856 6 6 75.6357 70.097 

99 88.1179 230.382 0.00279 8.17008 424.528 6 6 56.5246 47.1973 

100 61.0971 169.889 0.034377 6.92664 296.449 2 3 32.0378 51.2402 

101 82.1439 240.257 0.026024 7.26904 459.255 6 6 66.9177 47.9491 

102 30.7794 120.849 0.070568 4.17472 145.57 1 1 87.3052 128.318 

103 45.9813 115.258 0.090806 4.47472 136.064 1 1 39.7788 56.3319 

104 79.4623 268.418 0.001057 7.14383 431.706 6 6 55.3505 68.5372 

105 99.0872 243.57 0.016 8.20098 455.061 6 6 37.7636 53.7094 

106 61.2662 171.619 0.042012 7.29156 239.674 2 3 33.0688 31.8456 

107 33.9796 104.726 0.072319 4.59639 140.329 1 1 60.6021 48.0854 

108 56.9826 171.891 0.063171 7.0126 195.254 2 3 37.4163 38.859 

109 39.7214 108.872 0.085774 4.8037 122.926 1 1 119.409 43.0786 

110 37.5405 129.058 0.092524 4.1583 127.163 1 1 78.4623 70.0814 

111 95.5824 264.462 0.005521 7.19112 511.144 6 6 54.7446 78.047 

112 47.6879 113.945 0.09112 4.89502 140.809 1 1 39.6501 63.1447 

113 65.1085 167.518 0.061258 6.89897 251.843 2 3 31.7528 46.4693 

114 49.9335 111.508 0.097534 4.22263 101.48 1 1 38.24 37.1009 

115 98.2888 218.786 0.027208 7.64451 410.813 6 6 35.5557 53.288 

116 37.8488 108.091 0.090244 4.59261 129.463 1 1 40.2476 51.2046 

117 40.0333 112.313 0.087892 4.35136 125.546 1 1 94.7493 42.9346 

118 69.8419 176.337 0.038218 7.21961 207.779 2 3 53.1715 30.2754 

119 50.539 157.321 0.04159 7.19363 313.378 2 3 41.3118 31.9072 

120 69.2022 195.346 0.041841 6.98238 311.63 2 3 50.8395 32.4301 

121 64.2308 187.101 0.062155 7.14847 316.132 2 3 39.7938 46.8522 

122 53.202 192.474 0.048533 6.78631 339.096 2 3 45.6636 43.3697 

123 88.7762 255.365 0.030605 8.04909 491.166 6 6 53.2631 80.4726 

124 44.5152 106.001 0.081074 4.33 141.699 1 1 34.5878 89.9536 

125 88.3404 241.249 0.02651 8.37077 475.309 6 6 63.2637 38.7241 

126 96.4934 215.263 0.015314 8.37246 407.732 6 6 36.1247 39.4441 

127 96.9576 277.166 0.011777 7.21809 505.596 6 6 48.7999 62.1084 

128 40.549 102.565 0.093 4.83306 137.616 1 1 40.5021 37.0221 

129 39.2074 123.308 0.069897 4.51155 114.476 1 1 89.8569 42.5549 

130 59.8917 151.695 0.052701 6.72452 224.366 2 3 41.061 31.2066 

131 86.3152 224.693 0.02384 7.5264 524.396 6 6 54.6227 55.865 

132 51.568 181.988 0.045795 7.07191 290.413 2 3 58.7322 33.5216 

133 45.2715 105.482 0.089698 4.89895 107.933 1 1 103.165 61.5819 

134 63.3671 194.429 0.05495 7.12529 317.299 2 3 35.2975 47.4583 

Fig. D.3: Generator Parameters Part III
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135 82.2282 203.011 0.016714 7.18462 484.176 6 6 43.876 31.7383 

136 56.4882 158.272 0.055292 7.0862 287.23 2 3 42.1605 31.3472 

137 34.1401 128.326 0.072829 4.86877 144.955 1 1 52.4124 61.4016 

138 32.8614 118.047 0.071105 4.59667 116.268 1 1 65.4595 48.9098 

139 40.3824 114.422 0.0908 4.88549 141.749 1 1 56.4756 49.5026 

140 95.1173 327.147 0.015698 7.16549 444.24 6 6 66.4847 68.9633 

141 62.045 185.585 0.058737 7.32452 237.111 2 3 50.3823 33.5919 

142 51.9245 186.789 0.044264 6.81474 327.66 2 3 37.8944 39.2913 

143 50.539 165.29 0.045429 7.36932 223.575 2 3 43.9647 33.5191 

144 83.965 266.402 0.007804 7.71221 425.091 6 6 48.3159 46.4457 

145 54.4356 167.371 0.048224 7.11207 211.28 2 3 50.7051 32.1575 

146 68.4143 171.319 0.040055 7.27515 275.637 2 3 26.9521 38.8823 

147 63.1474 160.295 0.043522 7.06475 238.346 2 3 28.0923 28.5673 

148 79.5648 326.719 0.002344 7.95126 424.972 6 6 88.9769 97.9286 

149 36.0555 122.077 0.07549 4.41783 149.8 1 1 92.406 106.451 

150 94.7447 206.507 0.023391 8.26356 489.688 6 6 28.0346 39.6057 

151 90.3967 324.426 0.006043 8.07614 496.66 6 6 89.7859 77.0139 

152 78.3197 309.235 0.009754 7.14379 514.431 6 6 99.9233 80.0016 

153 43.5539 129.485 0.092399 4.59352 131.301 1 1 124.765 67.0394 

154 30.8881 119.554 0.069842 4.21146 104.976 1 1 114.666 64.6391 

155 88.367 204.884 0.012744 8.09775 500.391 6 6 39.1348 37.9567 

156 47.5903 111.176 0.068938 4.64507 134.458 1 1 42.1241 36.5767 

157 86.3701 254.369 0.006217 8.09066 509.688 6 6 59.7831 49.0373 

158 58.3139 197.339 0.034471 6.87909 223.795 2 3 55.825 60.4794 

159 34.5912 109.391 0.079292 4.14655 116.564 1 1 53.4129 51.6633 

160 87.7123 221.603 0.023013 7.80619 480.326 6 6 49.7322 34.0118 

161 83.1465 214.267 0.028829 7.84904 536.647 6 6 43.4157 35.6638 

162 72.9618 324.648 0.01745 7.28854 402.229 6 6 112.732 79.4524 

163 40.0107 100.631 0.087702 4.36601 146.179 1 1 42.7565 43.8859 

164 53.379 179.217 0.037486 7.36776 250.202 2 3 40.2968 32.3079 

165 62.1464 150.478 0.053726 6.77844 211.749 2 3 22.7093 23.1767 

166 49.9762 100.244 0.074626 4.78512 102.324 1 1 48.1296 51.1733 

167 74.5283 325.096 0.000727 7.59058 430.003 6 6 77.8159 107.886 

168 47.7905 103.415 0.074117 4.83786 133.48 1 1 95.3668 28.2395 

169 47.7526 122.948 0.087785 4.94717 107.83 1 1 45.1019 57.6394 

170 79.7827 307.211 0.025637 8.39727 526.859 6 6 97.787 109.272 

171 55.9651 193.049 0.050797 7.08417 279.895 2 3 57.2311 35.0887 

172 38.8607 107.223 0.068648 4.79797 107.787 1 1 55.6796 87.0638 

173 96.1116 315.503 0.018438 8.38414 476.037 6 6 68.8305 77.6815 

174 74.3544 215.358 0.019607 7.82208 438.705 6 6 65.8626 44.8761 

175 35.2742 113.373 0.077248 4.4676 146.789 1 1 68.7769 63.5315 

176 45.269 123.593 0.09856 4.7839 144.923 1 1 67.482 57.077 

177 44.3919 128.367 0.09997 4.67745 112.209 1 1 78.5465 91.8149 

178 49.4031 103.853 0.079005 4.03861 139.557 1 1 32.3116 93.6316 

179 34.9159 125.217 0.07372 4.20347 106.87 1 1 49.057 57.7792 

180 99.165 224.15 0.025655 7.95085 449.619 6 6 53.8439 44.6751 

Fig. D.4: Generator Parameters Part IV



120

181 45.6359 117.787 0.090659 4.66088 136.785 1 1 76.2728 68.1441 

182 57.5759 174.552 0.040663 6.85381 323.91 2 3 35.4595 50.8121 

183 54.2726 159.557 0.0421 7.3047 285.374 2 3 51.6043 32.438 

184 68.6883 156.626 0.043449 7.01224 346.587 2 3 41.5097 25.306 

185 53.4712 168.334 0.036568 6.97227 223.946 2 3 37.4558 34.4492 

186 43.8682 129.348 0.085368 4.73873 100.803 1 1 103.351 64.7836 

187 98.6276 268.017 0.008628 7.19062 439.817 6 6 74.4499 79.91 

188 40.839 125.564 0.088657 4.62444 127.01 1 1 104.333 160.668 

189 89.407 230.811 0.021246 7.75515 460.573 6 6 35.8571 53.6258 

190 68.3599 174.427 0.050629 6.77943 238.439 2 3 30.5829 48.8077 

191 84.1288 271.564 0.027114 8.45752 471.445 6 6 57.2417 52.703 

192 79.1949 250.838 0.014908 7.38586 422.546 6 6 80.5603 54.4309 

193 84.9547 314.769 0.025655 7.93808 531.455 6 6 89.2685 66.0196 

194 50.1337 170.653 0.03661 7.06877 226.08 2 3 33.2878 49.4153 

195 86.1998 272.885 0.027996 7.66446 489.312 6 6 58.1122 53.3278 

196 53.1495 194.192 0.037633 7.27447 317.797 2 3 38.733 40.5969 

197 83.13 296.666 0.012238 7.64414 481.196 6 6 74.6291 64.2828 

198 65.902 170.289 0.047282 7.35379 265.383 2 3 31.9083 29.7647 

199 60.2133 173.109 0.045695 6.99413 230.392 2 3 35.0009 35.346 

200 39.5938 108.946 0.082988 4.00925 135.691 1 1 68.0724 55.8756 

 

 

 

 

Fig. D.5: Generator Parameters Part V
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